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ABSTRACT

Several low-bandwidth distributable black-box optimization algorithms have re-
cently been shown to perform nearly as well as more refined modern methods in
some Deep Reinforcement Learning domains. In this work we investigate a core
problem with the use of distributed workers in such systems. Further, we investi-
gate the dramatic differences in performance between the popular Adam gradient
descent algorithm and the simplest form of stochastic gradient descent. These
investigations produce a stable, low-bandwidth learning algorithm that achieves
100% usage of all connected CPUs under typical conditions.

1 INTRODUCTION

Reinforcement Learning (RL) is a sub-field of
Machine Learning that is concerned with finding
an optimal policy π∗ to direct an agent through a
Markov Decision Process (MDP) so as to maxi-
mize an objective J(π). Most model-free meth-
ods to accomplish this are derived from algo-
rithms like Q-learning (Watkins, 1989), Policy
Gradients (Sutton et al., 1999), and combinations
thereof (Mnih et al., 2016; Schulman et al., 2017;
Bhatnagar et al., 2009). In this work, we are inter-
ested in policy gradient methods where the policy
is represented by a set of real parameters θ ∈ Rd.
These methods attempt to find π∗ by iteratively
tuning θ through gradient ascent on J(πθ).

Alternative methods for policy optimization such
as black-box optimizers are less common in mod-
ern RL literature, though they can be effective
(Salimans et al., 2017; Mania et al., 2018; Such
et al., 2017). One such method is Evolution Strate-
gies (Salimans et al., 2017) (ES). ES is a dis-
tributable learning algorithm that optimizes a pop-
ulation of policies neighboring πθ by stochasti-
cally perturbing the policy parameters θ and maxi-
mizing the expected reward of these perturbations.
Unlike other common methods, ES is not derived
from Dynamic Programming and does not take
advantage of any temporal information about the
decision process when optimizing this population.
Nonetheless, ES has been shown to be competi-
tive with powerful learning algorithms like TRPO
(Schulman et al., 2015) and A2C (Mnih et al.,
2016). ES is particularly valuable in cases where
bandwidth between computers is limited because
ES workers only need to communicate two values

to a central server per sequence of interactions
with a decision process.

Regardless of method, a common factor in many
RL algorithms is the Adam gradient descent al-
gorithm (Kingma & Ba, 2014). Use of Adam
is widespread and alternative gradient following
rules are not often considered, despite the non-
stationary nature of the data used to train policies
in online RL algorithms. In this work we intro-
duce two modifications to the simplest gradient
following rule that bring it in line with Adam
without using any statistical properties of the gra-
dient. Further, we address a core problem with
the computational efficiency of ES by incorporat-
ing data from perturbations of older policies in
future gradient estimations.

2 BACKGROUND

In this work we assume the typical online Rein-
forcement Learning context described by (Sutton
& Barto, 2018) with some exceptions mentioned
below.
2.1 FINITE DIFFERENCE ALGORITHMS

In Reinforcement Learning, Finite Difference
(FD) algorithms adjust the parameters of a pol-
icy πθ to maximize the objective J(πθ) =
Eτ∼πθ

[R(τ)] where R(τ) is called the reward
function. To simplify our notation, we will here-
after refer to J(πθ) as J(θ).

In this work we are only concerned with finite
trajectories, e.g. finite sequences of state, action
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and reward triples
τ = {(s0, a0, r0), (s1, a1, r1)...(sT , aT , rT )},

(1)
created by the interaction between an agent and
an MDP starting from s0 and continuing until a
terminal state is reached. To maximize J(θ), the
gradient ∇J(θu) can be used to iteratively tune
the parameters θu where u is the number of up-
dates that have been applied to θ by the learning
process. The simplest update rule for tuning θu is

θu+1 = θu + η∇J(θu), (2)
where η is a hyper-parameter called the learning
rate. This update rule is known as Stochastic
Gradient Descent, although in the RL setting it
is typically used to maximize the objective rather
than minimize it. FD methods estimate the gra-
dient ∇J(θu) by perturbing θu in some way to
form new parameters α

α = θu + δ. (3)
A trajectory τα is then collected with the resulting
policy and its cumulative reward is computed

R(τα) =

T∑
i=0

ri. (4)

Because only a single trajectory is typically used
to evaluate the perturbed parameters α we will re-
fer to R(τα) as R(α) for simplicity. The change
in reward for a perturbation is then

∆R =
R(α)−Rref

||δ||
, (5)

where Rref = R(θu) in the forward difference
case or Rref = R(θu − δ) in the central differ-
ence case (Peters & Schaal, 2008). A gradient
estimate gFD can then be accumulated over N
perturbations as

gFD =
1

N

N∑
i=1

∆Ri
δi
||δi||

, (6)

where N is a hyper-parameter called the batch
size.
2.2 EVOLUTION STRATEGIES

ES (Salimans et al., 2017) is method for opti-
mizing a distribution of policies that estimates
a quantity similar to gFD by stochastically per-
turbing the policy parameters θ with multi-variate
Gaussian noise

α = θu + σϵ, (7)
where ϵ ∼ N (0, I) ∈ Rdim(θ) and 0 < σ < ∞.
The ES gradient estimator is then

gES =
1

σ
E[R(α)ϵ] (8)

≈ 1

σN

N∑
i=1

R(αi)ϵi. (9)

Notice that, while similar to gFD, gES does not
center the reward of the perturbed parameters
(Rref = 0) or scale its gradient estimate by the
size of each perturbation as in Equation 6. How-
ever, recent work (Raisbeck et al., 2020) has
shown that gES ≈ c gFD for some scalar c ∈ R+.

ES can be made into a highly scalable distributed
algorithm by collecting perturbations α and their
associated rewards R(α) on independent asyn-
chronous CPUs. This enables a learner CPU to
collect (α,R(α)) pairs (referred to as a single
return) from each worker CPU and compute gES
to update θu as soon as N returns have arrived.
This method of distribution is desirable because
it is possible to compress each return into 2 val-
ues, which means ES requires very low band-
width when compared with other distributed RL
algorithms like R2D2 (Kapturowski et al., 2019),
SEED RL (Espeholt et al., 2019), IMPALA (Es-
peholt et al., 2018) and others.

3 LEARNING ALGORITHM

A core issue in the implementation of ES is that
trajectories in a decision process do not neces-
sarily all take the same amount of time to col-
lect. This means that some workers may take
more time than others to return information to
the learner, and this asynchronicity could lead to
information loss if the learner has computed a
new policy by the time a worker finishes testing a
perturbation. To address this problem, Salimans
et al. (2017). dynamically limited the number of
time-steps an agent is allowed to interact with
the decision process for before a trajectory is ar-
tificially cut off. While this solution mitigates
the waiting problem for trajectories that may take
a long time to collect, it inevitably introduces a
bias to the information used to estimate the re-
ward gradient; the only trajectories with complete
information are those that do not get cut off early,
which favors shorter trajectories. Further, this ap-
proach only guarantees 50% usage of connected
workers in the worst case (Salimans et al., 2017).
3.1 USING DELAYED RETURNS

We will now introduce an approach that enables
workers to continually compute and test parame-
ters α without terminating episodes early or the
learner discarding any data computed prior to the
current update. To do this, we will incorporate
returns computed from perturbations of prior pol-
icy parameters θu−n when estimating gFD where
n ≤ u is some number of update steps that have
been taken by the learning algorithm. This is
possible if we treat perturbed parameters α from
prior updates θu−n as perturbations of the current
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update θu which have also been biased by the sum
of updates to θ that have been computed over the
prior n update steps by the learning algorithm.

We begin with a forward difference estimator of
the policy gradient where δ = σϵ as in ES,

gFD =
1

N

N∑
i=1

[R(αi)−R(θu)]
σϵi
||σϵi||2

. (10)

Then, to allow returns from θu−n to contribute to
gFD, we treat a reward sampled from a perturbed
old policy R(θu−n + σϵ) as a reward sampled
from the current policy whose perturbation ϵ has
been biased.

R(θu−n + σϵ) = R(θu + (σϵ− ν)), (11)

where the bias ν is the difference between θu and
θu−n,

ν = θu − θu−n, (12)

this allows us to treat all perturbations equally

α = θu + σϵ− ν (13)
= θu + θu−n + σϵ− θu (14)
= θu−n + σϵ. (15)

Note that for n = 0 this reduces to the perturba-
tions used by ES in Equation 7. Next we modify
Equation 10 to allow for returns from any θu−n

by replacing the Gaussian noise ϵ with the biased
Gaussian noise λ where

λ = σϵ− ν (16)
= σϵ+ θu−n − θu, (17)

which yields our method to approximate∇θuJ

gDFD =
1

N

N∑
i=1

[R(αi)−R(θu)]
λi

||λi||2
. (18)

We will call this method the Delayed Finite Dif-
ference (DFD) gradient estimator.
3.2 DFD IMPLEMENTATION

We now provide two algorithms which implement
the central learner and asynchronous workers for
DFD. A return from our workers will contain a
perturbation, its reward, the length of the trajec-
tory used to compute this reward, and the update
to θ that was perturbed. This means a single re-
turn from our worker is (R(α), ϵ, T , u). To avoid
outlier rewards causing undesirable behavior in
the learning process, we standardize each batch
of returned rewards by the mean µR and standard
deviation σR of rewards in that batch.

Algorithm 1 DFD Learner
Input: η, σ, N , Tlim
Initialize: θ0, Ttotal, u
while Ttotal < Tlim do

Transmit θu, u to workers
Compute R(θu)
Collect N returns from workers
Compute batch statistics µR, σR
for i = 0...N do
Ttotal ← Ttotal + Ti

λi = σϵi + θu−ni
− θu

R(αi)← R(αi)−µR
σR

end for
Compute gDFD via Equation 18
Compute θu+1 via some update rule
u← u+ 1

end while

Algorithm 2 DFD Worker
Input: σ
while running do

Receive θu, u from learner
Sample ϵ ∼ N (0, I)
Compute α = θu + σϵ
Collect R(α), T from decision process
Transmit R(α), ϵ, T , u to learner

end while

Collecting R(θu) on the learner may be costly
in practice. To circumvent this one might mod-
ify the worker to occasionally collect R(θu) in-
stead of R(α), although this approach may re-
quire the learner to pause in settings where col-
lecting R(θu) takes longer than it would take to
collect N returns. Alternatively one might ap-
proximate R(θu) on the learner as the average
of rewards R(α) instead of measuring R(θu) di-
rectly.

It is worth mentioning that, although all returns
can be incorporated in gDFD, there may be ex-
treme examples where one or more returns are
far enough behind the current update we wish
to discard them anyway (e.g. if a worker loses
connection to the learner for an extended period).
To safeguard against such events we discarded re-
turns that were more than M updates behind the
current update, where M is a real-valued hyper-
parameter greater than zero.

4 FOLLOWING THE GRADIENT

One of the most common update rules used by
modern RL algorithms is the Adam update rule
(Kingma & Ba, 2014). Adaptive methods like
Adam are widely adopted in Supervised Learning
where the statistical properties of a fixed set of
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Figure 1: Adam vs Basic SGD An experiment demonstrating the dramatic difference between
policies trained by Adam and SGD in the Hopper-v2 environment. Dotted lines represent the inter-
quartile mean and shaded regions show pointwise 95% percentile stratified bootstrap confidence
intervals over 10 random seeds. a. Reward curves for policies trained with Adam and the simplest
form of SGD. Adam was always able to train effective policies in this environment and SGD was
unable to train any effective policies. b. The magnitude of updates computed by Adam and SGD
over training. The typical magnitude of updates computed by Adam was significantly larger than the
typical magnitude of SGD updates. Note that although the plot appears to show a magnitude of zero
for every update computed by SGD, the updates never had zero magnitude.

training data are stationary and Adam’s variance
reduction technique is often beneficial. Adam’s
benefit to Reinforcement Learning algorithms is
less clear, as the distribution from which train-
ing data is generated is non-stationary. Recent
evidence (Agarwal et al., 2020) suggests that the
efficacy of Adam and similar optimizers may be
significantly influenced by the magnitude of their
updates (e.g. ||θu+1 − θu||) rather than the di-
rection they move the parameters at each update.
Further, in some settings it has been demonstrated
that with the wrong learning rate Adam can ac-
tually cause the policy to become worse over the
course of training (Henderson et al., 2018). De-
spite these facts, Adam still appears to be sig-
nificantly better than the SGD update rule from
Equation 2.

To demonstrate this, we conducted a simple ex-
periment training a policy in the Hopper-v2 en-
vironment from the popular MuJoCo continuous
control domain with fixed hyper-parameters us-
ing both Adam and Equation 2. Figure 1a clearly
shows that Adam was able to train far better poli-
cies than the simplest form of SGD. However,
notice that Figure 1b shows that the magnitude
of updates computed by Adam far exceeded the
magnitude of updates computed by SGD even
though both update rules shared the same learn-
ing rate hyper-parameter η. We will now propose
two approaches to improve SGD following this
observation.

4.1 MODIFYING SGD

First, we modify the SGD update rule so the mag-
nitude of its updates more closely match the mag-
nitude of updates computed by Adam. To do
this we need to know the range of magnitudes in
which Adam’s updates can lie. In our experiments
we found that Adam’s first update was always
the largest, which may be because Adam’s bias-

correction term
√

1−βt
2

1−βt
1

is at its largest when t = 1

for the typical hyper-parameter settings β1 = 0.9
& β2 = 0.999. In Appendix B, we show that mag-
nitude of this update is always ||θ1− θ0|| = η

√
d

(recall that θ ∈ Rd). In our experiments the mag-
nitude of Adam updates quickly approached a
constant factor of the magnitude of the first up-
date, which we measured to be approximately
0.23. We found that with Adam’s update mag-
nitude did not exceed this minimum once it was
reached, and all updates following that point had
the minimum magnitude. These observations led
us to modify the basic SGD update rule in Equa-
tion 2 such that the magnitude of each update is
fixed at 0.23η

√
d

θu+1 = θu + 0.23η
√
d
∇J(θu)
||∇J(θu)||

. (19)

We will refer to this method as Modified SGD
(MSGD).
4.2 DYNAMIC LEARNING RATE SCHEDULE

Second, we introduce a heuristic method to dy-
namically adjust the magnitude of updates com-
puted by SGD over the course of training. This
will cause SGD to take larger steps when the pol-
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Figure 2: The Effect of Modifying SGD A comparison of Adam, MSGD, and DSGD on 4 MuJoCo
environments. Dotted lines represent the inter-quartile mean and shaded regions show pointwise 95%
percentile stratified bootstrap confidence intervals over 10 random seeds. MSGD did not match Adam
in any environment, while DSGD was able to almost match Adam’s performance in Walker2d-v2 and
Hopper-v2. Adam was superior to both methods in HalfCheetah-v2 and unable to make any progress
in Ant-v2.

icy is not improving fast enough according to
the heuristic and smaller steps otherwise. This
method maintains an average of the policy’s re-
ward over the prior M updates

Ravg =
1

M

M∑
i=1

R(θu−i), (20)

and at each step compares the policy’s current
reward R(θu) with this average and increases the
learning rate of SGD if R(θu) is not above Ravg
by at least a factor of ρ

ηu+1 =

{
ηu − ϵ1 if R(θu) > ρRavg

ηu + ϵ2 otherwise,
(21)

where 0≤ϵ1≤1; 0≤ϵ2≤1; 1<ρ. The value of
ηu is always clipped such that 0.23η0 ≤ ηu ≤
η0 where η0 is the typical learning rate hyper-
parameter. This leads us to the parameter update
rule

θu+1 = θu + ηt
√
d
∇J(θu)
||∇J(θu)||

, (22)

which we will call Dynamic SGD (DSGD).

5 EXPERIMENTS

To test our contributions, we studied each of our
methods in combination and independently in 4
of the MuJoCo continuous control environments.
All experiments shared fixed hyper-parameters
and were tested across 10 random seeds. Scores
were normalized using min-max normalization
relative to the best and worst performing policies
in any experiment for each environment. All plots
were generated using the RLiable library (Agar-
wal et al., 2021). Full experimental details can be
found in Appendix A.

5.1 UPDATE RULE

We began by testing the impact of our modifica-
tions to SGD and compared them to Adam. To
isolate the impact of each change to SGD we
tested MSGD, DSGD, and Adam using our dis-
tributed system without incorporating delayed re-
turns in any update.

We found that while MSGD was able to train ef-
fective policies in each environment, it was not
able to match policies trained by Adam, as shown
in Figure 2. However, the addition of the dy-
namic learning rate controller in DSGD was able
to bring DSGD onto par with Adam in all but
one environment. It is worth noting that although
Adam was typically faster to start gaining reward,
the policies trained with Adam had a higher vari-
ance in reward across random seeds than policies
trained with either MSGD or DSGD. This may
indicate that Adam is more sensitive to initial
conditions than either other update rule.
5.2 DELAYED RETURNS

Next we tested the impact of incorporating de-
layed returns when computing updates to the pol-
icy with our system. To ensure the benefits of
DSGD hold up under these new conditions, we
tested DFD with both the DSGD update rule and
Adam. We found that incorporating delayed re-
turns was almost uniformly beneficial in the en-
vironments we studied, leading to high quality
policies faster than otherwise in every setting we
examined.
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Figure 3: Delayed Returns Ablation A study to examine the impact of incorporating returns from
delayed workers when updating the policy and a comparison of ES to our methods. Dotted lines
represent the inter-quartile mean and shaded regions show pointwise 95% percentile stratified boot-
strap confidence intervals over 10 random seeds. We found that using delayed returns was typically
beneficial for both Adam and DSGD. The inclusion of delayed returns further reduced the gap
between DSGD and Adam in HalfCheetah-v2, resulting in a similar final performance between the
two update rules. ES was typically worse than FD with any combination of our contributions.

Table 1: Updates computed per optimizer — mean (standard deviation)
Environment DSGD DFD+DSGD
Ant-v2 1172.3 (12.6) 1485.4 (16.5)
HalfCheetah-v2 742.7 (2.5) 1250.0 (0)
Hopper-v2 1016.5 (15.9) 1541.5 (20.8)
Walker2d-v2 1180.6 (63.9) 1657.3 (68.9)

The benefit of incorporating returns from delayed
workers may be due to the significant increase in
the number of updates the optimizer can compute
when no returns are discarded. To highlight the
difference in updates computed between DSGD
and DFD+DSGD in our experiments, we compare
the mean and standard deviations of the number
of updates computed by both methods across all
environments in Table 1. Incorporating delayed
returns resulted in a 31.1% mean increase in the
number of updates computed by the optimizer
across environments. This value depends on the
rate at which returns are submitted to the learner
and how quickly the learner can compute updates.

Finally, we measured the reward of the best per-
forming policy in every training run for each of
the methods we tested. This gave us a collection
of rewards for the best performing policies in each
training run for each combination of environment
and method. The means and standard deviations
of these collections can be found in Table 2.

6 DISCUSSION

6.1 EXPERIMENTAL REMARKS

Our experiments showed a clear advantage to in-
corporating each of our contributions in the final

learning algorithm. We were able to close the gap
between Adam and SGD by simply adjusting the
magnitude of updates, and the resulting algorithm
was robust to initial conditions. This suggests
that Adam’s benefit to online RL problems may
be more due to the magnitude of its updates than
its estimations of the first and second moments of
the gradient. Incorporating returns from delayed
worker CPUs was almost always beneficial in the
settings we studied, resulting in better policies in
nearly every environment.
6.2 FUTURE WORK

While we found incorporating delayed returns to
be beneficial in these settings, their inclusion in-
troduces a bias to the estimation of∇J(θu). The
impact of this bias as the distance between the
current policy parameters and those from a prior
policy increases may be of interest to future re-
search. Further, it may be possible to incorporate
delayed returns an arbitrary number of times by a
method analogous to the trust-regions established
by TRPO (Schulman et al., 2015), or by incor-
porating PPO’s (Schulman et al., 2017) clipping
mechanism.

A topic of interest to future work may be investi-
gating different methods of perturbing the policy.
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Table 2: Reward of best performing policies across random seeds — mean (standard deviation)
Method Ant-v2 Walker2d-v2 Hopper-v2 HalfCheetah-v2
FD+DSGD 2538.2 (824.7) 2347.0 (615.4) 3001.9 (932.8) 3214.6 (1008.3)
FD+MSGD 1471.9 (408.6) 1748.5 (415.1) 2101.0 (532.3) 1664.4 (469.1)
FD+Adam 113.6 (253.2) 2355.6 (721.0) 3395.2 (911.3) 5638.8 (1845.7)
DFD+DSGD 2360.2 (833.1) 2911.7 (749.0) 3388.6 (866.6) 5271.5 (1723.9)
DFD+Adam 211.1 (281.5) 2879.8 (823.0) 3490.4 (803.7) 5501.2 (1556.0)
ES 13.9 (195.9) 2065.7 (598.2) 1984.2 (324.2) 5429.3 (1690.7)

(Amari & Douglas, 1998) showed that the geome-
try of the space of policies is not Euclidean. One
might consider methods to perturb the policy in
an Agent Space (Raisbeck et al., 2021), or the
natural space described by (Amari & Douglas,
1998) rather than the space of parameters.

Our modifications of SGD are not limited to us-
age in Finite Difference methods. An investiga-
tion of their effects on other RL algorithms and
a comparison to update rules other than Adam
may be topics of interest for future work. Appli-
cations of our contributions to existing variations
of SGD like the Momentum method (Rumelhart
et al., 1986) should be straightforward and may
be beneficial.

7 CONCLUSIONS

We have introduced a scalable low-bandwidth
method for black-box policy optimization using
Finite Differences which does not prematurely
terminate trajectories or stop workers from col-
lecting data while the policy is being updated.
Further, we proposed two modifications to the
simplest gradient update rule that significantly
narrow the gap between SGD and Adam.

Our method yields notable improvements over
Evolution Strategies in continuous control tasks,
and is consistent across initial conditions. We
hope this work serves to move black-box opti-
mization algorithms further into the light of mod-
ern approaches to Deep Reinforcement Learning,
and inspires future research into these methods.
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A EXPERIMENTAL DETAILS

All experiments were run on a single c6a.8xlarge
Amazon Web Services server instance. We con-
ducted 3 at a time experiments in parallel on this
machine where each experiment was given 4 vC-
PUs for workers and 4 vCPUs for the learner.
All experiments were conducted with fixed hyper-
parameters and each algorithm was tested over the
same 10 random seeds. To compute the reward
of the policy it was used to collect 10 trajectories
after each update and the reward of the policy
was measured as the average of the cumulative
rewards of those trajectories.
A.1 POLICY PARAMETERIZATION

Policies in our experiments parameterized an in-
dependent Gaussian for each element in the action
vector. Rather than using state-independent vari-
ance for each of these distributions, our policies
produced both the mean and variance for each ac-
tion distribution. This means that for an environ-
ment with A actions, the policy had 2A outputs.
The means of each distribution were taken from
the first half of a policy’s output, and the variances
were taken from the second half. The variance of
each distribution was linearly transformed from
the interval [−1, 1] given by the tanh activation
function onto the interval [0, 1] before the distri-
bution was constructed.
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A.2 ALGORITHMIC DETAILS

Table 3: Hyper-parameters used in our experi-
ments.

Hyper-Parameters
Parameter Value

Total Timesteps 50,000,000
η0 0.01
σ 0.02
N 40
ϵ1 0.01026
ϵ2 0.03080

Adam β1 0.9
Adam β2 0.999
Adam ϵ 1e-8
Adam η 0.01

ρ 1.035
Max Return Age (M ) 3

Reward
Standardization

Yes

Policy Architecture 64Tanh→ 64Tanh
→ Tanh

Policy Outputs Diagonal Gaussian
Standardized
Observations

Yes

Observations Clipped [-5, 5]
Random Seeds 124, 125, 126, ... 134
Worker CPUs 4

All hyper-parameters used in our experiments are
listed in Table 3. We chose these parameters
because they are similar to the equivalent param-
eters from Mania et al. (2018) and Salimans et al.
(2017).

Following the practice of PPO Schulman et al.
(2017) we maintained running statistics about the
observations encountered by any policy during
training and used them to standardize each ob-
servation by subtracting the running mean and
dividing by the running standard deviation be-
fore providing an observation to a policy. After
the standardization each element, the elements of
the observation vector were clipped to be on the
interval [−5, 5].
As mentioned in the main text, we standardize re-
wards on the learner at each update using statistics
from each batch such that every batch of rewards
had zero mean and unit variance. Further, we
approximated R(θu) when computing gDFD by
taking the mean of rewards from perturbations of
the current policy in each batch. That is,

R(θu) ≈
1

B

B∑
i=1

R(θu + σϵi), (23)

where B is the number of returns in a batch of
size N that were from perturbations of the current
policy (e.g. θu + σϵ).

When collecting returns from connected workers
the learner continually accepted all available re-
turns until there were at least N . If there were
more than N returns available, the remaining re-
turns were placed back on the buffer to be col-
lected at the next iteration of the loop.

B ADAM ANALYSIS

Curiously, we found that the first update com-
puted by Adam always had a magnitude equal
to η
√
d, where d is the dimension of θ and η is

Adam’s learning rate hyper=parameter. We can
show this to be true algebraically by examining
the Adam update rule at its first iteration.

We begin by determining the value of Adam’s
three terms at,mt, vt at the first step, where
m0 = 0 and v0 = 0. We will denote the i-th
element of each vector term with the superscript
i, e.g. mi

u denotes the i-th element of m at the
u-th update. Note that β1 and β2 are scalars, so
βu
1 denotes exponentiating β1 to power u.

au =
η
√
1− βu

2

1− βu
1

a1 =
η
√
1− β2

1− β1

mi
u+1 = mi

uβ1 + (1− β1)
∂J

∂θiu

mi
1 = (1− β1)

∂J

∂θi0

viu+1 = viuβ2 + (1− β2)[
∂J

∂θiu
]2

vi1 = (1− β2)[
∂J

∂θi0
]2

Now we plug in a1,m
i
1, v

i
1 to the Adam update

rule

θiu+1 = θiu +
atm

i
u√

viu

θi1 = θi0 +
a1m

i
1√

vi1

9
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Distributing terms and simplifying gives us

θi1 = θi0 +
η
√
1− β2(1− β1)

∂J
∂θi

0

(1− β1)
√
(1− β2)[

∂J
∂θi

0
]2

= θi0 +
η
√
1− β2(1− β1)

∂J
∂θi

0√
1− β2(1− β1)

√
[ ∂J
∂θi

0
]2

= θi0 + η

∂J
∂θi

0√
[ ∂J
∂θi

0
]2

= θi0 + η

∂J
∂θi

0

| ∂J
∂θi

0
|

This means that every element in the vector com-
puted by Adam at the first update is ±η, where
the sign of each element is the same as the sign of
the corresponding partial derivative. Therefore,
the magnitude of this vector is η

√
d.

C THE DYNAMICS OF DELAYED
RETURNS

When we consider incorporating delayed returns
into our finite-differences gradient approximation,
the question arises: how does their introduction
change the bias of our estimate of the gradient?
We mentioned in section 3 a result from Salimans
et al. (2017) which shows that there is a trade-
off between the overall efficiency of a sequential
finite-differences gradient approximator and bias
in the estimate: the worst-case efficiency of a
finite-differences gradient estimator may be arbi-
trarily bad if episodes of the process can take an
arbitrarily long amount of time.

The solution in Salimans et al. (2017) is to ac-
cept the bias induced by terminating episodes
early (i.e. after a certain number of time-steps)
and to discard information from episodes which
finish after the gradient of reward at θt is calcu-
lated. Our delayed returns method removes this
bias by using returns regardless of how old the
policy from which they were sampled is, but in-
troduces several new factors which could lead to
bias. Among these, the most important are (1)
the change in the magnitude ||α− θ||, and (2) the
change in the spacial arrangement of the returns
(i.e. delayed returns from θt−k are drawn from a
distribution with mean θt−k, not θt).

Let us consider (1). The most important factor
which makes a perturbation of the parameters use-
ful for finite difference gradient approximation is
the ability of the perturbation to approximate the
partial derivative in the direction of the perturba-
tion to a reasonable level of accuracy ε > 0 for

each set of perturbed parameters α

E
[∣∣∣∣R(α)− J(θ)

||α− θ||
α− θ

||α− θ||
− ∇J(θ) · α− θ

||α− θ||

∣∣∣∣] < ε.

(24)

If J is a differentiable function, then at each point
θ there is a ball of some radius δ > 0 in which
this inequality holds. So long as α remains within
that ball for the current θt, it gives an acceptable
approximation of the partial derivative. Under ap-
propriate conditions, this holds so long as we keep
our updates small. However, in optimization we
would generally prefer to take larger steps, rather
than smaller ones, when doing so is beneficial
to the objective. These dynamics are highly par-
ticular to the dynamics of both the problem and
the optimizer so in this paper we have resigned
ourselves to empirical comparison. In such com-
parisons, we find incorporating delayed returns
to be decisively beneficial.

Let us now consider (2). The spacial arrangement
of returns from distributions about the previous
parameters introduces a bias which is clear in
concept, especially if updates are large in com-
parison to perturbations. The triangle inequality
guarantees that if parameter updates are smaller
than perturbations, there will be some perturba-
tions from the prior parameters in every direction
around the new parameters, however these will
be still be shifted in distribution, having in our
case approximately Gaussian distribution about
the prior parameters. Because finite difference ap-
proximators of this kind approximate the gradient
in stochastic directions, this not only means that
the gradient approximation will be more refined
in approximately the direction of the prior policy,
but also that this part of the approximation will
have greater weight.

While this is in our estimation the greatest source
of bias induced by the incorporation of delayed
returns, there is reason to believe that this bias
may actually benefit the process of optimization.
As numerous update methods incorporating “mo-
mentum” testify (including Adam) (Kingma &
Ba, 2014) (Rumelhart et al., 1986), continuing to
update the policy in the direction of prior updates
often improves reward over the course of opti-
mization. In practice, we observe that the overall
method demonstrates significant improvements
over methods which do not incorporate delayed
returns, however we have not investigated the rel-
ative contributions of this effect and the sheer
effect of additional returns on the speed of opti-
mization.

Additionally, it is valuable to consider the outline
of how incorporating delayed returns affects the
total number of returns which may be considered.
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Let m be the number of machines connected in
the optimization network and recall that N is the
number of returns required for a single update. A
standard asynchronous finite difference algorithm
operating on m machines will have m−1 wasted
returns in each update, and the ignored returns are
biased towards policies with intrinsically longer
trajectories—that is, the returns used for the gra-
dient approximation are disproportionately drawn
from regions of the parameter space which pro-
duce agents that have shorter trajectories. As the
number of machines decreases relative to the num-
ber of trajectories required for an update, m

N → 0,
these concerns fade, however this is also the sit-
uation in which the run-time of the optimization
system (proportional to N

m ) increases.

Thus, it is not possible to reduce this kind of
bias without increasing the run-time and decreas-
ing efficiency. By using delayed returns, we are
able to exchange this kind of bias (not using cer-
tain returns) for an arguably lesser bias: using
those returns in future updates. This enables us
to efficiently use m close to N without issue; in
practice, we have found that even high levels of
delayed returns relative to non-delayed returns
have a limited detrimental effect on the quality
of the gradient. Since using delayed returns en-
ables the algorithm to use the computation which

would otherwise have been wasted by the m− 1
machines, we are able to perform a factor of ap-
proximately m−1

N more updates per unit time and
per interaction with the environment than Evo-
lution Strategies and Finite Differences. Notice
that this ratio increases with parallelization; the
more machines are connected to the optimization
network, the more beneficial delayed returns are.

In summary, it is not possible for a finite-
differences gradient approximator to avoid bi-
ased approximation without severe effects on
the worst-case run-time. Salimans et al. (2017)
choose to bias the gradient by rejecting some
slow returns in order to speed up the algorithm.
In this paper, we suggest an alternative approach
which introduces bias by changing when slow
returns are incorporated, but not if they are in-
corporated. There is reason to believe that this
results in significantly higher bias, especially be-
cause incorporating delayed returns increases the
magnitude of the gradient in the direction of the
past update. However the use of past gradient
approximations is common in machine learning,
where it is sometimes known as momentum. In
practice, we find that the balance of these effects
with the additional updates which are enabled by
the use of delayed returns results in higher overall
performance.
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