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Abstract

Isotropy is the property that embeddings are001
uniformly distributed around the origin. Pre-002
vious work has shown that Transformer em-003
bedding spaces are anisotropic, which is called004
the representation degradation problem. This005
degradation has been assumed to be inherent006
to the standard language modeling tasks and to007
apply to all Transformer models regardless of008
their architecture. In this work we identify a009
set of Transformer models with isotropic em-010
bedding spaces, the large Pythia models. We011
examine the isotropy of Pythia models and ex-012
plore how isotropy and anisotropy develop as013
a model is trained. We find that anisotropic014
models do not develop as previously theorized,015
using our own analysis show that the large016
Pythia models optimize their final Layer Norm017
for isotropy, and provide reasoning why pre-018
vious theoretical justifications for anisotropy019
were insufficient. The identification of a set020
of isotropic Transformer models calls previous021
assumptions into question, provides a set of022
models to contrast existing analysis, and should023
lead to deeper insight into isotropy.024

1 Introduction025

Much work has found that Transformer models026

have globally anisotropic representations, which027

has been labeled the representation degradation028

problem (Gao et al., 2019). Isotropy has two mean-029

ings, when using cosine similarity (Ethayarajh,030

2019), it means the directions of representations are031

uniformly distributed, and when using a partition032

function (Arora et al., 2016) distances must also be033

uniform. Anisotropy has been shown to degrade034

downstream task performance (Gao et al., 2019; Li035

et al., 2020), and an increase in isotropy correlates036

with better performance on some tasks. Previous037

work has been a set of theoretical justifications for038

the degradation and a large body of empirical ex-039

periments confirming global anisotropy. While no040

formal proof has been presented, due to the lack of041

any counterexamples anisotropy is often taken as 042

assumed for any Transformer architecture. 043

We identify the most globally isotropic models 044

to date, the Pythia models of size ≥ 410M parame- 045

ters (Biderman et al., 2023), a strong counterexam- 046

ple to the assumption of anisotropy. These models 047

are trained using cross-entropy loss, using auto- 048

regressive language modeling, with a final Layer 049

Norm. Pythia model’s most unique architecture fea- 050

ture is their untied embedding and unembeddings 051

matrices. Pythia models have 143 evenly spaced 052

checkpoints from training, allowing us to explore 053

how isotropy changes during training. 054

We explore the isotropy of Pythia models us- 055

ing cosine similarity (Ethayarajh, 2019; Cai et al., 056

2021), a partition function (Arora et al., 2016), 057

and our own analysis on the final Layer Norm of 058

each model based on the theoretical work of Gao 059

et al. (2019). Using multiple metrics allows us 060

to present a more confident conclusion when all 061

our isotropy measures agree. Contrary to previous 062

work, which use token frequencies in the 1000s, we 063

perform cosine analysis on 425M sentences from 064

the actual training dataset, The Pile (Gao et al., 065

2020). This allows us to include as many rare 066

words as possible—standard methodology ignores 067

words with frequency less than five, and examine 068

how isotropy might change across domains. In 069

order to facilitate this analysis we reformulate av- 070

erage cosine similarity to a more computationally 071

efficient form. 072

Our contributions are as follows: 073

• We identify a set of isotropic Transformer 074

models: the large Pythia models. 075

• We analyze the isotropy of these models, both 076

their final checkpoints and using 21 evenly 077

spaced checkpoints during training. 078

• We discuss gaps in the theoretical justifica- 079

tions of anisotropy. 080
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• We find that anisotropy does not happen081

steadily during training as previously assumed082

(Biś et al., 2021).083

• We find that large Pythia models optimize084

their final layer norm for isotropy.085

• We find using separate embedding and embed-086

ding weights is correlated with an increase in087

isotropy in large Transformer models.088

2 Related Work089

The representation degradation problem was intro-090

duced by Gao et al. (2019) for the unembedding091

matrix of Transformers, with a similar result dis-092

covered in a model’s hidden layers (Ethayarajh,093

2019) and later in sentence embeddings (Li et al.,094

2020). Many causes of anisotropy have been sug-095

gested, the optimal optimization solution of rare096

words (Gao et al., 2019), the gradient update of097

rare words (Biś et al., 2021), tying embedding and098

unembedding weights (Gao et al., 2019; Zhang099

et al., 2020), linguistic biases (Fuster Baggetto100

and Fresno, 2022), outlier neurons (Kovaleva et al.,101

2021; Timkey and van Schijndel, 2021), or the loss102

function and attention mechanisms (Godey et al.,103

2023b).104

Most work has focused on the tied weights of the105

embedding (the matrix that maps tokens to input106

vectors) and unembedding (the matrix that maps107

output vectors to tokens) matrices, providing meth-108

ods that increase isotropy and downstream task109

performance. These include token level methods110

focusing on the loss function (Gao et al., 2019;111

Wang et al., 2019, 2020a; Zhang et al., 2020), ad-112

justing gradients (Yu et al., 2022), bias removal113

(Fuster Baggetto and Fresno, 2022), mean cen-114

tering, PCA analysis or clustering (Arora et al.,115

2017; Rajaee and Pilehvar, 2022, 2021) and sen-116

tence level methods such as contrastive loss (Gao117

et al., 2021; Yan et al., 2021) or normalizing the118

mean and variance of sentence embeddings (Su119

et al., 2021).120

Work that focuses on layers besides the unemeb-121

dding layer includes cosine analysis (Ethayarajh,122

2019; Cai et al., 2021), finding locally isotropic123

clusters (Cai et al., 2021), and “outlier neurons”124

found based on a dimension’s contribution to co-125

sine metrics (Timkey and van Schijndel, 2021),126

Layer Norm operations (Kovaleva et al., 2021), or127

positional embeddings (Luo et al., 2021). These128

“outlier neurons” can correlate with token frequency129

(Puccetti et al., 2022) and downstream task perfor- 130

mance (Kovaleva et al., 2021). We note, however, 131

that the existence of outlier neurons depends on the 132

choice of orthonormal basis, and we could find no 133

work linking this concept to Principal Component 134

Analysis which should provide an orthonormal ba- 135

sis where the distribution of outliers correlates with 136

the distribution of eigenvalues. 137

Recent work has shown that the existence of 138

“outlier neurons” is not correlated with anisotropy 139

(Rajaee and Pilehvar, 2022), that increases in 140

isotropy don’t necessarily correlate with down- 141

stream task performance (Ding et al., 2022), that 142

anisotropy doesn’t degrade clustering tasks (Ait- 143

Saada and Nadif, 2023), that anisotropy causes 144

models to rely on norm over direction (Demeter 145

et al., 2020), and that anisotropy should only de- 146

grade results when it is caused by linguistic biases 147

(Fuster Baggetto and Fresno, 2022). 148

3 Approach 149

3.1 Models 150

We use the Pythia suite (Biderman et al., 2023), a 151

family of GPT-NeoX (Black et al., 2022) decoder 152

only Transformer models (Vaswani et al., 2017) 153

created by EleutherAI—comparable in architecture 154

and number of parameters to the GPT-Neo (Black 155

et al., 2021) and OPT (Zhang et al., 2022) mod- 156

els. The Pythia suite is designed with researchers 157

in mind, providing 12 different model scales with 158

parameters in {70M, 160M, 410M, 1.0B, 1.4B, 159

2.8B, 6.9B, 12B}, two models for each parameter 160

scale—one trained on the original data and one on 161

the deduplicated data, 144 evenly spaced training 162

checkpoints for each model, and access to the ex- 163

act dataloader used in training. We use the set of 164

models trained on the original data, and 21 evenly 165

spaced checkpoints from training. Pythia models 166

use Flash Attention (Dao et al., 2022), rotary po- 167

sition embeddings (Su et al., 2024), parallelized 168

attention and feed-forward (Black et al., 2022), and 169

have separate embedding and unembedding matri- 170

ces. 171

We also use three other models to contrast the 172

Pythia model analysis: the OPT-6.7B model trained 173

by Facebook (Zhang et al., 2022), which has tied 174

embedding and unembedding matrices, Falcon- 175

7B which uses Flash Attention and MultiQuery 176

(Shazeer, 2019), and GPT-NeoX-20B (Black et al., 177

2022) which uses parallelized attention and feedfor- 178

ward and Flash Attention. OPT-6.7B and Falcon- 179
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7B have tied embedding and unembeddng matrices,180

while GPT-NeoX-20B does not.181

3.2 Datasets182

The Pythia suite of models is trained on The Pile183

(Gao et al., 2020), an 825GB English language184

dataset originally containing 22 text sources. Re-185

cently, due to copyright claims, some text sources186

have been removed. To manage computation time187

we only use text sources that have a raw size188

of less than 10GB, giving us 8 different sources:189

Enron Emails, NIH Exporter, PhilPapers, Hack-190

erNews, EuroParl, Ubuntu IRC, DM Mathematics,191

and Wikipedia (en). Specific details on each source192

can be found in the datasheet for The Pile (Bider-193

man et al., 2022) and in Appendix B. We use the194

provided dataloader to extract the sentences for195

each source and perform our evaluation on each196

text source individually and all text sources com-197

bined. We also use nine sentence classification198

datasets and three token level classification datasets199

through the SentEval Toolkit (Conneau and Kiela,200

2018).201

3.3 Layer Norm202

Layer Norm (Lei Ba et al., 2016) is a common203

operation in transformer architectures. Given an204

input h ∈ Rd, Layer Norm is defined as205

LayerNorm(h) = ⟨g, h−−→
1 µ

σ
⟩+ b (1)206

where µ and σ are the mean and standard deviation207

of h and g,b ∈ Rd are the trainable parameters of208

the Layer Norm, that is, the values of h are normal-209

ized with respect to mean and variance, scaled by g,210

and then translated by b. All models we evaluate211

ourselves have Layer Norm as the last operation212

before the unembedding layer.213

3.4 Transformer Layers214

While Transformer models have varying architec-215

tures (Devlin et al., 2019; Vaswani et al., 2017;216

Biderman et al., 2023; Brown et al., 2020) a con-217

venient way to characterize them is as a series of218

layers which output a hidden state for each input219

token. For a given model M with L layers, define220

Hl(s, i), for l ∈ [0, L], as the function that returns221

the hidden state of token wi at layer l, where s222

is a sentence represented as a sequence of tokens223

s = {w1, w2, . . . , wn}. In our experiments, H0224

is the embedding layer, layers H1, . . . ,HL−1 are225

transformer layers, and HL is the final Layer Norm 226

operation. 227

3.5 Auto Regressive Language Models 228

Given a sentence represented as a sequence of to- 229

kens s = {w1, w2, . . . , wn}, an auto regressive lan- 230

guage model calculates a probability p(s) by com- 231

puting a product of probabilities
∏

i P (wt|w<i), 232

with each term being the causal probability of a 233

word given all previous words. The LM is then 234

trained to maximize the log-likelihood probability 235

maxθlog(pθ(s)) =

maxθ
n∑

i=1

log
(

exp(⟨HL(s,i),Wyi
⟩)∑|V |

j=1 exp(⟨HL(s,i),Wj⟩)

)
(2) 236

where θ is the model’s parameters, V is the vocabu- 237

lary of the model, yi is the target label for wi in V , 238

W ∈ R|V|xd is the unembedding matrix, d is the 239

size of the hidden states, and ⟨., .⟩ is the dot product. 240

Note that Hl(s, i) is a function of {w1, . . . , wi−1}. 241

3.6 Metrics 242

3.6.1 Partition Functions 243

We use the partition function from (Arora et al., 244

2016) defined as 245

Z(c) =

|V |∑
i=1

exp(⟨c,Wi⟩) (3) 246

and then estimate isotropy with the function 247

I(W) =
minc∈XZ(c)

maxc∈XZ(c)
(4) 248

where we use the standard approach (Mu and 249

Viswanath, 2018; Wang et al., 2020b; Biś et al., 250

2021) and take X to be the eigenvectors of WTW. 251

If W is isotropic then Z(c) should be constant so 252

I(W) should be 1. In our case, W may be either 253

the embedding or unembedding matrix. 254

3.6.2 Average Cosine Similarity 255

Given a set of vectors U , where |U | = n, we com- 256

pute the average cosine similarity between the dis- 257

tinct vectors, i.e., 258

U =
1

n2 − n

n∑
i=1

∑
j ̸=i

cos(ui, uj) (5) 259

260

cos(ui, uj) =
⟨ui, uj⟩

||ui||2||uj ||2
(6) 261
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where ||.||2 is the L2 norm. Denote û = u/||u||2262

i.e., the unit normalization of u, then Equation 5263

becomes264

U =
1

n2 − n

n∑
i=1

∑
j ̸=i

⟨ûi, ûj⟩

=
1

n2 − n

−n+
n∑

i=1

n∑
j=1

⟨ûi, ûj⟩


=

1

n2 − n

(
−n+ ⟨

n∑
i=1

ûi,

n∑
i=1

ûi⟩

)
(7)265

because ∀i ⟨ûi, ûi⟩ = 1 and because of the linear-266

ity of the inner product. Thus, we can compute U267

using O(n) operations rather than O(n2). This al-268

lows us to compute U efficiently for large sets. We269

compute partial sums of 1M tokens and combine270

them with pair-wise summation to avoid floating271

point arithmetic errors. In our experiments U will272

be the set of all hidden representations for all to-273

kens for one layer {Hl(s, i),∀s, i}, or the set of all274

hidden representation for one token t for one layer275

{Hl(s, i), ∀s|wi = t}. We call these InterSim(l)276

and IntraSim(l, t), respectively. These metrics are277

essentially the same as those seen in related works278

that do not focus on the embedding and unembed-279

ding matrices (Ethayarajh, 2019; Cai et al., 2021),280

only differing in the size of our sets and phrasing281

the expectation in the analytical sense.282

4 Analysis283

4.1 Average Cosine284

4.1.1 Final Checkpoints285

We calculate the InterSim(l) and the average286

IntraSim(l, t) for all layers of the Pythia models287

of size 70M, 170M, 410M, 1.4B, and 6.9B. We288

do this analysis using the actual data the model289

was trained on instead of randomly sampling a text290

source as is common in other analysis. While we291

did this analysis separately for all text sources, to292

measure difference in isotropy, we find no signif-293

icant differences and thus only report the results294

on all text sources combined. Due to computation295

constraints, the Pythia-6.9B model is evaluated on296

the four smallest text sources. These results can be297

seen in Figures 1 and 2.298

We see the 70M and 170M Pythia models have299

relatively low Intra-Sim in their middle layers fol-300

lowed by a sharp jump in the last transformer layer301

and Layer Norm. The 410M model maintains a302

relatively low Intra-Sim in most of its layers with a 303

gradual increase and then decrease near the latter 304

layers. The 1.4B and 6.9B models, contrastingly, 305

have high Inter-Sim, quite high in the case of 6.9B, 306

in the middle layers followed by a sharp drop in 307

the last transformer layer and Layer Norm. We see 308

a similar trend with Average Intra-Sim. 309

4.1.2 During Training 310

As with previous analysis, we track the Inter-Sim 311

(Figure 3) and average Intra-Sim (Figure 4) over 312

the course of training for the Pythia models of size 313

70M and 410M. As we saw no significant variance 314

in the final results across text sources, we do this 315

analysis using the Enron Emails text source. 316

We see that during the middle third of training 317

the Inter-Sim of the 70M model rises sharply and 318

then continues to gradually increase for the rest of 319

training. The 410M model instead decreases con- 320

sistently for the first two thirds of training, followed 321

by an increase and then another gradual decrease. 322

4.2 Partition Function 323

4.2.1 Model Comparisons 324

We follow previous work (Mu and Viswanath, 325

2018; Wang et al., 2020b; Biś et al., 2021) and use 326

the function I(W) to estimate the isotropy of the 327

embedding and unembedding matrices of all Pythia 328

models, and the unembedding matrix of OPT-6.7B 329

and Falcon-7. Following Biś et al. (2021), we also 330

calculate I(Ŵ), where Ŵ is the matrix where the 331

embeddings are mean-centered, to determine if our 332

embeddings are a translated isotropic ball, as op- 333

posed to, for example, a cone. These estimates can 334

be found in Figures 5 and 6, respectively. 335

The embedding layers for all Pythia models are 336

nearly isotropic, while for model sizes >= 410M 337

the unembedding matrices, while less isotropic 338

than the embedding matrices, are significantly 339

more isotropic than any other model. The largest 340

estimate from previous work is 0.52 while Pythia’s 341

worst estimate is 0.73 and best is 0.82. Further, 342

mean centering Pythia model’s embeddings always 343

improves isotropy: significantly for Pythia-70M 344

and Pythia-170M unembedding matrices, and to 345

near perfect isotropy for all other Pythia models, 346

showing that they are isotropic save for a common 347

translation as previous work has suggested (Arora 348

et al., 2017; Rajaee and Pilehvar, 2022, 2021). 349

Comparing against previous work and our three 350

other models, we see GPT-NeoX has the next best 351

isotropy estimates, but surprisingly, due to its simi- 352
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Figure 1: The Inter-Sim, i.e., the average cosine similarity, for each layer of the Pythia models.

Figure 2: The average Intra-Sim over all tokens for each layer of the Pythia models.

Figure 3: The Inter-Sim, i.e., the average cosine sim-
ilarity, for the last layer of the Pythia models during
training.

lar architecture and training, is clearly worse than353

large Pythia models. Falcon-7B also stands out, as354

mean centering did not significantly improve its es-355

timated isotropy as it does for other auto-regressive356

models.357

Figure 4: The Inter-Sim, i.e., the average cosine simi-
larity, of all token the last layer of the Pythia models
during training.

4.2.2 During Training 358

We repeat the above analysis on the 21 evenly 359

spaced checkpoints for the Pythia-70M, Pythia- 360

410M, and Pythia-6.9B models. We chose these 361

models based on the behaviours seen in the Inter- 362

Sim analysis. These results can be seen in Fig- 363

ure 7. As the estimate for mean centering for all 364
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Figure 5: The I(W) calculation for the unembedding matrix W and mean-centered unembedding matrix Ŵ. BERT,
RoBERTa, and GPT results are from Biś et al. (2021)

Figure 6: The I(W) calculation for the embedding matrix
W and mean-centered embedding matrix Ŵ

checkpoints is always nearly perfect isotropy, those365

results are omitted.366

For the 70M and 410M models, we see a sharp367

drop in isotropy from the randomly initialized un-368

trained model, and then a gradual rise in isotropy369

as training continues. About a third of the way370

into training, the Pythia-70M model’s unembed-371

ding matrix continually gets less isotropic until it372

is almost completely anisotropic. The 6.9B model373

on the other hand gradually decreases and seems to374

stabilize around 0.77.375

4.3 The Final Layer Norm376

Due to the importance of Layer Norm in the377

isotropy of the hidden states of the final Layer of378

many transformer models (Gao et al., 2019), we379

analyze the parameters g and b. Similar to previ-380

ous works, we also analyze these parameters across381

training for the Pythia models of size 70M, 410M,382

and 6.9B.383

Figure 7: Isotropy estimates across 21 evenly spaced
checkpoints from training, generated with the I() func-
tion seen in Equation 4.

In Figure 8 we see the average norm for the 384

parameters b and g from Equation 1. Note that 385

average in this case means 386

avgnorm(v) =
||v||2√

d
(8) 387

as then ||avgnorm(v)
−→
1 ||2 = ||v||2. We see that 388

the isotopic Pythia models have b parameters with 389

the smallest norm and have the smallest ratios 390

||b||2/||g||2. Figure 9 shows how the b and g 391

parameters change during training for the Pythia 392

models of size 70M, 410M, and 6.9B. We see a cor- 393

relation between an increase in the norms of both b 394

and g and the decrease in isotropy of Pythia-70M, 395

whereas for the isotropic models, the norm of b 396

stays low while the norm of g steadily increases. 397

We also consider the “outlier dimensions” of 398

the Layer Norm as defined by (Kovaleva et al., 399

2021), however we find no correlation between 400

the existence or not of “outlier dimensions” and 401

isotropy, similar to Rajaee and Pilehvar (2022). 402
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Figure 8: Comparisons of the average norm of the pa-
rameters b and g from Equation 1 for each of our mod-
els.

Figure 9: Comparisons of the average norm of the pa-
rameters b and g from Equation 1 across 21 evenly
spaced checkpoints from training.

5 Discussion403

5.1 Large Pythia Models Mitigate the404

Representation Degradation Problem405

We have seen across numerous scales and with406

multiple metrics that Pythia models are the most407

isotropic across all of our and previous work.408

Pythia models contextualize words well, for in-409

stance, the 6.9B model has an Inter-Sim of 0.14410

which corresponds to an angle of 81.6◦, and an411

average Intra-Sim of 0.50 meaning tokens are well412

contextualized, as a Intra-Sim value close to 1 or413

0.14 would represent poor contextualization. Con-414

sidering the bias towards frequent tokens when415

calculating Inter-Sim, and the effect of Layer Norm416

it may be harder to get significantly lower values417

than these.418

5.2 Degrading to Anisotropy Doesn’t Happen 419

Continually During Training 420

Gao et al. (2019) prove that the solution to the 421

general optimization problem of the loss in Equa- 422

tion 2 is in the direction of a vector v such that 423

⟨v,HL(s, i)⟩ < 0 for all s and i, called a uniformly 424

negative direction, and that as the last layer of the 425

model is the Layer Norm, this v exists under a very 426

likely restriction 427

d∑
i=1

bi
gi

̸= 0 (9) 428

where gi and bi are from g and b in Equation 1. 429

However, this is the general optimization solution, 430

not necessarily the solution that gradient batch op- 431

timization finds. Biś et al. (2021) show that the 432

actual update per hidden state under gradient de- 433

scent is 434

W′ = W − δHL(s, i)
⊺y + δHL(s, i)

⊺ŷ (10) 435

where δ is the learning rate, ŷ is the one-hots true 436

label, and y are the predicated probabilities. In 437

this sense, the words that are not the true label are 438

pushed away from the hidden state. They call this 439

the “common enemy problem”. 440

First, we see that if the model is confident in its 441

predictions, i.e., ||y− ŷ||2 is small, then the amount 442

of change for each word is small. Secondly, as we 443

are optimizing in batches, if we assume that our 444

space of hidden states is isotropic then the “com- 445

mon enemies” work against each other, causing 446

a potentially neutral change in isotropy. Lastly, 447

Equation 10 is a simplification, as most Trans- 448

former models are trained with an Adam optimizer 449

(Kingma and Ba, 2014) which has separate update 450

weights for each parameter. All these things mean 451

it is hard to determine the true effect of training 452

on isotropy. We see in Figures 3, 4, and 7 that no 453

model shows a steady decrease to anisotropy. The 454

Pythia-70M model, which ends its training in an 455

anisotropic state, shows an increase in isotropy for 456

nearly the first half of training. It should be noted, 457

that if we assume we have a highly anisotropic 458

space then “common enemies” do work together, as 459

we see when the Pythia-70M’s anisotropy quickly 460

“snowballs” during the last half of training. What 461

causes this initial drop in isotropy is still unclear. 462
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5.3 Large Pythia Models Optimize the Final463

Layer Norm for Isotropy464

Looking at Equation 1, normalizing h with respect465

to mean and standard deviation maps h to the in-466

tersection of the unit ball and the hyperplane with467

normal
−→
1 . Multiplying by g maps points to the468

hyperplane with normal g′ = ( 1
g1
, . . . , 1

gd
). This469

means, even if b =
−→
0 , that the space will look470

anisotropic using the I() function. However, the471

points in the hyperplane may be otherwise isotropic472

as we see with our Inter-Sim and Intra-Sim analy-473

sis.474

Gao et al. (2019) show when Equation 9 is true475

that all hidden states created by the layer norm476

lie on one side of the hyperplane with normal g′.477

Another way to think of this is there is a rotation478

matrix such that the space of hidden states all have479

a positive value in the first dimension. As cosine480

similarity is rotation invariant, this shared positive481

dimension puts a positive lower bound on the Inter-482

Sim calculation if the space is otherwise isotropic.483

The impact of these shared positive values is pro-484

portional to the parallel portion of b with respect485

to g′ and is minimized if this parallel portion has486

low norm. The perpendicular portion of b with487

respect to g′ can also cause isotropy by shifting the488

space in a shared common direction, and this shift489

is minimized if the perpendicular portion has low490

relative norm compared to g.491

Looking at Figure 8, we see that all isotropic492

Pythia models minimize the norm of b generally493

and with respect to g, and that the anisotropic494

Pythia models fail to do either. We also see that495

Pythia models, the most isotropic under all our496

metrics, are also the best across all models at this497

optimization. In fact, looking at Figures 1 and 2,498

we see that the final Layer Norm for said mod-499

els, despite its potential for anisotropy, actually500

increased isotropy compared to the previous layer.501

Previous work has taken it as assumed that this502

would not happen during typical optimization (Gao503

et al., 2019).504

5.4 Transitions to Anisotropy Correlate with505

Decreased Performance506

Previous work has shown that the Pythia-70M507

model has worsening performance on generative508

tasks correlating with the decrease in isotropy (Bi-509

derman et al., 2023). We confirm this also applies510

to classification tasks, using SentEval with the de-511

fault parameters (Conneau and Kiela, 2018), and512

find similar results, reported in Appendix A. 513

5.5 Not Tying Embedding Weights Increases 514

Isotropy for Large Models 515

We see our most isotropic models, all large Pythia 516

models and GPT-NeoX-20B, have separate embed- 517

ding and unembedding weights. We also note, 518

that the cost of untying weights for large mod- 519

els is quite small: 4.2% for Falcon-7B, 3.1% for 520

OPT-6.7B, 1.5% for GPT-NEOX-20B, 2.5% for 521

Llama-2-7B, and 0.4% for Llama-2-70B (Touvron 522

et al., 2023). Our results are also in line with pre- 523

vious work, which showed that tying weights in 524

small models, where the additional parameter cost 525

is high (e.g., 50% increased parameters), improves 526

performance (Press and Wolf, 2017; Inan et al., 527

2017), even though the Pythia-70M and Pythia- 528

160M models have the worst isotropy across all 529

models. Untying weights also has interpretabil- 530

ity benefits (Belrose et al., 2023) and models have 531

good performance dropping the unembedding ma- 532

trix completely (Godey et al., 2023a). 533

6 Conclusions 534

We have found a strong negative result that the 535

anisotropy of Transformer models can be assumed. 536

We show that large Pythia models are isotropic 537

across all large model sizes using numerous met- 538

rics. We find a correlation between having untied 539

embedding and unembedding matrices and high 540

isotropy, and show that, contrary to previous as- 541

sumptions, Pythia models in fact optimize the fi- 542

nal Layer Norm operation for isotropy. We have 543

also explored how isotropy changes during training 544

across different model scales. This work, providing 545

a set of contrasting points, is a good first step into 546

a deeper understanding of isotropy and its impacts. 547

Future work should consider an analysis of bias 548

(Fuster Baggetto and Fresno, 2022) and clustering 549

(Cai et al., 2021) for these isotropic models, and a 550

proper ablation study to confirm that untied embed- 551

ding matrices is the root cause of this isotropy. 552

7 Ethics Statement 553

To the best of our knowledge this work has no 554

ethical concerns. We also note that we are making 555

no claims about increases in fairness or decreases 556

in bias in the languages modeling task (Navigli 557

et al., 2023) or in frequency based bias seen when 558

representation distort (Zhou et al., 2021). 559
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8 Limitations560

While we have added non-Pythia models to our561

analysis as comparative points and compare against562

previous work, these comparisons are not a substi-563

tution for a proper ablation study. In fact, the results564

for the GPT-NeoX-20B suggest such an ablation565

study is needed. While it has the next best results566

after the Pythia models, those result are not in line567

with the Pythia models. This is surprising as the568

architecture, datasets, and training of GPT-NeoX-569

20B are quite similar to Pythia models.570

We have shown that models that end training571

in an anisotropic state do not always steadily tend572

towards this anisotropic state as previous works573

assumed. Instead we see a rise in isotropy followed574

by a drop and a runaway anisotropic effect. While575

we have provided reasoning for why the steady tend576

to anisotropy doesn’t happen and why the runaway577

effect does, it is an open question as to why the578

phase change from isotropic to anisotropic begins579

in the first place and future work could explore this580

using the Pythia model training checkpoints.581

We shown that large Pythia models optimize582

their final Layer Norm operation for isotropy, but583

have only shown this empirically. We provide no584

theoretical reasoning as to why this optimisation585

happens for large Pythia models and not for other586

large models. Further, we make no claims about the587

cause and effect relations between the final Layer588

Norm parameters and the isotropy of the unembed-589

ding matrix beyond our empirical observations.590

We have only made claims regarding token em-591

beddings. While it is unlikely that a space of592

isotropic token embeddings leads to an highly593

anisotropic space of sentence embeddings we did594

not have room to include a proper analysis to con-595

firm this.596

These isotropic Transformer models are auto-597

regressive model, to our knowledge there is still598

no globally isotropic example for models trained599

using Masked Language Modeling such as BERT600

(Devlin et al., 2019).601

Four days before the submission deadline a602

model with 360 checkpoints came out that has un-603

tied embeddings and unembedding matrices, does604

not use Layer Norm as it’s final operation, and has605

poor isotropy compared to the Pythia models.1606

1https://www.llm360.ai/blog/introducing-llm360-fully-
transparent-open-source-llms.html
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A Appendix: SentEval Classification921

Tasks During Training922

Figure 10: Accuracy on classification tasks for the
Pythia 70M model.

Figure 11: Accuracy on classification tasks for the
Pythia 410M model.
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Figure 12: Average accuracy on classification tasks for
the Pythia 70M model.

Figure 13: Average accuracy on classification tasks for
the Pythia 410M model.
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B Appendix: Datasets and Training926

70M 160M
Enron Emails 0.27 1.08
NIH Exporter 0.92 3.62
PhilPapers 1.45 5.79
HackerNews 2.54 10.21
EuroParl 3.70 14.48
Ubuntu IRC 4.38 17.27
DM Mathematics 8.95 37.00
Wikipedia (en) 9.72 38.58

Table 1: Computation times in hours using a 1080TI

70M 160M 410M 1.4B
Enron Emails 0.06 0.22 0.53 1.23
NIH Exporter 0.22 0.71 1.76 4.53
PhilPapers 0.35 1.17 2.81 7.25
HackerNews 0.61 2.09 4.94 12.78
EuroParl 0.87 2.68 7.00 18.21
Ubuntu IRC 1.03 3.26 8.48 21.25
DM Mathematics 2.08 7.89 17.31 -
Wikipedia (en) 2.28 7.67 19.00 -

Table 2: Known computation times in hours using an
A100

Source Processed Size (GiB) Mean Document Size (KiB) Sentences Tokens
Enron Emails 0.46 1.78 3206547 107063699
NIH Exporter 2.00 2.11 11402784 376537632
PhilPapers 2.40 73.37 18172474 584403514
HackerNews 4.20 4.92 36334985 1024155017
EuroParl 6.40 68.87 30033886 1519805406
Ubuntu IRC 6.70 545.48 33988454 1741293414
DM Mathematics 8.40 8.00 171791406 3573649454
Wikipedia (en) 18.10 1.11 121580702 3920248990

Table 3: Dataset information for sources used in our
analysis.
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