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Abstract

In retrieval-augmented generation systems, em-
ploying large language models for re-ranking
has proven effective. However, existing work
often prioritizes passage relevance over reli-
ability, leading to the utilization of conflict-
ing information and the generation of ambigu-
ous answers. This is particularly problem-
atic when dealing with inter-context knowl-
edge conflicts, where candidate documents con-
tain opposing information that can mislead the
model. To address this issue, we introduce
a novel cross-validation re-ranking technique
that specifically resolves these inter-context
knowledge conflicts during retrieval. We devel-
ope a new dataset, ContraPRT, specifically to
test the model’s ability to rank sets of passages
containing conflicting knowledge. Results with
GPT-4 and L1aMA3-70B demonstrate that our
approach not only successfully filters out con-
flicting information but also ensures that the
passage rankings are accurate, thus providing
reliable supplementary knowledge for the gen-
eration module.

1 Introduction

In recent years, with the continuous advancement
of artificial intelligence technologies and the ex-
pansion of their application fields, generative large
language models have played an increasingly im-
portant role in the field of natural language process-
ing. Retrieval-Augmented Generation (RAG)(Guu
et al., 2020; Lewis et al., 2020) is a natural lan-
guage processing technique that combines retrieval
mechanisms with generative large language models.
By retrieving additional contextual information, it
enhances the accuracy and relevance of the gener-
ated text(Shao et al., 2023; Jiang et al., 2023; Wang
et al., 2023b).

However, when incorporating external informa-
tion sources, issues of inter-context conflict may
arise due to factors such as the authority and timeli-
ness of the information. The development of RAG
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Figure 1: An example showing how an inter-context
conflict between two descriptions leads to uncertainty
or incorrect answers.

has intensified this challenge(Xie et al., 2023; Wu
et al., 2024a; Chen et al., 2022). During the re-
trieval process, we may face threats posed by false
information (e.g., fake news)(Pelrine et al., 2023)
and useless information generated by artificial in-
telligence. Such conflicting information can lead to
confusion in generated responses and inconsisten-
cies in the semantics of the generated content(Wu
et al., 2024b; Jin et al., 2024). Figure 1 presents a
specific example in which, due to inter-contextual
conflicts, the LLMs generated two unreliable an-
SWers.

Re-ranking, as the final step of the retrieval mod-
ule, can effectively enhance the relevance of search
results by analyzing the user’s query intent and the
contextual associations between passages(Xi et al.,
2023; Glass et al., 2022). Furthermore, during the
re-ranking phase, a comprehensive evaluation of
candidate passages can also be conducted by inte-
grating various signals, such as the authority of the
information, freshness, and more, effectively filter-
ing out supplementary information of poor quality.
These are factors that may not be fully considered
during the initial search.

To this end, we focus on these following ques-
tions:



¢ (RQ1) In the face of inter-context conflicts,
how can we test the robustness of re-ranking
methods?

* (RQ2) Can large language models, based on
their capabilities, filter out the correct pas-
sages from inter-context conflict information?

* (RQ3) How can we propose a better re-
ranking method to resolve the inter-context
conflict issues during the retrieval process?

To investigate the first question, we design a query-
ranking dataset containing conflicting knowledge
to evaluate the performance and reliability of the re-
ranking module in handling inter-context conflicts.
We processe documents from the original dataset
ContraDoc(Li et al., 2023), design corresponding
query questions, and construct a new dataset, which
we call ContraPRT, where 'PRT’ stands for ’Pas-
sage Ranking Task.’

To study the second question, we test whether
large language models can rely on their own logical
abilities to properly handle conflicts. The results
also indicate that the current capabilities of LLMs
are not yet sufficient to appropriately filter and rank
conflicting information. Face with complex supple-
mentary knowledge, contradictions in the context
can cause LLMs to experience logical confusion,
resulting in unstable ranking outcomes.

To investigate the third question, we propose
a new approach: a cross-validation re-ranking
method to eliminate the inter-context knowl-
edge conflicts. We utilize the semantic consis-
tency(Hagstrom et al., 2023) and relevance of the
candidate passages set to filter out conflicting in-
formation. The figure 2 illustrates the process of
our method, which combines the advantages of
both pairwise and listwise approaches. Through
a "detect-select-rank" process, we eliminates con-
flicts identified during retrieval. Final results indi-
cate that our proposed method can effectively select
the correct passages from between inter-context
conflicting pairs and remove disruptive data, thus
enhancing the overall robustness of RAG system.

In summary, this paper makes the following con-
tributions:

* We develop the ContraPRT dataset to rigor-
ously evaluate the effectiveness of re-ranking
technique in managing conflicting informa-
tion.

* We evaluate the performance of existing large
models in filtering and ranking conflicting in-
formation, with a focus on whether the models
can filter reliable and correct information.

* We introduce a cross-validation re-ranking
method specifically designed to resolve inter-
context knowledge conflicts in retrieval-
augmented generation systems.

2 Related Work

2.1 Inter-context Conflicts in LLMs

Knowledge conflicts typically refer to encounter-
ing contradictory or inconsistent information dur-
ing the retrieval process. In RAG systems, the
challenges posed by knowledge conflicts are partic-
ularly pronounced because these systems rely on
passages retrieved from large databases. However,
due to uncertainties such as data source and data
quality, misinformation, such as fake news(Fung
et al., 2022; Hu et al., 2024) or Al-generated false
information(Chen and Shu, 2023), may be intro-
duced, leading to a series of problems(Leite et al.,
2023; Wang et al., 2023a).

Existing language models are highly suscepti-
ble to attacks from misinformation(Kortukov et al.,
2024; Pan et al., 2023), resulting in generated con-
tent that may contain contradictory or incorrect in-
formation. Moreover, conflicting information can
also lead to biases in the generated content, making
the output inclined towards certain inaccurate or
biased viewpoints.

Jin et al. (2024) have shown that LLMs strug-
gle to distinguish between real and false informa-
tion. Handling specific conflicts, such as opinion
conflicts, presents even more severe challenges(Li
et al., 2023). When the model itself identifies con-
flicting information, it may adjust the confidence
level of the output answers, showing different an-
swers under each piece of information(Chen et al.,
2022). However, the value of the generated answers
significantly diminishes because users cannot ob-
tain definite answers from the output(Gao et al.,
2023; Liu et al., 2023).

The key to resolving conflict issues lies in obtain-
ing more reliable information segments from the
conflicting information through a series of evalua-
tions and validations. Researchers have proposed
several methods to mitigate the impact of inter-
context conflicts. For example, detecting misinfor-
mation in the text by combining various external
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Figure 2: Our proposed multi-stage re-ranking frame-
work, design to eliminate inter-contextual knowledge
conflicts, includes stages of conflict detection, pairwise
filtering, and listwise re-ranking of candidate passages.

tools (Chern et al., 2023) or using LLMs to gener-
ate weak labels related to the predefined credibil-
ity signals of the input text, and aggregating these
labels through weak supervision techniques to pre-
dict the authenticity of the input(Leite et al., 2023).
Pelrine et al. (2023) also use query enhancement
techniques to retrieve more fragments to assess the
credibility of answers.

Currently, strategies for resolving inter-context
conflicts mainly involve relying on the model’s
knowledge or external tools. However, in some
niche or specialized domains, accurate information
cannot be obtained through web searches, and the
model’s knowledge alone is insufficient to handle
all conflict issues. Therefore, designing an efficient
method to resolve inter-context conflicts remains a
challenge.

2.2 Re-ranking with LLMs

Re-ranking techniques are categorized into super-
vised and unsupervised methods. Supervised meth-
ods, which depend on extensive annotated data for
training, face challenges such as high annotation
costs, scalability limitations, and difficulties in en-
vironments lacking annotated data(Ma et al., 2023a;
Nogueira et al., 2019; Ju et al., 2021). Supervised
methods also struggle with generalization when ex-
posed to new data that differs from the training set.
This can lead to overfitting, where performance is
good on familiar data but poor on new, complex, or
varied ranking tasks(Peng et al., 2024).

In recent years, researchers(Sun et al., 2023; Qin
et al., 2023; Ma et al., 2023b) started using LLMs
for text re-ranking, and their effectiveness has been
validated in multiple experiments(Pradeep et al.,
2023a,b; Ma et al., 2023c). Recent work has also
explored the issues of fairness(Wang et al., 2024)

or positional bias issue(Tang et al., 2023) when us-
ing LLMs for ranking. This highlights that LLMs,
when employed as re-ranking agents, can consider
a broader range of factors.

Re-ranking methods based on LLMs primarily
include listwise and pairwise strategies. The list-
wise method aims to maximize performance met-
rics by optimizing the order of the entire list(Sun
et al., 2023; Yoon et al., 2024). This method con-
siders not only relevance but also diversity and
other factors(Ma et al., 2023b). However, due to
its need to process the entire set of candidate pas-
sages, the computational complexity is high, which
may not effectively resolve conflicts. In practical
applications, especially in complex scenarios, the
listwise method based on LLMs sometimes pro-
duces disorganized ranking results. On the other
hand, the pairwise method makes the ranking pro-
cess more intuitive and manageable by transform-
ing the ranking problem into a series of pairwise
comparisons(Qin et al., 2023). When the range of
candidate passage sets is small, this method can
provide more precise ranking results, helping to
accurately identify the most helpful passages for
answering(Shah and Wainwright, 2018). Neverthe-
less, the pairwise method focuses mainly on local
ordering and may not learn global ranking features.
This limitation becomes particularly apparent in
scenarios with knowledge conflicts. The pairwise
method struggles to detect conflicting information
within the candidate passage set.

3 Re-ranking with cross-validation

Figure 3 illustrates the specific process of our pro-
posed method. We utilize the processing capabili-
ties of LLMs to detect and filter inter-context con-
flict information. To better handle inter-context
conflicts, we have introduced the cross-validation
method for comparing and selecting conflicting
information during re-ranking. Ultimately, we out-
put a passages set that does not contain conflicting
knowledge for generating answers, thus prevent-
ing LLMs from producing uncertain or incorrect
responses.

Formally, given a user query () and a set of in-
formation passages P = {p1,p2,...,Pm}, We as-
sume that p; and py contain conflicting information.
We then utilize the LLM M to execute the follow-
ing steps:

1. Cross-validation: Analyze the content of p;
and ps to determine their conflicts and com-
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Figure 3: An example of re-ranking using cross-validation to eliminate inter-context conflicts. The process of
information retrieval begins with the query *What is Jason’s job?” During the conflict detection stage, the system
identifies conflicting information among the top-ranked passages. It then conducts a cross-validation re-ranking,
selecting the more reliable information (English teacher) and discarding the incorrect information (chef). The final
ranking result confirms the accurate information, verifying Jason as an English teacher.

pare these passages against the rest of the set
{ps,p4,...,pm} to assess their individual rel-
evance and accuracy.

2. Passage Selection: Based on the assessment,
identify which of the passages p; or po is less
accurate or relevant and designate it as pyjse-
Retain the more accurate or relevant passage

as p correct-

3. Re-ranking: Remove py,jsc from the candi-
date set and re-rank the remaining passages
{pcorrectapfiv cee 7pm}’ using LLM M to pro-
duce an updated ranking result.

The exact prompt templates are shown in Ap-
pendix A.

3.1 Inter-Context Conflict Detection

After the initial retrieval, we obtain a collection
of candidate passages related to the query, each
marked with a unique identifier (e.g., [1]). These
passages are sequentially input into LLMs. The
LLMs are then tasked with detecting passages that
contain conflicting information affecting the an-
swer, based on the user’s query intent. If such
passages exist, the model outputs the identifiers of
the conflicting passage pairs, such as [2] and [5].

This detection process requires consideration of
the global information of the candidate passage set
and the relationships within the context, making
this step based on a listwise approach. It should
be noted the final selection focuses on the passage
pair with the most apparent inter-context conflict
situation.

3.2 Eliminating Inter-Context Conflict

During the filtering phase of conflicting informa-
tion passage pairs, we consider comparing the se-
mantic knowledge of the remaining passages with
the semantic information of the conflicting pairs.
By evaluating which passage has higher consis-
tency and relevance with the remaining set of pas-
sages, we can identify the more reliable one. We
call this method cross-validation. The semantic
extraction and logical reasoning process of cross-
validation requires strong language processing ca-
pabilities, which the rapid development of LLMs
precisely fulfills. Therefore, we applied the cross-
validation method to powerful LLMs, instructing
them to select passage that are more contextu-
ally relevant and remove contradictory ones. This
method outputs a new set of candidate passages, en-
suring that the new set does not contain conflicting
information that could interfere with the answers.



Avg

Method nDCG@! nDCG@5 nDCG@10
RankGPT4 0.515 0.760 0.751
RankGPT3.5-trubo 0.600 0.753 0.732
Cohere Rerank-english-v3.0 0.492 0.710 0.703
Llama3-70B 0.665 0.792 0.778
GPT-3.5-turbo w/ cross-validation(ours) 0.670 0.787 0.769
GPT-4 w/ cross-validation(ours) 0.761 0.831 0.819
Llama3-70B w/ cross-validation(ours) 0.770 0.833 0.817

Table 1: Results (nDCG) on ContraPRT. Best performing are marked bold.

Top-1 Err Top-5 Err Top-10 Err
Method Num) %] Num| %] Num| %]
RankGPT4 82 41.00 177 88.50 192  96.00
RankGPT3.5-turbo 34 17.00 150 75.00 170 85.00
Cohere Rerank-english-v3.0 57 28.64 182 9146 190 9548
Llama3-70B 38 19.00 156 78.00 178  89.00
GPT-3.5-turbo w/ cross-validation(ours) 15 7.50 50 25.00 61 30.50
GPT-4 w/ cross-validation(ours) 6 3.02 38 19.10 38 19.10
Llama3-70B w/ cross-validation(ours) 1 0.50 11 5.50 15 7.50

Table 2: Results (error number and rate) on ContraPRT. Best performing are marked bold.

This step is based on a pairwise comparison, specif-
ically targeting pairs of conflict passages.

Finally, based on the updated candidate passage
set, we instruct LL.Ms to re-rank the passages ac-
cording to their relevance, positioning passages
that are more relevant to the user’s query earlier
in the sequence. This re-ranking step is a listwise
approach .

4 [Experiments

4.1 Datasets and Metrics

Current passage ranking benchmarks overlook
inter-context knowledge conflict issues. However,
retrieval results in real life may include conflict-
ing content. To address this, we develop a new
benchmark that accurately assesses model’s abil-
ities to eliminate such conflicts. This benchmark
helps researchers evaluate and improve re-ranking
strategies that effectively manage conflicting infor-
mation.

We choose ContraDoc(Li et al., 2023) as the
base dataset for our study. We divide the docu-
ments into passage chunks and design correspond-
ing query questions. A total of 200 documents are
selected to set up the passage ranking tasks, draw-
ing inspiration from the format of the TREC 2019

tasks(Craswell et al., 2020). TREC is a commonly
used benchmark in retrieval tasks. We name the
new dataset as ContraPRT, where PRT stands for
"Passage Ranking Task". Appendix B presents a
specific example of a ranking task.

In our dataset, reference sentences and contrary
sentences from the initial dataset are placed in dif-
ferent chunks, representing pairs of passages with
conflicting information.

In terms of evaluation metrics, we select
nDCG@{1,5,10} to measure the ranking effective-
ness. Additionally, we count the number and pro-
portion of incorrect passages selected in the ranking
results to evaluate the effectiveness of these meth-
ods in eliminating irrelevant information. Through
these metrics, we can accurately quantify and com-
pare the capabilities of different methods in captur-
ing and processing inter-context conflicts in practi-
cal applications.

4.2 Methods

We selected the following baselines for compari-
son:

* RankGPT: We adopt the re-ranking method
described by Sun et al. (2023) and applie it to
three models: GPT3.5-turbo, GPT4(Achiam
et al., 2023), and Llama3-70B(Touvron et al.,



Method

Avg
nDCG@] nDCG@5 nDCG@10

Llama3-70B w/ extra prompt

Llama3-70B w/ cross-validations(ours)

GPT4 w/ extra prompt
GPT4 w/ cross-validations(ours)

0487, 0675,  0.634]
0.770 0.833 0.817
0.525 0757,  0.749]
0.761 0.831 0.819

Table 3: Results (nDCG) based on different prompts. The results marked with *|’ in the table indicate poorer
performance compared to the original prompt-based results.

Top-1 Err Top-5 Err Top-10 Err
Method Num| %] Num| %] Num| %]
Llama3-70B w/ extra prompt 22 11.06 131 6583 167 8392
Llama3-70B w/ cross-validations(ours) 0.50 11 5.50 15 7.50
GPT4 w/ extra prompt 80 40.00 162  81.00 181  90.50
GPT4 w/ cross-validations(ours) 3.02 38 19.10 38 19.10

Table 4: Results (error number and rate) based on different prompts. After informing LLMs of inter-context conflicts
between candidate passages, there is only a slight decrease in error numbers.

2023). Importantly, due to the enhanced con-
text window support in large language mod-
els, we did not use the sliding window strat-
egy(Sun et al., 2023).

+ Cohere Rerank3': We utilize cohere rerank-
english-v3.0 model. Cohere Rerank3 is a
newly developed foundation model specifi-
cally designed for efficient enterprise search
and retrieval.

We evaluate our proposed method on three
LLMs: GPT-3.5-Turbo, GPT-4, and Llama3-70B.
The GPT series models have demonstrated their
powerful performance across a range of tasks, but
researchers need to consider the cost of API calls
when using these models. On the other hand,
Llama3-70B is an open-source model, allowing
researchers to use this LLM without the need to
consider cost issues extensively. This accessibil-
ity can enable more extensive experimentation and
development, particularly for those in academic
or non-commercial settings. Model details are in
Appendix C.

4.3 Main Results

Main results are displayed in the Table 1 and Ta-
ble 2. Overall, our method effectively eliminates
inter-context knowledge conflicts during the rank-
ing process. We observe the following results:

"https://cohere.com/blog/rerank-3.

* From the nDCG score in Table 1, we note
that experiments based on the Cohere model
struggled, especially in the Top-1 scenario,
indicating the limitations of supervised meth-
ods. In the Top-1/5/10 scenarios, our proposed
method achieves the best results on GPT-4 and
Llama3-70B, reaching nDCG@{1,5,10} of
0.770, 0.833, and 0.819, respectively, which
are significant improvements over previous
re-ranking methods.

* Further, we analyze the number of disruptive
passages in the ranking results. From Table 2
we observe that conventional re-ranking meth-
ods could not prevent the inclusion of conflict-
ing knowledge in the results. In the Top-10
scenario, over 85% of incorrect passages are
selected. However, after cross-validation re-
ranking, the proportion of incorrect conflict-
ing passages significantly decreases. This is
most prominent in Llama3-70B, where the er-
ror rate in the Top-10 scenario drops to 7.5%,
and in the Top-1 scenario, only one incorrect
passage is selected.

* Even on the less capable GPT-3.5-turbo
model, our proposed method substantially re-
duces the error rate, with nDCG scores ap-
proaching those of the most powerful lan-
guage models.

These results highlight the efficacy of our cross-
validation re-ranking approach in managing knowl-



Error Rate %/

Model Types Top-10 Top-5 Top-1
GPT3.5-turbo =1 29.70 22.77 7.92
GPT3.5-turbo >2  31.31 27.27 7.07
GPT4 =1 17.82 17.82 1.98
GPT4 >2 2020 20.20 4.04
Llama3-70B =1 10.89 10.89 0.99
Llama3-70B >2 9.09 5.05 1.01

Table 5: Results (error rate) based on three models with
cross-validation, showing the impact of the number of
conflict types on our proposed methods.

edge conflicts across different scenarios and model
capacities, paving the way for more robust RAG
systems capable of handling complex informational
contexts. After cross-validation, LLMs can also
provide reasoned explanations based on logical in-
ferences (details in Appendix D).

5 Ablation studies

The Effectiveness of Cross-Validation Method.
To test the effectiveness of the cross-validation
method in filtering out conflicting information, we
compare the experimental results of LLMs under
two different prompts. Specifically, we add addi-
tional instructions to the re-ranking prompt tem-
plate, informing the large language model that the
candidate passage set contains conflicting infor-
mation. We then instruct the model to utilize its
knowledge to identify and filter out conflicting in-
formation, requiring it to produce a ranking result
that excludes passages with conflicting knowledge.

The results of the ablation experiments are
shown in Table 3 and Table 4. From the results, we
observe that even with the additional prompt, the
large language model struggles to handle passages
with conflicting information. Consequently, the
re-ranking process becomes more chaotic, leading
to a decrease in the reliability of the results.

As shown in Table 3, after adding prompts
informing the model of inter-context conflicts
between passages, the results for nDCG@{1,5,10}
are affected, with most showing a decline. Espe-
cially in the top-5 and top-10 sequences, there
are still many passages containing conflicting
information as shown in Table 4. This indicates
that relying solely on the model’s knowledge
and logical reasoning capabilities to filter out
conflicting information is insufficient to improve
the reliability of the ranking results.

Error Rate %/

Aspect Top-10 Top-5 Top-1
Negation  4.65 465 0.00
Content 1870 18.70  3.25
Causal 20.00 20.00 0.00
PVO 2424 2424  6.06
Numeric  25.53 2553 2.13
EMF 32.14 32.14 10.71
Relation 3750 37.50 0.00
Table 6: Results (error rate) based on GPT-4

with cross-validation, showing the impact of con-
flict aspects on our proposed method. PVO de-
note Perspective/View/Opinion. EMF denote Emo-
tion/Mood/Feeling.

Conflict Types and Quantities. To further ex-
plores the impact of conflicting information on the
re-ranking performance of large language models,
we distinguish between scenarios involving single
conflict types and those involving multiple conflict
types. For example, some conflicting information
only involves "numerical" conflicts, while others si-
multaneously involve multiple types such as "nega-
tion," "relationship," and "content." Based on the
number of conflict types present in the data, we test
the model’s handling capabilities. From Table 5,
we observe that although the number of conflict
types increases, the number of selected conflicting
information does not change significantly.

Additionally, we categorize the conflict types
and test the impact of different conflict aspects
on performance. Table 6 shows that when facing
simple conflicts, such as "negation," the model can
effectively filter out the correct passages. However,
in more complex conflict scenarios, such as those
involving opinions or emotional conflicts, the error
rate increases.

Additional Relevant Information. During the
cross-validation process, the model may lack suffi-
cient supplementary knowledge due to low contex-
tual relevance, resulting in re-ranking output that
still includes inter-contextual knowledge.

To test how much supplementary contextual in-
formation is needed for the large language model
to make correct decisions during re-ranking, we
re-experiment with the erroneous ranking tasks by
adding 1 to 3 relevant information segments to the
candidate set to assist the model in making deci-
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Figure 4: Additional information’s effect on cross-
validation with error counts for GPT-4 and Llama3-70B.
The error rate decreases as the number of passages in-
creases, but the rate of decline slows when moving from
2 to 3 additional passages.

sions. The additional passages are related to the
query and have consistent semantic expressions
with the correct passages.

Figure 4 shows the result. In some simpler con-
flict cases, supplementing with one or two highly
relevant information passages enables the model to
reason based on the extra knowledge and identify
which passage is closer to objective facts, resulting
in reliable re-ranking outcomes.

However, even after supplementing with three
relevant information segments, some ranking errors
persisted. These tasks are mostly related to conflict-
ing perspective. We hypothesize that in real-life
people may have different views on a phenomenon
or topic. For these ranking tasks, the model tends
to output all received passages in the re-ranking
results, considering the conflicting information as
an objective representation of various viewpoints.

6 Discussion

Robustness of RAG. As more and more data is
applied in the field of retrieval-augmented genera-
tion, building a more robust RAG system is crucial.
If the external knowledge contains conflicts, the
model may produce answers that lack reference
value, negating the benefits of retrieval enhance-
ment.

To address this issue, the key is to enhance the
filtering capability of the retrieval module so that
it can identify more reliable information sources.
Additionally, verifying content consistency through
multi-perspective validation and post-processing
steps before generation is essential. This approach

not only improves the accuracy of the answers but
also enhances user’s trust in the system’s outputs.

The importance of re-ranking. Re-ranking,
serving as a crucial bridge between the retrieval
module and the generation module, plays a vital
role in ensuring the quality and accuracy of the
generated content. In the RAG system, the re-
ranking process effectively filters the most appro-
priate knowledge inputs by evaluating the relevance
and credibility of retrieved information. This not
only helps enhance the reliability of the information
but also significantly reduces misunderstandings
and errors caused by knowledge conflicts. Thus,
re-ranking not only improves the process of infor-
mation selection but also enhances the entire sys-
tem’s ability to handle complex queries and diverse
information needs.

7 Conclusion

In this paper, we discuss the challenges and limi-
tations of current re-ranking methods in RAG sys-
tems, particularly in handling information conflicts.
We introduced a dataset, ContraPRT, to assess these
methods against inter-context conflicts. Our find-
ings highlight the need for improvement, leading
us to develop a new cross-validation re-ranking
method using large language models, which signif-
icantly enhances conflict resolution.

Our method demonstrates excellent performance
not only on the advanced GPT-4 model but also on
the open-source Llama3-70B, offering researchers
cost-effective alternatives to commercial APIs. The
proposed method improves the robustness and re-
liability of RAG systems in complex information
environments and provides a foundation for future
advancements in the design of intelligent RAG sys-
tems. This research contributes to the resolution of
knowledge conflicts in RAG systems and paves the
way for further studies.

Limitations

Due to the complexity of cross-validation, this
method requires strong language logic processing
capabilities. Reliable results can be obtained on
large-parameter models like GPT-4 and Llama3-
70B. However, when using our proposed method
on weaker models, it fails to produce stable ranking
results. Also, cross-validation requires a sufficient
amount of relevant information, therefore it needs
to be conducted based on preliminary retrieval re-



sults. Our method cannot handle isolated conflict-
ing passage pairs. Moreover, for complex or deeper
conflicts, such as viewpoint conflicts, there is still
a lack of effective solutions. Future research could
focus on addressing these issues.
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A Instructions

Instruction for detecting conflicts used with GPT-3.5-turbo, GPT-4, and Llama3-70B. We input the query
and passages sequentially into LLMs, and instruct the LLMs to perform context detection on the inputted
passages based on the user’s query intention, checking for the presence of context conflict pairs of passages
that may interfere with generating answers. If such pairs exist, we output the indices of the passage pairs,
in a format such as [1] and [2], and retain these indices for use in subsequent filtering processes.

We require the model to output no additional explanations and to accurately select the pair of passages
with the most evident conflict. As conflict detection demands strong contextual processing capabilities,
we cannot obtain stable results with some less capable models. For instance, the model might output
several paragraph numbers that lack practical significance.

system: You are Conflict Detection assistant, a smart assistant that
detects when a pair of paragraph contains conflicts based on the
passages and query.

user: | will provide you with {num} passages, each indicated by
number identifier []. Detect whether paragraphs contain conflicting
information based on their relationship to the query: {query}.

assistant: Okay, please provide the passages.

user:
Search Query: {query}.

Analyze whether there is conflicting information among the {num}
passages provided above. If a pair passage containing conflicting
information is selected, output the pair of passage, the output
format should be [] and [], , e.g., [1] and [2]. Select up to one pair
of passages. If not, output None. Only response the result, do not
say any word or explain.

Instruction for cross-validating inter-context conflict pairs with GPT-3.5-turbo, GPT-4, and Llama3-
70B. We require the model to perform cross-validation on the inter-context conflict passage pairs using
the remaining candidate passages. The model is expected to consider the consistency, relevance, and
reasonableness of the information, selecting passages that more closely match the semantic content of the
remaining material based on these criteria.
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system: You are Selecting assistant, an smart assistant that selects the
correct paragraph among pairs of passages where conflicting information
exists.

user: | will provide you with {num} passages, each indicated by number
identifier [], where passage [{conflictl1}] and passage [{conflict2}]
contain conflicting information.

assistant: Okay, please provide the passages.

user:
Search Query: {query}.

Perform correlation analysis on passage [{conflict1}], passage
[{conflict2}] and the remaining {num-1} passages respectively. The
evaluation criteria include information consistency, information
rationality, and semantic relevance. Based on the results of the
correlation analysis, select a passage between passage [{conflict1}] and
passage [{conflict2}] that you think contains the correct information.
Delete the passage containing the error information.

Rank the remaining {num-1} passages above based on their relevance to
the search query. The passages should be listed in descending order using
identifiers. The most relevant passages should be listed first. The output
format should be like [] > []. You should output the full sort result. Make
sure that the output does not contain the passage you chose to delete
above. Only response the ranking results, do not say any word or explain.

B ContraPRT

An example of passage ranking task from dataset ContraPRT. The sentences in red and blue represent
a pair of conflicting information passages. As shown in the figure below, the two passages express
completely opposite statements about the same topic. The conflict types involved in these two passages
include "Negation" and "Perspective/View/Opinion."

The relevance of each passage is manually marked. Passages containing the reference sentence are rated
as 2, indicating they are most relevant to the query and contain correct information. Passages that relate to
the query question but do not provide the most accurate answer are rated as 1, signifying partial relevance.
And other irrelevant passages or those containing the contrary sentence are rated as 0, indicating they are
either irrelevant to the correct answer or could interfere with it.
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"query™: "What did video game journalists say about QuackShot?"

{""content": "QuackShot was released to mostly negative reviews from video game
journalists."},

{""content™: "QuackShot was released to mostly positive reviews from video game
journalists."},

{""content™: "The game was released in Europe in 1991 , in North America on December
19, 1991 and in Japan on December 20, 1991. QuackShot stars Donald Duck and his three
nephews , Huey , Dewey , and Louie , as treasure - hunters , and is part of a series of games
published by Sega that were based on Walt Disney cartoon characters."},

{""content™: "The game was universally lauded for its graphics , with magazines like Sega
Pro describing them as " some of the best graphics around.”" The game was also praised for
its music and puzzles , as well as their clever use in the game."},

{""content": QuackShot was later released as part of a bundle called The Disney Collection
for Genesis in 1996 alongside Castle of Illusion. The game was also ported to the Sega
Saturn and released exclusively in Japan alongside Castle of Illusion again as part of the
Sega Ages series in 1998 , entitled Sega Ages : | Love Mickey Mouse."},

C Model Details

We test our method using the following state-of-the-art LLLMs, both open-source and closed-source
models, in a zero-shot setting.

e GPT-3.5: We use the gpt-3.5-turbo-0125 model from the OpenAl APIZ.

e GPT-4 (Achiam et al., 2023): The latest iteration of the GPT models. We use the
gpt-4-turbo-2024-04-09 model from the OpenAl APL

e Meta-Llama-3-70B (Touvron et al., 2023): Meta-L1ama-3-70B is Meta AI’s released 70B-parameter
large language model from the Meta Llama 3 series.

D Interpretability

We require LLMs to select correct passages based on cross-validation methods and to provide explanations
for their selection.We require the LLM to use a cross-validation method to select the correct passages and
to explain the reasons for their selections. The figure below shows a simple example, illustrating how
the model considers the consistency and relevance of all passages and provides a reasonable explanation.
This explanation not only enhances the transparency of the model but also helps users better understand
the decision-making process and the reliability of the results.

Zhttps://platform.openai.com/docs/api-reference/introduction
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User:

I will provide you with 5 paragraphs, each represented by a numeric
identifier [], where paragraph[1] and paragraph[4] contain conflicting
information.

[1] Jason is an English teacher with 15 years of experience

[2] Every evening, Jason spends some time reviewing the questions
that came up in today's class.

[3] Jason cares deeply about his students

[4] Jason works as a chef in a famous Chinese restaurant located in
Chinatown.

[5] Jason will conduct a special online course next week.

Perform correlation analysis on paragraph [1], paragraph [2], and the
remaining paragraphs, respectively. The evaluation criteria should
include information consistency, information rationality, and
semantic relevance.

Based on the results of the correlation analysis, select the paragraph
that you believe contains the correct information and explain why.

The output format should be Paragraph[], for example [1].

ChatGPT:
[1]

Paragraphs [2], [3], and [5] align more consistently with the
information provided in [1] where Jason is described as an English
teacher. These paragraphs reference activities typical of a teacher:
reviewing class questions, caring for students, and conducting
courses. This contrasts with [4], where Jason is described as working
as a chef, which does not connect logically or contextually with the
activities mentioned in the other paragraphs. Therefore, based on
information consistency, information rationality, and semantic
relevance, paragraph [1] seems to contain the correct information.
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