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Abstract

In retrieval-augmented generation systems, em-001
ploying large language models for re-ranking002
has proven effective. However, existing work003
often prioritizes passage relevance over reli-004
ability, leading to the utilization of conflict-005
ing information and the generation of ambigu-006
ous answers. This is particularly problem-007
atic when dealing with inter-context knowl-008
edge conflicts, where candidate documents con-009
tain opposing information that can mislead the010
model. To address this issue, we introduce011
a novel cross-validation re-ranking technique012
that specifically resolves these inter-context013
knowledge conflicts during retrieval. We devel-014
ope a new dataset, ContraPRT, specifically to015
test the model’s ability to rank sets of passages016
containing conflicting knowledge. Results with017
GPT-4 and LlaMA3-70B demonstrate that our018
approach not only successfully filters out con-019
flicting information but also ensures that the020
passage rankings are accurate, thus providing021
reliable supplementary knowledge for the gen-022
eration module.023

1 Introduction024

In recent years, with the continuous advancement025

of artificial intelligence technologies and the ex-026

pansion of their application fields, generative large027

language models have played an increasingly im-028

portant role in the field of natural language process-029

ing. Retrieval-Augmented Generation (RAG)(Guu030

et al., 2020; Lewis et al., 2020) is a natural lan-031

guage processing technique that combines retrieval032

mechanisms with generative large language models.033

By retrieving additional contextual information, it034

enhances the accuracy and relevance of the gener-035

ated text(Shao et al., 2023; Jiang et al., 2023; Wang036

et al., 2023b).037

However, when incorporating external informa-038

tion sources, issues of inter-context conflict may039

arise due to factors such as the authority and timeli-040

ness of the information. The development of RAG041

      What is jason's job?      What is jason's job?

...it is not clear which job Jason 
actually has without additional 

context or clarification.

Uncertain Answer

...it is not clear which job Jason 
actually has without additional 

context or clarification.

Uncertain Answer

Wrong Answer

Jason is both a chef at a famous 
chinese restaurant and an 

experienced English teacher.
Inter-context Conflict

Jason works as a chef in a 
famous Chinese restaurant.

(Misinformation)

Jason is an English teacher 
with 15 years of experience.

(Correct information)

Figure 1: An example showing how an inter-context
conflict between two descriptions leads to uncertainty
or incorrect answers.

has intensified this challenge(Xie et al., 2023; Wu 042

et al., 2024a; Chen et al., 2022). During the re- 043

trieval process, we may face threats posed by false 044

information (e.g., fake news)(Pelrine et al., 2023) 045

and useless information generated by artificial in- 046

telligence. Such conflicting information can lead to 047

confusion in generated responses and inconsisten- 048

cies in the semantics of the generated content(Wu 049

et al., 2024b; Jin et al., 2024). Figure 1 presents a 050

specific example in which, due to inter-contextual 051

conflicts, the LLMs generated two unreliable an- 052

swers. 053

Re-ranking, as the final step of the retrieval mod- 054

ule, can effectively enhance the relevance of search 055

results by analyzing the user’s query intent and the 056

contextual associations between passages(Xi et al., 057

2023; Glass et al., 2022). Furthermore, during the 058

re-ranking phase, a comprehensive evaluation of 059

candidate passages can also be conducted by inte- 060

grating various signals, such as the authority of the 061

information, freshness, and more, effectively filter- 062

ing out supplementary information of poor quality. 063

These are factors that may not be fully considered 064

during the initial search. 065

To this end, we focus on these following ques- 066

tions: 067
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• (RQ1) In the face of inter-context conflicts,068

how can we test the robustness of re-ranking069

methods?070

• (RQ2) Can large language models, based on071

their capabilities, filter out the correct pas-072

sages from inter-context conflict information?073

• (RQ3) How can we propose a better re-074

ranking method to resolve the inter-context075

conflict issues during the retrieval process?076

To investigate the first question, we design a query-077

ranking dataset containing conflicting knowledge078

to evaluate the performance and reliability of the re-079

ranking module in handling inter-context conflicts.080

We processe documents from the original dataset081

ContraDoc(Li et al., 2023), design corresponding082

query questions, and construct a new dataset, which083

we call ContraPRT, where ’PRT’ stands for ’Pas-084

sage Ranking Task.’085

To study the second question, we test whether086

large language models can rely on their own logical087

abilities to properly handle conflicts. The results088

also indicate that the current capabilities of LLMs089

are not yet sufficient to appropriately filter and rank090

conflicting information. Face with complex supple-091

mentary knowledge, contradictions in the context092

can cause LLMs to experience logical confusion,093

resulting in unstable ranking outcomes.094

To investigate the third question, we propose095

a new approach: a cross-validation re-ranking096

method to eliminate the inter-context knowl-097

edge conflicts. We utilize the semantic consis-098

tency(Hagström et al., 2023) and relevance of the099

candidate passages set to filter out conflicting in-100

formation. The figure 2 illustrates the process of101

our method, which combines the advantages of102

both pairwise and listwise approaches. Through103

a "detect-select-rank" process, we eliminates con-104

flicts identified during retrieval. Final results indi-105

cate that our proposed method can effectively select106

the correct passages from between inter-context107

conflicting pairs and remove disruptive data, thus108

enhancing the overall robustness of RAG system.109

In summary, this paper makes the following con-110

tributions:111

• We develop the ContraPRT dataset to rigor-112

ously evaluate the effectiveness of re-ranking113

technique in managing conflicting informa-114

tion.115

• We evaluate the performance of existing large 116

models in filtering and ranking conflicting in- 117

formation, with a focus on whether the models 118

can filter reliable and correct information. 119

• We introduce a cross-validation re-ranking 120

method specifically designed to resolve inter- 121

context knowledge conflicts in retrieval- 122

augmented generation systems. 123

2 Related Work 124

2.1 Inter-context Conflicts in LLMs 125

Knowledge conflicts typically refer to encounter- 126

ing contradictory or inconsistent information dur- 127

ing the retrieval process. In RAG systems, the 128

challenges posed by knowledge conflicts are partic- 129

ularly pronounced because these systems rely on 130

passages retrieved from large databases. However, 131

due to uncertainties such as data source and data 132

quality, misinformation, such as fake news(Fung 133

et al., 2022; Hu et al., 2024) or AI-generated false 134

information(Chen and Shu, 2023), may be intro- 135

duced, leading to a series of problems(Leite et al., 136

2023; Wang et al., 2023a). 137

Existing language models are highly suscepti- 138

ble to attacks from misinformation(Kortukov et al., 139

2024; Pan et al., 2023), resulting in generated con- 140

tent that may contain contradictory or incorrect in- 141

formation. Moreover, conflicting information can 142

also lead to biases in the generated content, making 143

the output inclined towards certain inaccurate or 144

biased viewpoints. 145

Jin et al. (2024) have shown that LLMs strug- 146

gle to distinguish between real and false informa- 147

tion. Handling specific conflicts, such as opinion 148

conflicts, presents even more severe challenges(Li 149

et al., 2023). When the model itself identifies con- 150

flicting information, it may adjust the confidence 151

level of the output answers, showing different an- 152

swers under each piece of information(Chen et al., 153

2022). However, the value of the generated answers 154

significantly diminishes because users cannot ob- 155

tain definite answers from the output(Gao et al., 156

2023; Liu et al., 2023). 157

The key to resolving conflict issues lies in obtain- 158

ing more reliable information segments from the 159

conflicting information through a series of evalua- 160

tions and validations. Researchers have proposed 161

several methods to mitigate the impact of inter- 162

context conflicts. For example, detecting misinfor- 163

mation in the text by combining various external 164
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Figure 2: Our proposed multi-stage re-ranking frame-
work, design to eliminate inter-contextual knowledge
conflicts, includes stages of conflict detection, pairwise
filtering, and listwise re-ranking of candidate passages.

tools (Chern et al., 2023) or using LLMs to gener-165

ate weak labels related to the predefined credibil-166

ity signals of the input text, and aggregating these167

labels through weak supervision techniques to pre-168

dict the authenticity of the input(Leite et al., 2023).169

Pelrine et al. (2023) also use query enhancement170

techniques to retrieve more fragments to assess the171

credibility of answers.172

Currently, strategies for resolving inter-context173

conflicts mainly involve relying on the model’s174

knowledge or external tools. However, in some175

niche or specialized domains, accurate information176

cannot be obtained through web searches, and the177

model’s knowledge alone is insufficient to handle178

all conflict issues. Therefore, designing an efficient179

method to resolve inter-context conflicts remains a180

challenge.181

2.2 Re-ranking with LLMs182

Re-ranking techniques are categorized into super-183

vised and unsupervised methods. Supervised meth-184

ods, which depend on extensive annotated data for185

training, face challenges such as high annotation186

costs, scalability limitations, and difficulties in en-187

vironments lacking annotated data(Ma et al., 2023a;188

Nogueira et al., 2019; Ju et al., 2021). Supervised189

methods also struggle with generalization when ex-190

posed to new data that differs from the training set.191

This can lead to overfitting, where performance is192

good on familiar data but poor on new, complex, or193

varied ranking tasks(Peng et al., 2024).194

In recent years, researchers(Sun et al., 2023; Qin195

et al., 2023; Ma et al., 2023b) started using LLMs196

for text re-ranking, and their effectiveness has been197

validated in multiple experiments(Pradeep et al.,198

2023a,b; Ma et al., 2023c). Recent work has also199

explored the issues of fairness(Wang et al., 2024)200

or positional bias issue(Tang et al., 2023) when us- 201

ing LLMs for ranking. This highlights that LLMs, 202

when employed as re-ranking agents, can consider 203

a broader range of factors. 204

Re-ranking methods based on LLMs primarily 205

include listwise and pairwise strategies. The list- 206

wise method aims to maximize performance met- 207

rics by optimizing the order of the entire list(Sun 208

et al., 2023; Yoon et al., 2024). This method con- 209

siders not only relevance but also diversity and 210

other factors(Ma et al., 2023b). However, due to 211

its need to process the entire set of candidate pas- 212

sages, the computational complexity is high, which 213

may not effectively resolve conflicts. In practical 214

applications, especially in complex scenarios, the 215

listwise method based on LLMs sometimes pro- 216

duces disorganized ranking results. On the other 217

hand, the pairwise method makes the ranking pro- 218

cess more intuitive and manageable by transform- 219

ing the ranking problem into a series of pairwise 220

comparisons(Qin et al., 2023). When the range of 221

candidate passage sets is small, this method can 222

provide more precise ranking results, helping to 223

accurately identify the most helpful passages for 224

answering(Shah and Wainwright, 2018). Neverthe- 225

less, the pairwise method focuses mainly on local 226

ordering and may not learn global ranking features. 227

This limitation becomes particularly apparent in 228

scenarios with knowledge conflicts. The pairwise 229

method struggles to detect conflicting information 230

within the candidate passage set. 231

3 Re-ranking with cross-validation 232

Figure 3 illustrates the specific process of our pro- 233

posed method. We utilize the processing capabili- 234

ties of LLMs to detect and filter inter-context con- 235

flict information. To better handle inter-context 236

conflicts, we have introduced the cross-validation 237

method for comparing and selecting conflicting 238

information during re-ranking. Ultimately, we out- 239

put a passages set that does not contain conflicting 240

knowledge for generating answers, thus prevent- 241

ing LLMs from producing uncertain or incorrect 242

responses. 243

Formally, given a user query Q and a set of in- 244

formation passages P = {p1, p2, . . . , pm}, we as- 245

sume that p1 and p2 contain conflicting information. 246

We then utilize the LLM M to execute the follow- 247

ing steps: 248

1. Cross-validation: Analyze the content of p1 249

and p2 to determine their conflicts and com- 250
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Jason is an English teacher
with 15 years of experience.

Conflict Detection

Query:What is Jason's job?

Top-k Passages

Cross-validation Rerank  

Jason works as a chef in a 
famous Chinese restaurant.

p3 p4 p5 …

Jason is an English teacher 
with 15 years of experience

p3 p4 p5 …

Jason is an English teacher 
with 15 years of experience

p3 p4 p5 …
Jason works as a chef in a 

famous Chinese restaurant...

Jason is an English teacher 
with 15 years of experience...

…, cementing his legacy as a 
dedicated educator.

Jason's teaching style is 
characterized by his ability …

He spends time researching 
new teaching methods …

Jason works as a chef in a 
famous Chinese restaurant...

Jason is an English teacher 
with 15 years of experience...

…, cementing his legacy as a 
dedicated educator.

Jason's teaching style is 
characterized by his ability …

He spends time researching 
new teaching methods … Ranking Result

p5 p3 p4 …

Removed PassageRemoved Passage

Jason works as a chef in a
famous Chinese restaurant.
Jason works as a chef in a
famous Chinese restaurant.
Jason works as a chef in a
famous Chinese restaurant.

Figure 3: An example of re-ranking using cross-validation to eliminate inter-context conflicts. The process of
information retrieval begins with the query ’What is Jason’s job?’ During the conflict detection stage, the system
identifies conflicting information among the top-ranked passages. It then conducts a cross-validation re-ranking,
selecting the more reliable information (English teacher) and discarding the incorrect information (chef). The final
ranking result confirms the accurate information, verifying Jason as an English teacher.

pare these passages against the rest of the set251

{p3, p4, . . . , pm} to assess their individual rel-252

evance and accuracy.253

2. Passage Selection: Based on the assessment,254

identify which of the passages p1 or p2 is less255

accurate or relevant and designate it as pfalse.256

Retain the more accurate or relevant passage257

as pcorrect.258

3. Re-ranking: Remove pfalse from the candi-259

date set and re-rank the remaining passages260

{pcorrect, p3, . . . , pm}, using LLM M to pro-261

duce an updated ranking result.262

The exact prompt templates are shown in Ap-263

pendix A.264

3.1 Inter-Context Conflict Detection265

After the initial retrieval, we obtain a collection266

of candidate passages related to the query, each267

marked with a unique identifier (e.g., [1]). These268

passages are sequentially input into LLMs. The269

LLMs are then tasked with detecting passages that270

contain conflicting information affecting the an-271

swer, based on the user’s query intent. If such272

passages exist, the model outputs the identifiers of273

the conflicting passage pairs, such as [2] and [5].274

This detection process requires consideration of 275

the global information of the candidate passage set 276

and the relationships within the context, making 277

this step based on a listwise approach. It should 278

be noted the final selection focuses on the passage 279

pair with the most apparent inter-context conflict 280

situation. 281

3.2 Eliminating Inter-Context Conflict 282

During the filtering phase of conflicting informa- 283

tion passage pairs, we consider comparing the se- 284

mantic knowledge of the remaining passages with 285

the semantic information of the conflicting pairs. 286

By evaluating which passage has higher consis- 287

tency and relevance with the remaining set of pas- 288

sages, we can identify the more reliable one. We 289

call this method cross-validation. The semantic 290

extraction and logical reasoning process of cross- 291

validation requires strong language processing ca- 292

pabilities, which the rapid development of LLMs 293

precisely fulfills. Therefore, we applied the cross- 294

validation method to powerful LLMs, instructing 295

them to select passage that are more contextu- 296

ally relevant and remove contradictory ones. This 297

method outputs a new set of candidate passages, en- 298

suring that the new set does not contain conflicting 299

information that could interfere with the answers. 300
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Method
Avg

nDCG@1 nDCG@5 nDCG@10
RankGPT4 0.515 0.760 0.751
RankGPT3.5-trubo 0.600 0.753 0.732
Cohere Rerank-english-v3.0 0.492 0.710 0.703
Llama3-70B 0.665 0.792 0.778
GPT-3.5-turbo w/ cross-validation(ours) 0.670 0.787 0.769
GPT-4 w/ cross-validation(ours) 0.761 0.831 0.819
Llama3-70B w/ cross-validation(ours) 0.770 0.833 0.817

Table 1: Results (nDCG) on ContraPRT. Best performing are marked bold.

Method
Top-1 Err Top-5 Err Top-10 Err

Num↓ %↓ Num↓ %↓ Num↓ %↓
RankGPT4 82 41.00 177 88.50 192 96.00
RankGPT3.5-turbo 34 17.00 150 75.00 170 85.00
Cohere Rerank-english-v3.0 57 28.64 182 91.46 190 95.48
Llama3-70B 38 19.00 156 78.00 178 89.00
GPT-3.5-turbo w/ cross-validation(ours) 15 7.50 50 25.00 61 30.50
GPT-4 w/ cross-validation(ours) 6 3.02 38 19.10 38 19.10
Llama3-70B w/ cross-validation(ours) 1 0.50 11 5.50 15 7.50

Table 2: Results (error number and rate) on ContraPRT. Best performing are marked bold.

This step is based on a pairwise comparison, specif-301

ically targeting pairs of conflict passages.302

Finally, based on the updated candidate passage303

set, we instruct LLMs to re-rank the passages ac-304

cording to their relevance, positioning passages305

that are more relevant to the user’s query earlier306

in the sequence. This re-ranking step is a listwise307

approach .308

4 Experiments309

4.1 Datasets and Metrics310

Current passage ranking benchmarks overlook311

inter-context knowledge conflict issues. However,312

retrieval results in real life may include conflict-313

ing content. To address this, we develop a new314

benchmark that accurately assesses model’s abil-315

ities to eliminate such conflicts. This benchmark316

helps researchers evaluate and improve re-ranking317

strategies that effectively manage conflicting infor-318

mation.319

We choose ContraDoc(Li et al., 2023) as the320

base dataset for our study. We divide the docu-321

ments into passage chunks and design correspond-322

ing query questions. A total of 200 documents are323

selected to set up the passage ranking tasks, draw-324

ing inspiration from the format of the TREC 2019325

tasks(Craswell et al., 2020). TREC is a commonly 326

used benchmark in retrieval tasks. We name the 327

new dataset as ContraPRT, where PRT stands for 328

"Passage Ranking Task". Appendix B presents a 329

specific example of a ranking task. 330

In our dataset, reference sentences and contrary 331

sentences from the initial dataset are placed in dif- 332

ferent chunks, representing pairs of passages with 333

conflicting information. 334

In terms of evaluation metrics, we select 335

nDCG@{1,5,10} to measure the ranking effective- 336

ness. Additionally, we count the number and pro- 337

portion of incorrect passages selected in the ranking 338

results to evaluate the effectiveness of these meth- 339

ods in eliminating irrelevant information. Through 340

these metrics, we can accurately quantify and com- 341

pare the capabilities of different methods in captur- 342

ing and processing inter-context conflicts in practi- 343

cal applications. 344

4.2 Methods 345

We selected the following baselines for compari- 346

son: 347

• RankGPT: We adopt the re-ranking method 348

described by Sun et al. (2023) and applie it to 349

three models: GPT3.5-turbo, GPT4(Achiam 350

et al., 2023), and Llama3-70B(Touvron et al., 351
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Method
Avg

nDCG@1 nDCG@5 nDCG@10
Llama3-70B w/ extra prompt 0.487↓ 0.675↓ 0.634↓
Llama3-70B w/ cross-validations(ours) 0.770 0.833 0.817
GPT4 w/ extra prompt 0.525 0.757↓ 0.749↓
GPT4 w/ cross-validations(ours) 0.761 0.831 0.819

Table 3: Results (nDCG) based on different prompts. The results marked with ’↓’ in the table indicate poorer
performance compared to the original prompt-based results.

Method
Top-1 Err Top-5 Err Top-10 Err

Num↓ %↓ Num↓ %↓ Num↓ %↓
Llama3-70B w/ extra prompt 22 11.06 131 65.83 167 83.92
Llama3-70B w/ cross-validations(ours) 1 0.50 11 5.50 15 7.50
GPT4 w/ extra prompt 80 40.00 162 81.00 181 90.50
GPT4 w/ cross-validations(ours) 6 3.02 38 19.10 38 19.10

Table 4: Results (error number and rate) based on different prompts. After informing LLMs of inter-context conflicts
between candidate passages, there is only a slight decrease in error numbers.

2023). Importantly, due to the enhanced con-352

text window support in large language mod-353

els, we did not use the sliding window strat-354

egy(Sun et al., 2023).355

• Cohere Rerank31: We utilize cohere rerank-356

english-v3.0 model. Cohere Rerank3 is a357

newly developed foundation model specifi-358

cally designed for efficient enterprise search359

and retrieval.360

We evaluate our proposed method on three361

LLMs: GPT-3.5-Turbo, GPT-4, and Llama3-70B.362

The GPT series models have demonstrated their363

powerful performance across a range of tasks, but364

researchers need to consider the cost of API calls365

when using these models. On the other hand,366

Llama3-70B is an open-source model, allowing367

researchers to use this LLM without the need to368

consider cost issues extensively. This accessibil-369

ity can enable more extensive experimentation and370

development, particularly for those in academic371

or non-commercial settings. Model details are in372

Appendix C.373

4.3 Main Results374

Main results are displayed in the Table 1 and Ta-375

ble 2. Overall, our method effectively eliminates376

inter-context knowledge conflicts during the rank-377

ing process. We observe the following results:378

1https://cohere.com/blog/rerank-3.

• From the nDCG score in Table 1, we note 379

that experiments based on the Cohere model 380

struggled, especially in the Top-1 scenario, 381

indicating the limitations of supervised meth- 382

ods. In the Top-1/5/10 scenarios, our proposed 383

method achieves the best results on GPT-4 and 384

Llama3-70B, reaching nDCG@{1,5,10} of 385

0.770, 0.833, and 0.819, respectively, which 386

are significant improvements over previous 387

re-ranking methods. 388

• Further, we analyze the number of disruptive 389

passages in the ranking results. From Table 2 390

we observe that conventional re-ranking meth- 391

ods could not prevent the inclusion of conflict- 392

ing knowledge in the results. In the Top-10 393

scenario, over 85% of incorrect passages are 394

selected. However, after cross-validation re- 395

ranking, the proportion of incorrect conflict- 396

ing passages significantly decreases. This is 397

most prominent in Llama3-70B, where the er- 398

ror rate in the Top-10 scenario drops to 7.5%, 399

and in the Top-1 scenario, only one incorrect 400

passage is selected. 401

• Even on the less capable GPT-3.5-turbo 402

model, our proposed method substantially re- 403

duces the error rate, with nDCG scores ap- 404

proaching those of the most powerful lan- 405

guage models. 406

These results highlight the efficacy of our cross- 407

validation re-ranking approach in managing knowl- 408
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Model Types
Error Rate %↓

Top-10 Top-5 Top-1
GPT3.5-turbo = 1 29.70 22.77 7.92
GPT3.5-turbo ≥ 2 31.31 27.27 7.07
GPT4 = 1 17.82 17.82 1.98
GPT4 ≥ 2 20.20 20.20 4.04
Llama3-70B = 1 10.89 10.89 0.99
Llama3-70B ≥ 2 9.09 5.05 1.01

Table 5: Results (error rate) based on three models with
cross-validation, showing the impact of the number of
conflict types on our proposed methods.

edge conflicts across different scenarios and model409

capacities, paving the way for more robust RAG410

systems capable of handling complex informational411

contexts. After cross-validation, LLMs can also412

provide reasoned explanations based on logical in-413

ferences (details in Appendix D).414

5 Ablation studies415

The Effectiveness of Cross-Validation Method.416

To test the effectiveness of the cross-validation417

method in filtering out conflicting information, we418

compare the experimental results of LLMs under419

two different prompts. Specifically, we add addi-420

tional instructions to the re-ranking prompt tem-421

plate, informing the large language model that the422

candidate passage set contains conflicting infor-423

mation. We then instruct the model to utilize its424

knowledge to identify and filter out conflicting in-425

formation, requiring it to produce a ranking result426

that excludes passages with conflicting knowledge.427

The results of the ablation experiments are428

shown in Table 3 and Table 4. From the results, we429

observe that even with the additional prompt, the430

large language model struggles to handle passages431

with conflicting information. Consequently, the432

re-ranking process becomes more chaotic, leading433

to a decrease in the reliability of the results.434

As shown in Table 3, after adding prompts435

informing the model of inter-context conflicts436

between passages, the results for nDCG@{1,5,10}437

are affected, with most showing a decline. Espe-438

cially in the top-5 and top-10 sequences, there439

are still many passages containing conflicting440

information as shown in Table 4. This indicates441

that relying solely on the model’s knowledge442

and logical reasoning capabilities to filter out443

conflicting information is insufficient to improve444

the reliability of the ranking results.445

Aspect
Error Rate %↓

Top-10 Top-5 Top-1
Negation 4.65 4.65 0.00
Content 18.70 18.70 3.25
Causal 20.00 20.00 0.00
PVO 24.24 24.24 6.06
Numeric 25.53 25.53 2.13
EMF 32.14 32.14 10.71
Relation 37.50 37.50 0.00

Table 6: Results (error rate) based on GPT-4
with cross-validation, showing the impact of con-
flict aspects on our proposed method. PVO de-
note Perspective/View/Opinion. EMF denote Emo-
tion/Mood/Feeling.

446

Conflict Types and Quantities. To further ex- 447

plores the impact of conflicting information on the 448

re-ranking performance of large language models, 449

we distinguish between scenarios involving single 450

conflict types and those involving multiple conflict 451

types. For example, some conflicting information 452

only involves "numerical" conflicts, while others si- 453

multaneously involve multiple types such as "nega- 454

tion," "relationship," and "content." Based on the 455

number of conflict types present in the data, we test 456

the model’s handling capabilities. From Table 5, 457

we observe that although the number of conflict 458

types increases, the number of selected conflicting 459

information does not change significantly. 460

Additionally, we categorize the conflict types 461

and test the impact of different conflict aspects 462

on performance. Table 6 shows that when facing 463

simple conflicts, such as "negation," the model can 464

effectively filter out the correct passages. However, 465

in more complex conflict scenarios, such as those 466

involving opinions or emotional conflicts, the error 467

rate increases. 468

469

Additional Relevant Information. During the 470

cross-validation process, the model may lack suffi- 471

cient supplementary knowledge due to low contex- 472

tual relevance, resulting in re-ranking output that 473

still includes inter-contextual knowledge. 474

To test how much supplementary contextual in- 475

formation is needed for the large language model 476

to make correct decisions during re-ranking, we 477

re-experiment with the erroneous ranking tasks by 478

adding 1 to 3 relevant information segments to the 479

candidate set to assist the model in making deci- 480
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Figure 4: Additional information’s effect on cross-
validation with error counts for GPT-4 and Llama3-70B.
The error rate decreases as the number of passages in-
creases, but the rate of decline slows when moving from
2 to 3 additional passages.

sions. The additional passages are related to the481

query and have consistent semantic expressions482

with the correct passages.483

Figure 4 shows the result. In some simpler con-484

flict cases, supplementing with one or two highly485

relevant information passages enables the model to486

reason based on the extra knowledge and identify487

which passage is closer to objective facts, resulting488

in reliable re-ranking outcomes.489

However, even after supplementing with three490

relevant information segments, some ranking errors491

persisted. These tasks are mostly related to conflict-492

ing perspective. We hypothesize that in real-life493

people may have different views on a phenomenon494

or topic. For these ranking tasks, the model tends495

to output all received passages in the re-ranking496

results, considering the conflicting information as497

an objective representation of various viewpoints.498

6 Discussion499

Robustness of RAG. As more and more data is500

applied in the field of retrieval-augmented genera-501

tion, building a more robust RAG system is crucial.502

If the external knowledge contains conflicts, the503

model may produce answers that lack reference504

value, negating the benefits of retrieval enhance-505

ment.506

To address this issue, the key is to enhance the507

filtering capability of the retrieval module so that508

it can identify more reliable information sources.509

Additionally, verifying content consistency through510

multi-perspective validation and post-processing511

steps before generation is essential. This approach512

not only improves the accuracy of the answers but 513

also enhances user’s trust in the system’s outputs. 514

515

The importance of re-ranking. Re-ranking, 516

serving as a crucial bridge between the retrieval 517

module and the generation module, plays a vital 518

role in ensuring the quality and accuracy of the 519

generated content. In the RAG system, the re- 520

ranking process effectively filters the most appro- 521

priate knowledge inputs by evaluating the relevance 522

and credibility of retrieved information. This not 523

only helps enhance the reliability of the information 524

but also significantly reduces misunderstandings 525

and errors caused by knowledge conflicts. Thus, 526

re-ranking not only improves the process of infor- 527

mation selection but also enhances the entire sys- 528

tem’s ability to handle complex queries and diverse 529

information needs. 530

7 Conclusion 531

In this paper, we discuss the challenges and limi- 532

tations of current re-ranking methods in RAG sys- 533

tems, particularly in handling information conflicts. 534

We introduced a dataset, ContraPRT, to assess these 535

methods against inter-context conflicts. Our find- 536

ings highlight the need for improvement, leading 537

us to develop a new cross-validation re-ranking 538

method using large language models, which signif- 539

icantly enhances conflict resolution. 540

Our method demonstrates excellent performance 541

not only on the advanced GPT-4 model but also on 542

the open-source Llama3-70B, offering researchers 543

cost-effective alternatives to commercial APIs. The 544

proposed method improves the robustness and re- 545

liability of RAG systems in complex information 546

environments and provides a foundation for future 547

advancements in the design of intelligent RAG sys- 548

tems. This research contributes to the resolution of 549

knowledge conflicts in RAG systems and paves the 550

way for further studies. 551

Limitations 552

Due to the complexity of cross-validation, this 553

method requires strong language logic processing 554

capabilities. Reliable results can be obtained on 555

large-parameter models like GPT-4 and Llama3- 556

70B. However, when using our proposed method 557

on weaker models, it fails to produce stable ranking 558

results. Also, cross-validation requires a sufficient 559

amount of relevant information, therefore it needs 560

to be conducted based on preliminary retrieval re- 561
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sults. Our method cannot handle isolated conflict-562

ing passage pairs. Moreover, for complex or deeper563

conflicts, such as viewpoint conflicts, there is still564

a lack of effective solutions. Future research could565

focus on addressing these issues.566
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A Instructions 783

Instruction for detecting conflicts used with GPT-3.5-turbo, GPT-4, and Llama3-70B. We input the query 784

and passages sequentially into LLMs, and instruct the LLMs to perform context detection on the inputted 785

passages based on the user’s query intention, checking for the presence of context conflict pairs of passages 786

that may interfere with generating answers. If such pairs exist, we output the indices of the passage pairs, 787

in a format such as [1] and [2], and retain these indices for use in subsequent filtering processes. 788

We require the model to output no additional explanations and to accurately select the pair of passages 789

with the most evident conflict. As conflict detection demands strong contextual processing capabilities, 790

we cannot obtain stable results with some less capable models. For instance, the model might output 791

several paragraph numbers that lack practical significance. 792

system: You are Conflict Detection assistant, a smart assistant that 

detects when a pair of paragraph contains conflicts based on the 

passages and query.

user: I will provide you with {num} passages, each indicated by 

number identifier []. Detect whether paragraphs contain conflicting 

information based on their relationship to the query: {query}.

assistant: Okay, please provide the passages.

user: 

Search Query: {query}. 

Analyze whether there is conflicting information among the {num} 

passages provided above. If a pair passage containing conflicting 

information is selected, output the pair of passage, the output 

format should be [] and [], , e.g., [1] and [2]. Select up to one pair 

of passages. If not, output None. Only response the result, do not 

say any word or explain.

system: You are Conflict Detection assistant, a smart assistant that 

detects when a pair of paragraph contains conflicts based on the 

passages and query.

user: I will provide you with {num} passages, each indicated by 

number identifier []. Detect whether paragraphs contain conflicting 

information based on their relationship to the query: {query}.

assistant: Okay, please provide the passages.

user: 

Search Query: {query}. 

Analyze whether there is conflicting information among the {num} 

passages provided above. If a pair passage containing conflicting 

information is selected, output the pair of passage, the output 

format should be [] and [], , e.g., [1] and [2]. Select up to one pair 

of passages. If not, output None. Only response the result, do not 

say any word or explain.

system: You are Conflict Detection assistant, a smart assistant that 

detects when a pair of paragraph contains conflicts based on the 

passages and query.

user: I will provide you with {num} passages, each indicated by 

number identifier []. Detect whether paragraphs contain conflicting 

information based on their relationship to the query: {query}.

assistant: Okay, please provide the passages.

user: 

Search Query: {query}. 

Analyze whether there is conflicting information among the {num} 

passages provided above. If a pair passage containing conflicting 

information is selected, output the pair of passage, the output 

format should be [] and [], , e.g., [1] and [2]. Select up to one pair 

of passages. If not, output None. Only response the result, do not 

say any word or explain.

Instruction for cross-validating inter-context conflict pairs with GPT-3.5-turbo, GPT-4, and Llama3- 793

70B. We require the model to perform cross-validation on the inter-context conflict passage pairs using 794

the remaining candidate passages. The model is expected to consider the consistency, relevance, and 795

reasonableness of the information, selecting passages that more closely match the semantic content of the 796

remaining material based on these criteria. 797
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system: You are Selecting assistant, an smart assistant that selects the 

correct paragraph among pairs of passages where conflicting information 

exists.

user: I will provide you with {num} passages, each indicated by number 

identifier [], where passage [{conflict1}] and passage [{conflict2}] 

contain conflicting information.

assistant: Okay, please provide the passages.

user: 

Search Query: {query}.  

Perform correlation analysis on passage [{conflict1}], passage 

[{conflict2}] and the remaining {num-1} passages respectively. The 

evaluation criteria include information consistency, information 

rationality, and semantic relevance. Based on the results of the 

correlation analysis, select a passage between passage [{conflict1}] and 

passage [{conflict2}] that you think contains the correct information. 

Delete the passage containing the error information. 

Rank the remaining {num-1} passages above based on their relevance to 

the search query. The passages should be listed in descending order using 

identifiers. The most relevant passages should be listed first. The output 

format should be like [] > []. You should output the full sort result. Make 

sure that the output does not contain the passage you chose to delete 

above. Only response the ranking results, do not say any word or explain.

system: You are Selecting assistant, an smart assistant that selects the 

correct paragraph among pairs of passages where conflicting information 

exists.

user: I will provide you with {num} passages, each indicated by number 

identifier [], where passage [{conflict1}] and passage [{conflict2}] 

contain conflicting information.

assistant: Okay, please provide the passages.

user: 

Search Query: {query}.  

Perform correlation analysis on passage [{conflict1}], passage 

[{conflict2}] and the remaining {num-1} passages respectively. The 

evaluation criteria include information consistency, information 

rationality, and semantic relevance. Based on the results of the 

correlation analysis, select a passage between passage [{conflict1}] and 

passage [{conflict2}] that you think contains the correct information. 

Delete the passage containing the error information. 

Rank the remaining {num-1} passages above based on their relevance to 

the search query. The passages should be listed in descending order using 

identifiers. The most relevant passages should be listed first. The output 

format should be like [] > []. You should output the full sort result. Make 

sure that the output does not contain the passage you chose to delete 

above. Only response the ranking results, do not say any word or explain.

system: You are Selecting assistant, an smart assistant that selects the 

correct paragraph among pairs of passages where conflicting information 

exists.

user: I will provide you with {num} passages, each indicated by number 

identifier [], where passage [{conflict1}] and passage [{conflict2}] 

contain conflicting information.

assistant: Okay, please provide the passages.

user: 

Search Query: {query}.  

Perform correlation analysis on passage [{conflict1}], passage 

[{conflict2}] and the remaining {num-1} passages respectively. The 

evaluation criteria include information consistency, information 

rationality, and semantic relevance. Based on the results of the 

correlation analysis, select a passage between passage [{conflict1}] and 

passage [{conflict2}] that you think contains the correct information. 

Delete the passage containing the error information. 

Rank the remaining {num-1} passages above based on their relevance to 

the search query. The passages should be listed in descending order using 

identifiers. The most relevant passages should be listed first. The output 

format should be like [] > []. You should output the full sort result. Make 

sure that the output does not contain the passage you chose to delete 

above. Only response the ranking results, do not say any word or explain.

B ContraPRT798

An example of passage ranking task from dataset ContraPRT. The sentences in red and blue represent799

a pair of conflicting information passages. As shown in the figure below, the two passages express800

completely opposite statements about the same topic. The conflict types involved in these two passages801

include "Negation" and "Perspective/View/Opinion."802

The relevance of each passage is manually marked. Passages containing the reference sentence are rated803

as 2, indicating they are most relevant to the query and contain correct information. Passages that relate to804

the query question but do not provide the most accurate answer are rated as 1, signifying partial relevance.805

And other irrelevant passages or those containing the contrary sentence are rated as 0, indicating they are806

either irrelevant to the correct answer or could interfere with it.807
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 "query": "What did video game journalists say about QuackShot?" 

   

{"content": "QuackShot was released to mostly negative reviews from video game 

journalists."},

{"content": "QuackShot was released to mostly positive reviews from video game 

journalists."},

{"content": "The game was released in Europe in 1991 , in North America on December 

19, 1991 and in Japan on December 20 , 1991. QuackShot stars Donald Duck and his three 

nephews , Huey , Dewey , and Louie , as treasure - hunters , and is part of a series of games 

published by Sega that were based on Walt Disney cartoon characters."},

{"content": "The game was universally lauded for its graphics , with magazines like Sega 

Pro describing them as " some of the best graphics around." The game was also praised for 

its music and puzzles , as well as their clever use in the game."},

{"content": QuackShot was later released as part of a bundle called The Disney Collection 

for Genesis in 1996 alongside Castle of Illusion. The game was also ported to the Sega 

Saturn and released exclusively in Japan alongside Castle of Illusion again as part of the 

Sega Ages series in 1998 , entitled Sega Ages : I Love Mickey Mouse."},

……

 "query": "What did video game journalists say about QuackShot?" 

   

{"content": "QuackShot was released to mostly negative reviews from video game 

journalists."},

{"content": "QuackShot was released to mostly positive reviews from video game 

journalists."},

{"content": "The game was released in Europe in 1991 , in North America on December 

19, 1991 and in Japan on December 20 , 1991. QuackShot stars Donald Duck and his three 

nephews , Huey , Dewey , and Louie , as treasure - hunters , and is part of a series of games 

published by Sega that were based on Walt Disney cartoon characters."},

{"content": "The game was universally lauded for its graphics , with magazines like Sega 

Pro describing them as " some of the best graphics around." The game was also praised for 

its music and puzzles , as well as their clever use in the game."},

{"content": QuackShot was later released as part of a bundle called The Disney Collection 

for Genesis in 1996 alongside Castle of Illusion. The game was also ported to the Sega 

Saturn and released exclusively in Japan alongside Castle of Illusion again as part of the 

Sega Ages series in 1998 , entitled Sega Ages : I Love Mickey Mouse."},

……

 "query": "What did video game journalists say about QuackShot?" 

   

{"content": "QuackShot was released to mostly negative reviews from video game 

journalists."},

{"content": "QuackShot was released to mostly positive reviews from video game 

journalists."},

{"content": "The game was released in Europe in 1991 , in North America on December 

19, 1991 and in Japan on December 20 , 1991. QuackShot stars Donald Duck and his three 

nephews , Huey , Dewey , and Louie , as treasure - hunters , and is part of a series of games 

published by Sega that were based on Walt Disney cartoon characters."},

{"content": "The game was universally lauded for its graphics , with magazines like Sega 

Pro describing them as " some of the best graphics around." The game was also praised for 

its music and puzzles , as well as their clever use in the game."},

{"content": QuackShot was later released as part of a bundle called The Disney Collection 

for Genesis in 1996 alongside Castle of Illusion. The game was also ported to the Sega 

Saturn and released exclusively in Japan alongside Castle of Illusion again as part of the 

Sega Ages series in 1998 , entitled Sega Ages : I Love Mickey Mouse."},

……

C Model Details 808

We test our method using the following state-of-the-art LLMs, both open-source and closed-source 809

models, in a zero-shot setting. 810

811

• GPT-3.5: We use the gpt-3.5-turbo-0125 model from the OpenAI API2. 812

• GPT-4 (Achiam et al., 2023): The latest iteration of the GPT models. We use the 813

gpt-4-turbo-2024-04-09 model from the OpenAI API. 814

• Meta-Llama-3-70B (Touvron et al., 2023): Meta-Llama-3-70B is Meta AI’s released 70B-parameter 815

large language model from the Meta Llama 3 series. 816

D Interpretability 817

We require LLMs to select correct passages based on cross-validation methods and to provide explanations 818

for their selection.We require the LLM to use a cross-validation method to select the correct passages and 819

to explain the reasons for their selections. The figure below shows a simple example, illustrating how 820

the model considers the consistency and relevance of all passages and provides a reasonable explanation. 821

This explanation not only enhances the transparency of the model but also helps users better understand 822

the decision-making process and the reliability of the results. 823

2https://platform.openai.com/docs/api-reference/introduction
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User:

I will provide you with 5 paragraphs, each represented by a numeric 

identifier [], where paragraph[1] and paragraph[4] contain conflicting 

information.

[1] Jason is an English teacher with 15 years of experience

[2] Every evening, Jason spends some time reviewing the questions 

that came up in today's class.

[3] Jason cares deeply about his students

[4] Jason works as a chef in a famous Chinese restaurant located in 

Chinatown.

[5] Jason will conduct a special online course next week.

Perform correlation analysis on paragraph [1], paragraph [2], and the 

remaining paragraphs, respectively. The evaluation criteria should 

include information consistency, information rationality, and 

semantic relevance.

Based on the results of the correlation analysis, select the paragraph 

that you believe contains the correct information and explain why.

The output format should be Paragraph[], for example [1].  

ChatGPT:

[1]

Paragraphs [2], [3], and [5] align more consistently with the 

information provided in [1] where Jason is described as an English 

teacher. These paragraphs reference activities typical of a teacher: 

reviewing class questions, caring for students, and conducting 

courses. This contrasts with [4], where Jason is described as working 

as a chef, which does not connect logically or contextually with the 

activities mentioned in the other paragraphs. Therefore, based on 

information consistency, information rationality, and semantic 

relevance, paragraph [1] seems to contain the correct information.
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that came up in today's class.
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[4] Jason works as a chef in a famous Chinese restaurant located in 

Chinatown.

[5] Jason will conduct a special online course next week.

Perform correlation analysis on paragraph [1], paragraph [2], and the 

remaining paragraphs, respectively. The evaluation criteria should 

include information consistency, information rationality, and 

semantic relevance.

Based on the results of the correlation analysis, select the paragraph 

that you believe contains the correct information and explain why.

The output format should be Paragraph[], for example [1].  

ChatGPT:

[1]

Paragraphs [2], [3], and [5] align more consistently with the 

information provided in [1] where Jason is described as an English 

teacher. These paragraphs reference activities typical of a teacher: 

reviewing class questions, caring for students, and conducting 

courses. This contrasts with [4], where Jason is described as working 

as a chef, which does not connect logically or contextually with the 

activities mentioned in the other paragraphs. Therefore, based on 

information consistency, information rationality, and semantic 

relevance, paragraph [1] seems to contain the correct information.
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