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ABSTRACT 
This paper presents the 9th rank method in KDD Cup 2023 task 3. 

In the Product Title Prediction Task of KDD Cup 2023 task 3, we 
improved the BLEU score by removing words in the second half of 
the product title, as opposed to the baseline method that uses the 
last product title as the predicted title, which may contain useless 
words. Since the second term of the BLEU formula penalizes 
product titles with long word counts, we improved BLEU by 
optimizing the second term of BLEU by removing words in the 
second half of the product title. The result was a 0.00268 
improvement in BLEU over the baseline method, resulting in a 
final BLEU of 0.26821, which placed 9th on the Leader Board. 
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1 Intrudution 
In KDD Cup task3, we worked on a task to predict the next 

product title in the Amazon dataset. Predicting product titles, as 
opposed to predicting by product ID, has the potential to address 

the cold start problem of products. For example, if there is a new 
product and the new product is similar to the product title predicted 
for each user, then recommending the new product to the user may 
result in that product being viewed. Baseline methods that output 
the last title as is are powerful, and in our experiments, approaches 
such as product title prediction using product ID prediction and 
product text generation were used, but they conversely lowered 
BLEU. Here, we found that EDA contained many useless words in 
the second half of the product title. Therefore, we propose a method 
that uses two rules to remove useless words, which improves the 
BLEU by 0.00268 BLEU compared to the baseline method. This 
method has the advantage of being a very simple rule-based method, 
which is highly interpretable, requires fewer compute resources, 
and takes less time for training and inference. On the other hand, it 
may be vulnerable to dataset drift. In this method, we proposed 
Rule 1, which significantly reduces the number of words, because 
the longer the title is, the worse the score becomes due to the nature 
of the BLEU score. We also proposed Rule 2, which reduces the 
word count by a small number of words even for medium-length 
titles because the end of the title is a keyword for SEO. As a result, 
we obtained BLEU 0.26821, which is equivalent to KDDCUP 
task3 9th rank.. 

2 DATASET AND EXPLORATION 

2.1 Dataset 
Dataset. The KDD Cup organizer provides a dataset, called 

Amazon-M2, for this competition[1]. 

2.2 Exploratory analysis 
Next, a histogram of the number of words in product titles is 

shown in Figure 1. From Figure 1. it can be seen that only a small 
fraction of the total data has product titles larger than 30-40 words, 
and the histogram has a skewed distribution.  This may indicate that 
the most of the product titles may not be correct in case if the 
predicted title has longer than 30-40 words.  
First, Table1 is a sample of product title data extracted from the 

English (UK) dataset of KDD Cup 2023. Words that essentially 
describe the product, such as the product name, are placed in the 
first half of the title. On the other hand, qualifying words (e.g. 
"Shockproof", color ("Navy", "Pink", "Purple"), size "60 x 90 cm",  
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Table1. Sample product titles for English (UK) dataset 
 

 
Figure1. Histogram of word counts for product titles 

 
etc.) tend to be placed in the second half. The reason titles are 

created in this order is thought to be because they are placed with 
Amazon’s SEO strategy in mind. In other words, he first half of the 
product title that the user sees, while the second half of the product 
title is intended to get as many hits as possible in a product search. 
 
Finally, the formula for the evaluation metric BLEU[2] is  
 

𝐵𝐿𝐸𝑈 = 𝐵𝑃!"#$ + exp	(∑ (𝑤%log𝑝%)&
%'( ) 

 
where the second term of BLEU, 𝑝%, is as follows 
 

𝑝% =
∑ 𝑖 Number	of	n − grams	matched	by	translation	i	and	reference	translation	

∑ 𝑖 		Total	number	of	n − grams	in	translation	i
 

 
From the second term 𝑝% of BLEU above, it is assumed that the 

BLEU score worsens when the predicted product title is penalized 
with a long word count.  
 

2.3 Solution  
Based on the EDA results described so far, in addition to the 

baseline approach of adopting the last seen product title as a 

prediction, we adopted an approach of removing the second half of 
the product title in order to optimize the second term of the BLEU.  
Finally, we applied the following two rules and three 
hyperparameters, x, y, and z, to all multilingual data sets. 

l Rule 1 : If the number of words in a product title is less than 
y, delete the x-th and subsequent words of the product title.  

l Rule 2 : If the number of words in the product title is greater 
than or equal to y, remove z numbers of words from the end 
of the title 

Rule 1 is designed to be adapted for a larger number of targets and 
is used to delete words in the product text. For outlier product titles 
with too many words, the words after number x are deleted. Product 
title words that were outlier-like with too many words were 
removed after the number x using a threshold. On the other hand, 
Rule 1 may contain useless words in the product title even within 
the word count of Rule 1, so a rule is needed to remove those 
useless words. For this reason, Rule 2 aims is a complementary rule 
for cases that cannot be addressed by to delete local words that 
cannot be supplemented by Rule 1. Even if the number of words is 
small, we observed many titles with SEO words at the end. There 
for we removed z words after the number y because it is considered 
to have SEO words at the end.. 

3 Evaluation 
In the evaluation, we will compare the changes in BLEU scores of 

generated titles to which we applied baseline method, Rule 1 and 
Rule 2 based on the solution presented in Section 2.3. As a baseline 
method, we use the method of outputting the title of the last product 
in the list of the product title search query. First, as an evaluation 
of Rule 1, we removed words from the title according to Rule 1. 
The BLEU scores for each number of words removed are shown in 
Figure 2. The result show that applying word deletion based on this 
simple rule improves BLEU over the baseline method. Next, to 
evaluate the word deletion method Rule 2. we conducted an 
experiment to tune BLEU scores by fixing the parameter z is 1 and 
changing x, y. Figure 3 shows the evaluation results. In our 
experiment, we observed that the BLEU score takes the larger value 
when x was set to 30 or 31 than the others. In the final solution, we 
set x:30 for rule 1, y:26 and z:1 for rule 2. (This parameter is what 
our team ranked 9th in the competition)  
Finally, Table 2 shows the BLEU scores of our proposed method 

compared to the baseline method. In Rule1 BLEU score, x is setted 
28 which is best BLEU score. And in Rule2 BLEU score,  x, y and 
z are setted 30, 26 and 1 which is best BLEU score. 

4 Discussion 
The parameters we set in the final solution are the result of 

repeated registration on the public leaderboard during the final 
period of the competition period. For this reason, the parameter 
search could not be carried out sufficiently exhaustively. Therefore,  

Product	title	
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Shockproof	Protective	Case	-	Purple	
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Figure2. BLEU per x number of words deleted of Rule1 

 

 
Figure3. BLEU per word deletion number x,y of Rule2 

 
 

Method	 BLEU	
Baseline	 0.26553	
Rule1	 0.26757	
Rule1+2	 0.26821	

 
Table2. Result of BLEU score  

 
there is room for improvement with further, exhaustive 
hyperparameter searches. If the number of x,y is very different, it 
may be possible to improve BLEU by setting z to a value other than 
1 (2, 3, 4, etc.), but in our experiments, we set x,y to close values, 
so z was set to 1 in our experiments. However, it may be possible 
to improve it further by exhaustively changing x, y, and z parameter. 
 
As an alternative approach is by using machine learning to learn 

and infer the number of word deletions x, y, and z. We think this 
approach will also improve the BLEU value and make it more 
robust against data drift. 

5 Conclusion 
We worked on KDD Cup 2023 task 3, predicting the next product 

title against Amazon's multilingual shopping dataset. After 
conducting EDA, we hypothesized the following: Words at the end 
of item titles are for SEO purposes and are believed to have a 
negative impact on BLEU scores in the next title prediction. Based 
on this hypothesis, we designed a simple rule technique for 
removing words at the end of titles generated from previous search 
query titles. We experimented with removing words based on two 
rules for optimizing BLEU. As a result, we obtained a BLEU score 
of 0.26821, which is 9th place on the leaderboard.. 
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