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Abstract
Like most natural language understanding and001
generation tasks, state-of-the-art models for002
summarization are transformer-based sequence-003
to-sequence architectures that are pretrained on004
large corpora. While most existing models fo-005
cused on English, Arabic remained understud-006
ied. In this paper we propose AraBART, the007
first Arabic model in which the encoder and008
the decoder are pretrained end-to-end, based009
on BART (Lewis et al., 2020). We show that010
AraBART achieves the best performance on011
multiple abstractive summarization datasets,012
outperforming strong baselines including a pre-013
trained Arabic BERT-based model and multi-014
lingual mBART and mT5 models.015

1 Introduction016

Summarization is the task of transforming a text017

into a shorter representation of its essential mean-018

ing in natural language. Extractive approaches019

(Nallapati et al., 2017; Narayan et al., 2018b; Zhou020

et al., 2018; See et al., 2017) identify informative021

spans in the original text and stitch them together to022

generate the summary. Abstractive approaches on023

the other hand are not restricted to the input (Rush024

et al., 2015; Chopra et al., 2016; Dou et al., 2021).025

While the vast majority of published models in026

both categories focused on English, some tackled027

other languages including Chinese (Hu et al., 2015)028

and French (Kamal Eddine et al., 2021b), while029

Arabic remained understudied. In fact, most Ara-030

bic summarization models are extractive (Qassem031

et al., 2019; Alshanqiti et al., 2021). They generate032

explainable and factual summaries but tend to be033

verbose and lack fluency. Addressing this prob-034

lem, abstractive models are flexible in their word035

choices, resorting to paraphrasing and generaliza-036

tion to obtain more fluent and coherent summaries.037

Sequence-to-sequence (seq2seq) is the architecture038

of choice for abstractive models. Al-Maleh and039

Desouki (2020), for instance, apply the pointer-040

generator network (See et al., 2017) to Arabic,041

while Khalil et al. (2022) propose a more generic 042

RNN-based model. 043

There are, however, two main issues with ab- 044

stractive models as applied to Arabic. First, they 045

are trained and evaluated either on extractive 046

datasets such as KALIMAT (El-Haj and Koulali, 047

2013) and ANT Corpus (Chouigui et al., 2021), 048

or on headline generation datasets such as AHS 049

(Al-Maleh and Desouki, 2020), which only con- 050

tains short and rather extractive headlines. Second, 051

despite their state-of-the-art performance, abstrac- 052

tive models frequently generate content that is non- 053

factual or unfaithful to the original text. Maynez 054

et al. (2020) showed that English models that are 055

based on the Transformer architecture such as 056

BERT2BERT (Rothe et al., 2020) efficiently mit- 057

igate this phenomenon thanks to pretraining on 058

large corpora. Therefore, Elmadani et al. (2020) 059

finetuned a pretrained BERT using the encoder- 060

decoder architecture of BERTSUM (Liu and Lapata, 061

2019). However, only the encoder is pretrained, the 062

decoder and the connection weights between the 063

encoder and the decoder are initialized randomly 064

which is sub-optimal. 065

To address these two problems, we propose 066

AraBART, the first sequence-to-sequence Arabic 067

model in which the encoder, the decoder and 068

their connection weights are pretrained end-to-end 069

using BART’s denoising autoencoder objective 070

(Lewis et al., 2020). While the encoder is bidi- 071

rectional, the decoder is auto-regressive and thus 072

more suitable for summarization than BERT-based 073

decoders. We finetuned and evaluate our model 074

on two abstractive datasets. The first is Arabic Gi- 075

gaword (Parker et al., 2011), a newswire headline- 076

generation dataset, not previously exploited in Ara- 077

bic abstractive summarization; the second is XL- 078

Sum, a multilingual text summarization dataset for 079

44 languages including Arabic (Hasan et al., 2021). 080

AraBART achieves state-of-the-art results outper- 081

forming pretrained BERT-based models as well as a 082
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much larger model, mBART25 (Liu et al., 2020), a083

multilingual denoising auto-encoder pretrained on084

25 different languages using the BART objective.085

In section 2 we present the architecture and086

the pretraining settings of AraBART. In section087

3 we evaluate and compare AraBART against three088

strong baselines on a wide range of abstractive089

summarization datasets. Finally, we discuss related090

work in section 4.091

2 AraBART092

AraBART follows the architecture of BART Base093

(Lewis et al., 2020), which has 6 encoder and 6094

decoder layers and 768 hidden dimensions. In to-095

tal AraBART has 139M parameters. We add one096

additional layer-normalization layer on top of the097

encoder and the decoder to stabilize training at098

FP16 precision, following (Liu et al., 2020). We099

use sentencepiece (Kudo and Richardson, 2018) to100

create the vocabulary of AraBART. We train the101

sentencepiece model on a randomly sampled subset102

of the pretraining corpus (without any preprocess-103

ing) with size 20GB. We fix the vocabulary size to104

50K tokens and the character coverage to 99.99%105

to avoid a high rate of unknown tokens.106

2.1 Pretraining107

We adopt the same corpus used to pretrain108

AraBERT (Antoun et al., 2020). While Antoun109

et al. (2020) use a preprocessed version of the cor-110

pus, we opted to reverse the preprocessing by using111

a script that removes added spaces around non al-112

phabetical characters, and also undo some words113

segmentation. The use of a corpus with no prepro-114

cessing, makes the text generation more natural.115

The size of the pretraining corpus before/after sen-116

tencepiece tokenization is 73/96 GB.117

Pretraining Objective AraBART is a denoising118

autoencoder i.e. it learns to reconstruct a corrupted119

text. The noise function applied to the input text120

are the same as in Lewis et al. (2020). The first121

noise function is text infilling, where 30% of the122

text is masked by replacing a number of text spans123

with a [MASK] token. The length of the spans is124

sampled from a Poisson distribution with λ = 3.5.125

The second noise function is sentence permutation,126

where the sentences of the input text are shuffled127

based on the full stops.128

Pretraining Settings AraBART pretraining took129

approximately 60h. The pretraining was carried130

out on 128 Nvidia V100 GPUs which allowed for 131

25 full passes over the pretraining corpus. We used 132

the Adam optimizer with ϵ = 10−6, β1 = 0.9, 133

and β2 = 0.98 following Liu et al. (2019). We 134

use a warm up for 6% of the pretraining were the 135

learning rate linearly increases from 0 to 0.0006, 136

then decreases linearly to reach 0 at the end of the 137

pretraining. We fixed the update frequency to 2 and 138

we use a dropout 0.1 in the first 20 epochs and we 139

changed it to 0 in the last 5 epochs. Finally we used 140

FP16 to speed-up the pretraining. The pretraining 141

is done using Fairseq (Ott et al., 2019). 142

3 Experiments 143

3.1 Datasets 144

To evaluate our model, we use several datasets 145

that consist mostly of news articles annotated with 146

summaries with different level of abstractivness. 147

The first 7 datasets (AAW, AFP, AHR, HYT, NHR, 148

QDS and XIN) are subsets of the Arabic Gigaword 149

(Parker et al., 2011) corpus. Each one is a differ- 150

ent news source, composed of document-headline 151

pairs. In all these datasets we use a train set of 50K 152

examples, a validation set of size 5K examples and 153

a test set of size 5K examples, selected randomly. 154

The MIX dataset consists of 60K examples uni- 155

formly sampled from the union of the 7 different 156

sources. 157

In addition the Arabic Gigaword corpus, we use 158

XL-Sum (Hasan et al., 2021). The news articles 159

in XL-sum are annotated with summaries and ti- 160

tles, thus creating two tasks: summary and title 161

generation. 162

Table 1 shows that the different datasets used 163

in our experiments cover a wide range of arti- 164

cle/summary lengths and levels of abstractivness. 165

3.2 Baselines 166

We compare our model to three types of state- 167

of-the-art baselines. The first, called C2C, is a 168

monolingual seq2seq model based on BERT2BERT 169

(Rothe et al., 2020). The encoder and decoder are 170

initialized using CAMELBERT (Inoue et al., 2021) 171

weights while the cross-attention weights are ran- 172

domly initialized.1 C2C has 246M parameters in 173

total. 174

The second baseline is mBART25 (Liu et al., 175

2020) which is a multilingual BART pretrained on 176

1We experimented with ARABERT (Antoun et al., 2020)
which was slower to converge and didn’t achieve better per-
formance.
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Datasets
AAW AHR AFP HYT NHR QDS XIN MIX XL-S XL-T

Average
#tokens

document 453.3 394.2 232.8 474.0 455.9 450.6 187.2 364.5 428.7 428.7
summary 15.5 9.2 8.3 11.2 10.4 8.0 8.2 9.4 25.6 9.4

%novel
n-grams
in summary

unigrams 44.2 46.5 30.7 42.4 46.5 24.9 26.4 40.0 53.5 44.3
bigrams 78.5 78.4 63.6 78.6 80.7 46.9 48.5 72.2 85.8 81.2
trigrams 91.2 91.3 81.9 92.0 92.8 57.5 60.8 86.3 95.2 94.1

Table 1: Statistics of Gigaword subsets an XL-Sum summaries (XL-S) and titles (XL-T). The first two lines show
the average document and summary lengths. The percentage of n-grams in the summary that do not occur in the
input article is used as a measure of abstractiveness (Narayan et al., 2018a).

25 different languages including Arabic. Although177

mBART25 was initially pretrained for neural ma-178

chine translation, it was shown that it can be used179

in monolingual generative tasks such as abstrac-180

tive summarization (Kamal Eddine et al., 2021b).181

mBART25 has 610M parameters in total.182

While mBART25 is pretrained on multilingual183

corpora, we finetuned it on Arabic data only. We184

therefore, include a third multilingual baseline pre-185

trained and finetuned on multilingual data. We use186

the checkpoint2 of mT5base in the comparison on187

XL-S (summary). This checkpoint was finetuned188

on the training set of the 45 different languages189

included in the corpus. The total training size is190

1M multilingual examples shuffled together (Hasan191

et al., 2021). mT5base has 582M parameters in192

total.193

3.3 Training and Evaluation194

We finetuned each model for three epochs, using195

the Adam optimizer and 5× 10−5 maximum learn-196

ing rate with linear decay scheduling. In the gen-197

eration phase we use beam-search with beam size198

of 3.199

For evaluation, we first normalize the output200

summaries as is standard practice in Arabic: we201

removed Tatweel and diacritization, we normal-202

ized Alef/Yaa and separated punctuations. We203

report ROUGE-1, ROUGE-2 and ROUGE-L f1-204

scores (Lin, 2004). However, these metrics are205

solely based on surface-form matching and have206

limited sense of semantic similarity (Kamal Eddine207

et al., 2021a). Thus we opted for using BERTScore208

(Zhang et al., 2020), a metric based on the similar-209

ity of the contextual embeddings of the reference210

and candidate summaries, produced by a BERT-211

like model.3212

2https://huggingface.co/csebuetnlp/

3.4 Results 213

We observe in Table 2 that AraBART outperforms 214

C2C on all datasets with a clear margin. This is 215

probably a direct consequence of pretraining the 216

seq2seq architecture end-to-end. 217

AraBART also outperforms mBART25 on XL- 218

Sum which is the most abstractive dataset. On 219

Gigawords, AraBART is best everywhere except 220

on AHR with mitigated results. On QDS, however, 221

it falls clearly behind mBART25 on all metrics. In 222

fact, we notice that the gap between AraBART and 223

the baselines is greater on the XL-Sum dataset than 224

Gigaword. For instance, our model’s ROUGE-L 225

score is 2.9 absolute points higher that mBART25 226

on XL-S while the maximum margin obtained on a 227

Gigaword subset is 1.4 points on AAW and HYT. 228

We observe a tendency for AraBART to outperform 229

mBART on more abstractive datasets. In fact, the 230

margin between their BERTScores is positively 231

correlated with abstractiveness as measures by the 232

percentage of novel trigrams.4 233

On the XL-Sum dataset, AraBART also outper- 234

forms mT5 which was finetuned in multilingual 235

setup using more data (Hasan et al., 2021). 236

Figure 1 presents some examples of the output 237

of the various systems we studied. 238

4 Related Work 239

Arabic Summarization The overwhelming ma- 240

jority of past Arabic models are extractive 241

(Douzidia and Lapalme, 2004; Azmi and Al- 242

thanyyan, 2009; El-Haj et al., 2011; El-Shishtawy 243

and El-Ghannam, 2012; Haboush et al., 2012; 244

Belkebir and Guessoum, 2015; Qaroush et al., 245

mT5_multilingual_XLSum
3We use the official implementation (https://

github.com/Tiiiger/bert_score) with the follow-
ing options: -m UBC-NLP/ARBERT -l 9 (Chiang et al.,
2020)

4With a Pearson R score of 0.6625 and p-value<0.05.
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Source Model R1 R2 RL BS
AAW AraBART 30.7 15.3 27.4 62.5

mBART25 29.5 14.4 26.0 61.5
C2C 24.6 9.87 21.7 58.3

AFP AraBART 55.0 37.9 53.4 77.5
mBART25 54.8 37.3 52.8 77.2
C2C 50.0 32.2 48.4 74.8

AHR AraBART 39.1 25.4 37.7 68.2
mBART25 39.1 26.1 37.5 68.1
C2C 33.0 19.7 31.8 63.5

HYT AraBART 33.1 17.5 30.7 63.8
mBART25 32.0 16.2 29.3 63.1
C2C 27.4 11.5 25.2 59.6

NHR AraBART 32.0 17.2 30.3 61.2
mBART25 31.0 16.2 29.2 60.3
C2C 24.1 10.0 22.9 53.0

QDS AraBART 62.1 53.9 61.4 80.3
mBART25 62.4 54.1 61.7 80.4
C2C 57.9 48.9 57.4 77.3

XIN AraBART 66.0 53.9 65.1 84.4
mBART25 65.1 53.4 64.2 84.0
C2C 62.4 50.1 61.6 82.5

MIX AraBART 39.2 25.5 37.6 67.6
mBART25 39.0 25.6 37.1 67.2
C2C 32.8 19.1 31.4 62.5

XL-S AraBART 34.5 14.6 30.5 67.0
mBART25 32.1 12.5 27.6 65.3
C2C 26.9 8.7 23.1 61.6
mT5base 32.8 12.7 28.7 65.8

XL-T AraBART 32.0 13.7 29.4 65.8
mBART25 29.8 11.7 26.9 64.3
C2C 25.2 7.9 22.9 61.1

Macro AraBART 42.4 28.8 40.3 69.8
Averages mBART25 41.5 28.1 39.2 69.1

C2C 36.4 23.1 34.6 65.4

Table 2: The performance of AraBART, mBART25 and
C2C (CamelBert2CamelBert) on all datasets in terms of
ROUGE-1 (R1), ROUGE-2 (R2), ROUGE-L (RL) and
BERTScore (BS). Macro averages are computed over
all datasets.

2021; Ayed et al., 2021). Recently, seq2seq ab-246

stractive models for Arabic have been proposed247

in the literature (Al-Maleh and Desouki, 2020;248

Suleiman and Awajan, 2020; Khalil et al., 2022),249

but none of them used pretraining. Fine-tuning250

Transformer-based language models like BERT251

(Devlin et al., 2019) has been shown to help Arabic252

abstractive (Elmadani et al., 2020) and extractive 253

(Helmy et al., 2018) summarization, but unlike 254

AraBART, not all components of the model are pre- 255

trained. Readily-available multilingual pretrained 256

seq2seq models have been applied to Arabic sum- 257

marization. Kahla et al. (2021) uses mBART25 258

(Liu et al., 2020) in cross-lingual transfer setup on 259

an unpublished dataset, while Hasan et al. (2021) 260

experiment with mT5 (Xue et al., 2021) on XL- 261

Sum. Our model, tailored specifically for Ara- 262

bic, outperform mBART25 and mT5 for almost 263

all datasets despite having a smaller architecture 264

with less parameters. 265

Arabic Datasets Most available datasets for Ara- 266

bic are extractive (El-Haj et al., 2010; Chouigui 267

et al., 2021), use short headlines that are designed 268

to attract the reader (Webz.io; Al-Maleh and Des- 269

ouki, 2020), or contain machine-generated (El-Haj 270

and Koulali, 2013) or translated (El-Haj et al., 271

2011) summaries. Notable exceptions we choose 272

for our experiments are Gigaword (Parker et al., 273

2011) and XL-Sum (Hasan et al., 2021) because 274

they cover both headline and summary generation, 275

contains multiple sources, and manifest variable 276

levels of abstractivness as shown in Table 1. 277

Pretrained seq2seq models BART-based mod- 278

els have been developed for multiple language in- 279

cluding English (Lewis et al., 2020), French (Ka- 280

mal Eddine et al., 2021b) and Chinese (Shao et al., 281

2021) in addition to multilingual models (Liu et al., 282

2020). While they can be finetuned to perform any 283

language understanding or generation tasks, we 284

focus on summarization in this work. 285

5 Conclusion and Future Work 286

We release AraBART, the first sequenece-to- 287

sequence pretrained Arabic model. We evaluated 288

our model on a set of abstractive summarization 289

tasks, with different level of abstractiveness. We 290

compared AraBART to two state-of-the-art models 291

and we showed that it outperforms them almost ev- 292

erywhere despite the fact that it is smaller in terms 293

of parameters. In future work, we are planning to 294

extend the model to multitask setups to take advan- 295

tage of availability of both titles and summaries 296

in some datasets including XL-Sum, and use ex- 297

ternal knowledge sources to improve faithfulness. 298

We will also explore new directions for evaluating 299

summarization on morphologically rich languages 300

like Arabic. 301
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Ethical Considerations302

Limitations Our models are optimized for news303

text summarization; we do not expect compararble304

performance on other summarization tasks without305

additional training data.306

Risks We acknowledge that our models some-307

times produce incorrect non-factual and non-308

grammatical output, which can be misleading to309

general users.310

Data All of the data we used comes from311

reputable news agencies and do not contain312

unanonymized private information or malicious so-313

cial media content.314

Models We will make our pretrained and fine-315

tuned models available on the well known Hugging316

Face models hub5, so it can be easily used and317

distributed for research or production purposes.318
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A Example Appendix 607

Figure 1 presents some examples of the output of 608

the various systems we studied. 609
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Figure 1: Three selected examples contrasting the output of the various systems we studied. All examples are from
the XL-Sum summaries test set. We provide English translations to provide context for the general readers.
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