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ABSTRACT

Instrumental Variable (IV) regression is an established technique for estimating
causal effects in the presence of unobserved confounders. A core IV assumption is
that we have access to an external variable—called the instrument—which directly
influences the treatment variable. In this work, we consider a more challenging
yet realistic setting

To overcome this prob-
lem, we leverage insights from the Independently Modulated Component Anal-
ysis (IMCA), which is a framework that relaxes the independence assumption
in Independent Component Analysis (ICA). Specifically, we propose a general
contrastive learning framework to recover the up to an affine trans-
formation which may be related to the instrument by a (non-)linear function. We
prove that the recovered representation is compatible with standard IV techniques.
Empirically, we demonstrate the effectiveness of our method using control func-
tion and two-stage least squares (2SLS) estimators and evaluate the robustness of
the learned estimators in distribution shift setting.

1 INTRODUCTION

Conventional supervised learning techniques, such as empirical risk minimization (ERM), are
widely used to model relationships between features and outcomes. To correctly capture causal ef-
fects of the predictors, these methods rely on the assumption that the residuals of the target variable
are independent of the features. This assumption, however, does not generally hold. Consider a set-
ting where we observe a treatment X and an outcome Y which can be expressed as Y = fo(X) +¢,
with E[e] = 0 but E[¢|X] # 0. Such a data generative mechanism violates the standard assumption
that the noise is independent of the features, leading to E[Y'|X] # fo(X). Thus, classical super-
vised learning methods fail to recover the true causal effect. To address this, Instrumental Variable
(IV) regression (Imbens & Angrist, 1994) assumes the observation of an instrument that affects the
outcome only through the treatment variable and is thus independent from the residuals. While
originally formulated for linear functions fj, nonparametric approaches to IV regression (Newey &
Powell, 2003; Ai & Chen, 2003; Darolles et al., 2011) have emerged. Nonparametric instrumental
variable (NPIV) regression is often categorized into two larger areas which consist of conditional
moments methods (Bennett et al., 2019; Saengkyongam et al., 2022; Zhang et al., 2023; Bennett
et al., 2023) that aim to solve a min-max optimization problem exploiting the independence of in-
strument and residuals, and two-stage estimators (Newey & Powell, 2003; Hartford et al., 2017;
Chen & Christensen, 2018; Singh et al., 2019; Meunier et al., 2024) that first estimate the relation
between instrument A and treatment X and then regress the outcome Y based on the estimation
result of stage one. The latter approach has its roots in two-stage least squares (2SLS) (Angrist &
Imbens, 1995) discussed in Section 2.

la

Prior works in causal inference
have also considered high-dimensional structured treatments, including text, images (Kaddour et al.,
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Figure 1: On the left (a) we show the causal graph corresponding to our assumed data generative
mechanism, where Z is the , X the observed potentially high-dimensional treatment,
A the observed instrument variable, Y the outcome, and € represents the unobserved confounder
(sometimes implicit in €). The right plot (b) provides an overview of our method InfolV that learns
an encoder v inverting go in Phase 1 (example picture from dSprites (Matthey et al., 2017)) and

supplements the estimated Z to either 2SLS or a control function approach in Phase 2.

2021) or even graphs (Harada & Kashima, 2021). Most closely related to our setting are deep fea-
ture IV (DFIV) (Xu et al., 2021) and REP4EX (Saengkyongam et al., 2024). DFIV follows the
2SLS approach whereas the regression steps are performed through deep neural networks which are
jointly optimized. REP4EX tackles a similar setting as shown in the graph in Figure la with the
requirement that the function from A to Z is linear. Under these assumptions, REP4EX learns a
representation of Z based on an autoencoder and adapts a control variable approach (Newey et al.,
1999) to perform intervention extrapolation—connecting to a large body of work that studies causal
approaches for out-of-distribution prediction (Rojas-Carulla et al., 2018; Arjovsky et al., 2019; Do-
minik Rothenhéusler et al., 2021; Shen & Meinshausen, 2024). In this paper, our goal is to both be
able to handle nonlinear relations between instrument A and latent variable Z, as well as to allow
for potentially high-dimensional treatments X that are the result of a nonlinear mixing of the

Z. To address this challenge, we connect instrument variables with causal representation
learning.

Similarly to IV regression, the field of causal representation learning (CRL) (Scholkopf et al., 2021)
often relies on some extra information such as an observed auxiliary variable to learn representa-
tions that are suitable for performing causal downstream tasks. A core problem in CRL is nonlin-
ear independent component analysis (ICA) (Hyvirinen et al., 2001; 2024), which aims to recover
independent sources Z from nonlinearly mixed signals X. A central question in ICA is that of
identifiability—whether the sources can be recovered from observational data alone. This task is
not feasible without additional assumptions on the data generative process (Hyvirinen & Pajunen,
1999). For contrastive learning, (blockwise) identification results have been derived by leveraging
self-supervision (Zimmermann et al., 2021; Von Kiigelgen et al., 2021), multi-modality (Daunhawer
et al., 2023), or multi-view data (Gresele et al., 2020; Yao et al., 2024; Heurtebise et al., 2025). More
closely related to our problem are frameworks relying on auxiliary variables. Just as an instrumental
variable enables identification of a causal effect, identifiability of nonlinear ICA can be achieved by
introducing an auxiliary variable (Khemakhem et al., 2020a, iVAE), under the assumption that the
latent variables are independent conditioned on the auxiliary. Potential examples for such an auxil-
iary variable include, e.g., the time index or the history in temporal data, as well as the class label
in a classification context (Hyvérinen et al., 2019).
Wu & Fukumizu. 2022
Xu et al., 2024

The key idea of our approach is simple yet powerful. We show that under weak assumptions, in-
struments A can be equivalently used as auxiliary variable to recover the Z up to a
linear transformation from X via nonlinear ICA (see Figure 1b). Despite this indeterminacy, the
recovered latents can then be plugged into standard approaches based on 2SLS, as well as control
functions to estimate the causal effect of X on Y, providing a general framework for a range of
NPIV approaches. We further show that suitable latent representations can be learned by adopting
contrastive learning—in particular the popular InfoNCE objective (van den Oord et al., 2019). An-
other twist to our approach is that we do not require the strong independence assumption of ICA,
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which would restrict the types of confounding that we can account for. Instead, we opt to ground our
work in Independent Modulated Component Analysis (IMCA) (Khemakhem et al., 2020b), which
provides us with weaker assumptions on the data generative process. To showcase the capabilities of
this approach, we introduce our method, called InfolV, and benchmark it in terms of representation
learning capabilities both for tabular and image data. Further, we instantiate it via 2SLS and control
functions for causal effect estimation and extrapolation, respectively.

The remainder of the paper is organized as follows. In Section 2, we review IV regression. Sec-
tion 3 links IV regression to representation learning. Subsequently, in Section 4, we propose InfolV,
show its suitability for IV regression and discuss how to instantiate it for 2SLS and control function
approaches. In Section 5, we empirically evaluate InfolV, and we conclude in Section 6.

2 INSTRUMENT VARIABLE REGRESSION

Instrument variable (IV) regression assumes that we observe a treatment X € X C R4* and an
outcome Y € Y generated according to the following structural causal model (SCM)

Y = fo(X) +e¢, (D

where fy denotes the structural function and ¢ is a residual term with zero mean and finite vari-
ance. In contrast to the standard supervised learning setting—where ¢ are assumed to be i.i.d. and
independent of X—the I'V framework allows for the presence of confounder, which implies that the
residual term is correlated with the treatment, i.e., E[e| X] # 0. In this case, regressing Y on X does
not generally identify the true structural function, since fo(z) # E[Y|X = z]. To account for the
confounding variable, we assume that we observe an instrument variable A € R4 which satisfies
the following conditions.

Assumption 2.1. An instrument A € R4 satisfies the following conditions: (i) (Relevance), i.e.,
P(X|A) is not constant in A. (ii)

Based on Assumption 2.1 the ground-truth structural function satisfies E[Y|A4] = E[fo(X)|A],
which allows us to derive the following prominent result, which we recite for completeness.

Theorem 2.2 (Newey & Powell (2003)). Assume X, Y generated according to Equation (1), and let
A be an instrument satisfying Assumption 2.1. Further assume that the distribution of X conditional

on A is exponential. Then, if fo and f are differentiable, E[fo(X)|A] = E[f(X)|A] implies fo = f.

Simply put, if an estimator f reproduces the ground-truth conditional expectation of the structural
function given A, then it coincides with fy. Since directly minimizing this conditional expectation
is generally ill-posed (Nashed & Wahba, 1974), more practical estimators have been derived.

Two-stage Least Square Estimator. To solve for this problem, Newey & Powell (2003) propose
to use a two-stage least square (2SLS) regression (Angrist & Imbens, 1995) to optimize the following
optimization problem:

= argin £(7), - £07) = By al(Y - BLCOIA)) @)

A common approach is to parametrize the structural function as fo(z) = 67 f(x) where 6 is a learn-
able coefficient vector and f(z) is a dictionary of functions (Newey & Powell, 2003; Blundell et al.,
2007; Chen & Christensen, 2018). In the first stage, 2SLS estimates E[f (X )| A] by regressing f(X)
on A, and in the second stage the coefficient vector 6 is obtained from the closed-form solution of the
linear regression of Y on the estimated E[f (X )| A]. In a linear 2SLS setting the chosen dictionary is
the identity f(z) = x while more flexible methods like Kernel IV (Singh et al., 2019) leverage non-
linear functions in reproducing kernel Hilbert spaces (RKHS). Those methods, however, suffer from
limited expressivity since the dictionary is pre-defined. To address this limitation, DeepIV (Hartford
etal., 2017) proposes to leverage neural networks in both stages: first to approximate the conditional
distribution of X given A, and second to approximate the structural function. Bennett et al. (2019)
have shown that those methods usually fail in a high-dimension setting, for example when X is an
image. Another approach, deep feature IV (DFIV) overcomes some of this limitations by jointly

!The code is attached to the submission and will be made publicly available upon acceptance.



Under review as a conference paper at ICLR 2026

optimizing both networks (Xu et al., 2021), yielding an advantage compared to fixed-feature estima-
tors (Kim et al., 2025). To avoid the problem of having to learn a powerful conditional generative
model, we instead propose to approximate the conditional distribution in the latent space.

Control Function Estimator. While 2SLS ignores the residual variation, the control function
approach explicitly models the endogenous noise associated with the treatment and uses it as an
additional regressor in the outcome model. For intuition, consider the SCM in Equation (1) and
assume we observe an instrument A that satisfies the conditions in Assumption 2.1. Further, suppose
that the treatment and outcome are confounded through a residual term, i.e., X := h(A)+V, where
the residual term of Y is ¢ := I(V') 4+ n. Thus, the conditional expectation of Y given X and V
yields:

EY | X, V] =E[fo(X) +1(V) +n| X, V] = fo(X) +1(V), 3)

since E[n | Z, V] = 0. This equality motivates the control function method. First, we regress X on
A to obtain the predicted component X4 = E[X | A], analogous to the first stage of 2SLS. Then,
because A L V, the residuals can be consistently estimated as Vi=X- X, Finally, we perform
an additive regression of ¥ on X and V to estimate fo and [. In particular, Newey et al. (1999)
showed that, under the assumption that f; and [ are differentiable, the ground-truth causal effect
fo can be recovered up to an additive constant. Further, Saengkyongam et al. (2024) show that the
control function approach could be leveraged in order to perform extrapolation over unseen values
of A, under the assumption that treatment X and instrument A are linearly related. In comparison
to 2SLS, however, the has to be available at test time.

3 DATA GENERATIVE PROCESS

In contrast with the classic IV setting introduced previously, we consider a representation-based
variant where the treatment X € &’ is high-dimensional and admits a lower-dimension latent repre-
sentation Z € Z C R%2. The outcome Y € ) C R only depends on treatment X through latent
factors Z and an instrument variable A € A C R%4 is observed. A summary of the corresponding
causal graph is provided in Figure 1a. Throughout the paper, we assume that our data are generated
according to the following SCM:

S {Y: fo(Z) + e, @

where ¢ is a residual term with zero mean and finite variance but correlated with latent factors Z,
ie,Ele|Z] # 0, go : Z — X is a nonlinear injective mixing function, and fy : Z — R is the
structural function. Since Z is not observed, our first goal is to recover the Z up to
some indeterminacy exploiting the instrument A as an auxiliary variable.

3.1 INSTRUMENT- AND AUXILIARY VARIABLES

It is well-known that in the general case, nonlinear ICA is infeasible (Hyvérinen & Pajunen, 1999),
however, the instrument variable setting as introduced before assumes the observation of a variable A
with direct causal influence on Z. Similarly, the nonlinear ICA literature often relies on an observed
auxiliary variable Hyvirinen et al. (2019) with direct causal influence on latent variable to guarantee
its identifiability. We build upon theory from Khemakhem et al. (2020a;b) to show that the

Z can be recovered up to an affine and pointwise transformation, with a few assumptions on
the distribution of Z which are compatible with the general IV framework. Let us define an encoder
¢ : X — Z, typically parametrized as a neural network, whose goal is to approximate the inverse
mixing function gq ! We define affine identifiability as (introduced in Saengkyongam et al. (2024)):

Definition 3.1 (Latent Identifiability). We say that the Z are identified up to an affine
transformation and pointwise transformation if there exist an encoder ¢ : X — Z such that:

pogo(z) =RT(z)+c,Vze Z

with T a pointwise function, R an invertible matrix and ¢ € R9Z.
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While classic identifiability results usually rely on the mutual independence of the Z components
when conditioned on A, which would restrict the types of confounding that we can consider, we
build upon the results of Khemakhem et al. (2020b), who proof identifiability in a more general
exponential factorial case. Let us first define the conditional exponential family.

Definition 3.2 (Conditional Exponentially Factorial Distribution). We say that a multivariate ran-
dom variable Z is conditional exponentially factorial if its conditional density has the form

dz
pra(zla) == p(z) exp (Z Ty(z:) " Ai(a) — F(a)> , (5)

where T} : R — R are called the sufficient statistics.

Remark 3.3. Note that the base measure p(z) captures the part of the variation in Z not explained
by A, i.e., the confounding. Due to this component, we do not have to assume that the components
in Z are conditionally independent given A. Further, the distributional assumption is rather general,
as the exponential family includes a lot of classic distributions like Gaussian, Binomial, Beta and
Chi-deux.

Next, we show that under these model assumptions, we can extend the identification result of Khe-
makhem et al. (2020b) to our instrument variable setting, and show that InfoNCE (van den Oord
et al., 2019) is a suitable loss to train an encoder satisfying Definition 3.1.

4 INFOIV

glor the. data g?nerative process (1eﬁnec11l in Algorithm 1: InfolV (Sketch)

e previous section, we propose a two-phase - -

method to perform IV regression and extrap- input : Data drawn fron-1 P(A, X ’,Y)
// Phase 1 (Representation Learning)

olation which we sketch in Algorithm 1. In ok T .
Phase 1, the instrument A is used as an auxil- Obtain ¢*, W* = arg ming v Lnce (¢, 9)

iary variable to recover the sufficient statistic of 2 Estimate latent variable Z = ¢ (X)

the latent variable Z up to an invertible affine  // Phase 2a (2SLS)

transformation (cf. Section 4.1). Specifically, 3 Estimate E[ Z| A]— obtaining Za
rastive loss nspired from IfoNCE (van den * ESUmate fo from the regresson of ¥ on Z
Oord et al., 2019), for which we prove that // Phase 2b (Control Function)
it identifies the true inverse mixing function
go " up to an affine transformation and coor- ¢ Obtain V = Z — Z,

dinatewise nonlinearities defined by the suffi- Estimate fo,i from the additive regression
cient statistics. Subsequently, in Section 4.2, of Y based on Z and V

we show that we can leverage the learned rep-
resentations for a 2SLS approach (Phase 2a), as
well as for extrapolation (Section 4.3) via the control function approach (Phase 2b) similar to the
autoencoder-based method proposed by Saengkyongam et al. (2024). The overall workflow of In-
folV is also sketched in Figure 1b.
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4.1 RECOVERING SUITABLE REPRESENTATIONS FOR IV REGRESSION

To recover Z up to a permutation suitable for IV regression, we train an encoder ¢ to maximize the
similarity between our estimated latent representations 2z := ¢(z) and its corresponding instrument
a. Accordingly, we modify the well-known InfoNCE loss as follows:

(X)W A/

ZANPA e~ (X )WA/T |’

Lnce(p, W) =Ea x |—log (6)

where W is a learnable matrix € R92*94 and 7 is the temperature.

We show that under assumptions of sufficient variability of Z w.r.t. the auxiliary variable A, upon
convergence of the loss, the corresponding encoder weakly identifies the Z.
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Theorem 4.1. Let the conditional Z | A follow the conditional factorial distribution introduced in
Definition 3.2, with parameters (T, \). Further, let go : Z — X be a (non-linear) injective mixing
Sunction and X := go(Z). Consider that the following conditions hold:

1. The sufficient statistic T(z) = (T;(2;))%2, is differentiable almost everywhere.

2. There exist dz + 1 distinct points u°, ..., u%? such that the matrix
Ly(u) = (A(u) = XuO), ..., \(u™) — Mu)) is invertible.

3. We train ¢* an encoder with universal approximation capability and W* € R%2*%4 op the
loss stated in Equation (6).

Then in the limit of infinite data, ¢*(X) identifies Z up to an invertible linear transformation and
pointwise nonlinearities defined by its sufficient statistics.

Remark 4.2. Hyvérinen et al. (2019) introduce a related contrastive loss that enables weak identifi-
cation of latent variables under the same assumptions. Their method trains a logistic regression head
on top of the encoder, using as input both the learned latent representation and the instrument, in
order to discriminate between positive pairs (sampled from the joint distribution) and negative pairs
(sampled independently). The weak identifiability of this approach in the general conditional expo-
nentially factorial distribution was established by Khemakhem et al. (2020b). In contrast, we show
experimentally that our method based on the InfoNCE loss converges faster. We hypothesize that
this improvement arises because, at each SGD iteration, our approach compares each point against
all other negative pairs within the batch, making it computationally more stable.

4.2 INFOIV-2SLS

The previous result establishes that we can recover the up to an invertible linear
transformation of the sufficient statistic in the conditional exponential case. We now show that this
level of indeterminacy suffices to uniquely identify the causal effect, by extending Theorem 2.2
(Newey & Powell, 2003).

Lemma 4.3. Let (Z,Y) be generated according to Equation (4). Suppose we observe an instrument
A that satisfies Assumption 2.1 with respect to Z. Let T be differentiable almost everywhere, R an
invertible matrix, and c a vector, defining a mapping 7 : R4 — R%2 by 7(z) = RT(z) + c. Then:

Elfo(Z) | A|=E[fo7(2) | A] = fo=for (7

Proof. Since R is invertible and 7' is differentiable almost everywhere, the mapping 7 is differ-
entiable almost everywhere as well. Hence, both fy and f o 7 are differentiable and satisfy the
conditions of Newey & Powell (2003). By the completeness property of the exponential family, the
conditional expectation equality implies the functional equality, establishing the claim. O

In summary, Theorem 4.1 and Lemma 4.3 ensure that 2SLS approaches are applicable on the learned
representation that we recover based on the loss stated in Equation (6). Additionally to standard IV
assumptions, A has to fulfill the IMCA assumption with respect to Z (Definition 3.2). As outlined
in Algorithm 1, we first train the encoder and subsequently perform 2SLS. In practice, we perform
both regression steps independently with neural networks.

4.3 INFOIV-CF

We now show that Phase 1 of InfolV also recovers suitable features for extrapolation tasks, where
we aim to predict the result of an intervention on an action variable A, when this intervention was
not observed in the training support. Using do-notation (Pearl, 2009), this corresponds to estimating
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E[Y|do(A := a*)]. In particular, we build upon the results of Saengkyongam et al. (2024) who relied
on an autoencoder trained via moment constraints to obtain the . Saengkyongam et al.
(2024) show that one can extrapolate over unseen values of A if we restrict the effect of A on Z to
be linear. In particular, let us consider the following SCM:

7 = MOA+V
S1: 4 X :=g0(2) 9)
Y= fO(Z) + Z(V) +&,

with A 1L V, e whose support’s interior is convex. Here, ¢ is a noise term with zero mean and finite
variance independent from Z. We further assume M, € R?2*94 to be full-rank and gy injective.
Note that in comparison to Equation (4), the dependence to the confounder V' is modeled explicitly,
while previously it was absorbed in the noise term.

Most relevant for us is that Saengkyongam et al. (2024) show that if we can train an encoder ¢ that
recovers Z up to an affine-transformation, then one can leverage the control function approach to
estimate the true causal-effect f; and perform extrapolation on A, i.e., estimate E[Y |do(A := a*)]
for all a* € A? Consequently, we need to show that we can recover the Z up to an
affine-transformation for the SCM above.

Corollary 4.4. Assume Z := MoA + V with My full-rank and V.~ N(0,%). Let X = go(Z)
with go an injective function. Assume that there exist dz + 1 linearly independent distinct points
in supp(A). Then, in the limit of infinite data an encoder ¢* trained to minimize loss Equation (6)
provides a consistent estimator of Z up to an invertible affine transformation.

As can be noted, in comparison to 2SLS, we need to restrict the function from A to Z to be linear
and need to add some distributional assumptions to ensure that the extrapolation task is well-defined.
Similar to 2SLS, all regression steps are performed independently based on neural networks. This
concludes our theoretical results. Next, we empirically evaluate the different components of InfolV.

5 EXPERIMENTS

In the following, we compare InfolV to state-of-the-art approaches for IV regression for tabular
and image data, and extrapolation, as well as evaluate InfolV purely for representation learning.
We start with the tabular setting (Section 5.1), then we evaluate our approach on a synthetic image
experiment (Section 5.2), and last we evaluate its extrapolation capacity (Section 5.3).

5.1 SIMULATING ON CORRELATED CONFOUNDING

For the experiments shown in Figure 2a and Table 1, we simulate data according to the follow-
ing data-generating process. The instrumental variable A is drawn independently from a uniform
distribution. The latent variable Z is then generated according to a conditionally exponential fam-
ily distribution as defined in Definition 3.2: Z := fi(A) + diag (61(A),...,5a,(A))e, where
e ~ N(0,%) is sampled independently of A. The functions fi and &; are nonlinear mappings
R4 — R?Z implemented as randomly initialized neural networks.

Here, ¢ corresponds to the base measure 1(z), i.e., the part of the variation in Z not explained by A.
In particular, if we enforce conditional independence of the components of Z given A, we set X to
be diagonal, so that € follows an isotropic Gaussian distribution. Since we consider a more general
case, we instead draw X as a symmetric positive-definite matrix. The observed treatment is then
defined as X := ¢o(Z), where go is a neural network with enforced injectivity. Finally, the outcome
variable is generated as Y := fo(Z) + pRe + 7, where R € R?Z is a vector, 7 is Gaussian noise,
and p € [0, 1] is a parameter controlling the strength of confounding. Additional details about the
data-generating process are provided in Section B.2. Prior to all experiments, we evaluate and fix
the temperature 7 of the InfoNCE loss as described in Section B.4.

?For completeness, we recite a shortened version of their theorem in Section A.1.
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(a) Average MCC (latent recovery). (b) Average R? (extrapolation task).

Figure 2: [Latent Recovery] On the left (a), we show the results for latent recovery in terms of MCC
(higher is better) for the experiment described in Section 5.1.1. The plot on the right (b) shows the
recovery of the latent features in terms of R? in comparison to MMR (used within REP4EX) for the
experiment described in Section 5.3.

5.1.1 RECOVERING LATENT FEATURES

We first evaluate Phase 1 of InfolV, i.e., we evaluate how well we can recover the latent factors by
exploiting the instrument A as a proxy variable. As detailed in Section 4.1 this step is performed
by minimizing an adaptation of the InfoNCE loss tailored to our setting. We further ablate our
method by adding a decoder and a reconstruction term to the loss (cf. Section B.4). Both variants
are benchmarked against two baselines: iVAE (Khemakhem et al., 2020a) and vanilla auxiliary
contrastive learning (vACL) (Hyvérinen et al., 2019), whose descriptions and implementation details
are provided in Section B.1. An advantage of our method is its efficiency: it requires training only
a matrix of dimension dz X d4 on top of the encoder, unlike most latent identification methods
that require training a decoder (Khemakhem et al., 2020a; Saengkyongam et al., 2024) or a logistic
regression head (Hyvirinen et al., 2019).

We sample 20 datasets with 5,000 data points each, where we set the dimensions d of the involved
variables so that d; = 8,d4 = 10, and dx = 12. Each method is trained for 50 epochs and we
report the mean correlation coefficient (MCC) of the estimated latent variables with the ground-
truth Z after aligning them with the optimal affine transformation.

The results are shown in Figure 2a. We see that our InfoNCE
variant to perform Phase 1 of Algorithm | outperforms both iVAE and vACL. Our ablation study in
which we add a decoder and a reconstruction term to the loss, provides additional benefits, increasing
the mean MCC by approximately 0.015. While helping in terms of reconstruction, however, we
observe that increasing the weight for the reconstruction term decreases the performance for the
estimation of causal effects, as shown in Section B.4.

5.1.2 RECOVERING CAUSAL EFFECT

Once the latent variable is recovered up to an acceptable indeterminacy, we proceed to estimate the
causal effect. In particular, we always train for 50 epochs in Phase 1. To estimate the causal effect,
we proceed in two stages: First, we regress the estimated on the instrument A to
obtain a proxy latent. Second, we regress this proxy variable on the outcome Y to recover the causal
effect. In both stages, we train neural networks using the standard mean squared error (MSE) loss
(cf. Section B.4). To evaluate the ability of our method to recover the true causal effect, we compute
the out-of-sample mean squared error (0.0.s. MSE), defined as

1o, .
MSEoos = — > [l = fo(=)II*, (10)
=1

where §j; denotes the models prediction and fy(z;) the ground-truth unconfounded outcome
. We generate 10 datasets for each confounder strength p € {0.1,0.5,1}
generating 5, 000 datapoints each.

We compare InfolV-2SLS to the state-of-the-art for nonparametric IV regression, i.e. KIV (Singh
et al., 2019), DeepGMM (Bennett et al., 2019), and DFIV (Xu et al., 2021) and show the results in
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Method p=0.1 p=0.5 p=1

DeepGMM (1.11 4 0.08) x 1073 (4.44 4+ 0.12) x 1073 (5.254+0.10) x 1073
DFIV (4.494+0.07) x 10~% | (1.134+0.07) x 1073 | (1.73+0.15) x 1073
KIV (1.11 £ 0.06) x 10™3 (1.17 4+ 0.08) x 1073 (1.194+0.07) x 10~ 2
InfolV-2SLS (ours) | (1.11+£0.12) x 103 (2.24 £+ 0.30) x 1072 (3.35 £ 0.30) x 102

Table 1: MSE, s results (mean =+ std) across different p values (confounder strength). Each method
is trained for 100 epochs on 5,000 data points. Bold values indicate best performance per column.
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Figure 3: [Left] Figure (a) shows the performance for causal effect estimation on the dSprites ex-
ample in terms of mean MSE,;. InfolV-2SLS clearly outperforms the baselines. [Right] Figure
(b) show the result on the extrapolation task with increasing shift v. We compare InfolV-CF to
REP4EX, an oracle and a naive baseline (ERM). InfolV-CF is on par with REP4AEX up to v = 4.

Table 1. We note that although the second phase of InfoIV-2SLS is not highly optimized in com-
parison to the baselines, our method still achieves comparable results.

When moving to image data, in the next
section, we showcase the advantages of InfolV-2SLS.

5.2 IV REGRESSION ON IMAGE DATA

To evaluate our method in the context of high-dimensional treatments, we conduct experiments on
the dSprites dataset (Matthey et al., 2017), where each 64 x 64 image is described by five latent
factors: scale, rotation, shape, x-position, and y-position. In our setup, the treatments X are the
images, while the outcome Y is a scalar function of the latent factors Z, confounded by the y-
position variable (details are provided in Section B.3).

We compare InfolV-2SLS to DeepGMM Bennett et al. (2019) and DFIV Xu et al. (2021). We
adapt the same training procedure for Phase 1 (train for 50 epochs). We used convolution layers
for feature extractor, all methods were run with a similar architecture. Each method on 5,000 data
points. We trained InfolV-2SLS and DFIV for 100 epochs and DeepGMM for 50 epochs since
it tended to overfit quickly. Results are reported over 10 different random seeds and for different
confounding strength. We observe that our method outperforms both DFIV and DeepGMM by
orders of magnitude, while DeepIV and KIV failed to converge to reasonable solutions and are
therefore excluded from the plot.

5.3 EXTRAPOLATION

We also evaluate our method in the REP4EX setting (Saengkyongam et al., 2024), where we as-
sume linearity between features and instrument. Particularly, we evaluate the capacity of the con-
trol function approach to perform extrapolation. We sample data according to the SCM provided
in Equation (9), where gg is an injective neural network, fo and [ are MLPs, M, is a full-rank
matrix and V' and € are uncorrelated Gaussian noise variables. For the training data, we sample
A ~U([-1,1]%4), where d4 = 10,dz = 8, and dx = 12. We follow the control function approach
described in Section 4.3 and evaluate the learned causal effect on an extrapolation task where we
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sample A ~ U([—(y+1),v+1]) withy € {0, 1, 8}. We sample 5 datasets with 10, 000 observations
each and apply InfoIlV-CF, REP4EX, and ERM with L? loss as a naive baseline. Both InfolV-CF
and REP4EX are trained for 50 epochs each in all phases. The results are shown in Figure 3b. We
see that the representations learned by InfolV are suitable for extrapolation via the control func-
tion approach—strongly outperforming the naive baseline while only being slightly outperformed
by the specialized method REP4EX for shifts larger than 4. We also provide some example plots for
extrapolation in Section B.5.

We also verify that our InfoNCE loss satisfies the affine identifiability assumption necessary to
perform extrapolation (cr. Figure 2b). We compare it to the MMR loss employed by REP4EX,
which is outperformed by both of our variants based on InfoNCE.

6 DISCUSSION AND CONCLUSION

In this paper, we study a representation-based setting for instrumental variable regression
Within

this setting, we proved the suitability of a two-phase approach in which we first recover the

of the treatment up to an affine transformation via a variant of contrastive learning that
leverages the instrument as an auxiliary. We implement our method, InfolV, which exploits the
learned for IV regression via 2SLS, and for extrapolation based on a control function
approach in Phase 2 of InfoIV. To recover the latent factors in Phase 1, we adapt the InfoNCE loss
to our setting. Through an extensive empirical evaluation, we demonstrate that InfolV is on par with
state-of-the-art 2SLS approaches on tabular data while having an advantage on image data. Further,
we demonstrate that InfolV can be used for extrapolation, being only marginally outperformed by
REP4EX specializing on this task.

For future work, we aim to evaluate the extrapolation capacities of InfolV on vision datasets, as
well as explore more principled approaches for 2SLS such as DFIV in Phase 2 of our approach.

Khemakhem et al., 2020a

Reproducibility Statement. To ensure reproducibility of our work, we followed common guide-
lines and ensured to run each experiment with multiple seeds, attached the code as a supplementary
file to the submission, and provide details to the experimental setup as well as the hyperparameters of
InfolV and all baselines in Appendix B. All proofs of theoretical claims are provided in Appendix A.

REFERENCES

Chunrong Ai and Xiaohong Chen. Efficient estimation of models with conditional moment restric-
tions containing unknown functions. Econometrica, 71(6):1795-1843, 2003.

Joshua D Angrist and Guido W Imbens. Two-stage least squares estimation of average causal effects
in models with variable treatment intensity. Journal of the American statistical Association, 90
(430):431-442, 1995.

Martin Arjovsky, Léon Bottou, Ishaan Gulrajani, and David Lopez-Paz. Invariant risk minimization.
arXiv preprint arXiv:1907.02893, 2019.

Adin Ben-Israel. The change-of-variables formula using matrix volume. SIAM J. Matrix Anal.
Appl., 21(1):300-312, 1999. doi: 10.1137/S0895479895296896.

Andrew Bennett, Nathan Kallus, and Tobias Schnabel. Deep generalized method of moments for
instrumental variable analysis. Advances in neural information processing systems, 32, 2019.

Andrew Bennett, Nathan Kallus, Xiaojie Mao, Whitney Newey, Vasilis Syrgkanis, and Masatoshi
Uehara. Minimax instrumental variable regression and [_2 convergence guarantees without iden-
tification or closedness. In The Thirty Sixth Annual Conference on Learning Theory, pp. 2291—
2318. PMLR, 2023.

10



Under review as a conference paper at ICLR 2026

Richard Blundell, Xiaohong Chen, and Dennis Kristensen. Semi-nonparametric iv estimation of
shape-invariant engel curves. Econometrica, 75(6):1613-1669, 2007.

Xiaohong Chen and Timothy M Christensen. Optimal sup-norm rates and uniform inference on
nonlinear functionals of nonparametric iv regression. Quantitative Economics, 9(1):39-84, 2018.

Serge Darolles, Yanqin Fan, Jean-Pierre Florens, and Eric Renault. Nonparametric instrumental
regression. Econometrica, 79(5):1541-1565, 2011.

Imant Daunhawer, Alice Bizeul, Emanuele Palumbo, Alexander Marx, and Julia E Vogt. Iden-
tifiability results for multimodal contrastive learning. In The Eleventh International Confer-
ence on Learning Representations, 2023. URL https://openreview.net/forum?id=
U_2kuqgoTcB.

Nicolai Meinshausen Dominik Rothenhéusler, Peter Biithimann, and Jonas Peters. Anchor regres-
sion: heterogeneous data meet causality. Journal of the Royal Statistical Society Series B: Statis-
tical Methodology, 83(2):215-246, 2021.

Luigi Gresele, Paul K Rubenstein, Arash Mehrjou, Francesco Locatello, and Bernhard Scholkopf.
The incomplete rosetta stone problem: Identifiability results for multi-view nonlinear ica. In
Uncertainty in Artificial Intelligence, pp. 217-227. PMLR, 2020.

Shonosuke Harada and Hisashi Kashima. Graphite: Estimating individual effects of graph-
structured treatments. Proceedings of the 30th ACM International Conference on Information
and Knowledge Management (CIKM ’21)., 2021.

Jason Hartford, Greg Lewis, Kevin Leyton-Brown, and Matt Taddy. Deep IV: A flexible approach
for counterfactual prediction. In International Conference on Machine Learning, pp. 1414—-1423.
PMLR, 2017.

Ambroise Heurtebise, Omar Chehab, Pierre Ablin, Alexandre Gramfort, and Aapo Hyvérinen. Iden-
tifiable multi-view causal discovery without non-gaussianity. CoRR, abs/2502.20115, 2025. URL
https://doi.org/10.48550/arXiv.2502.20115.

Aapo Hyvirinen, Jarmo Hurri, and Patrik O Hoyer. Independent component analysis. In Natural
Image Statistics: A Probabilistic Approach to Early Computational Vision, pp. 151-175. Springer,
2001.

Aapo Hyvirinen, Ilyes Khemakhem, and Ricardo Monti. Identifiability of latent-variable and
structural-equation models: from linear to nonlinear. Annals of the Institute of Statistical Mathe-
matics, 76(1):1-33, 2024.

Aapo Hyvirinen and Petteri Pajunen. Nonlinear independent component analysis: Existence and
uniqueness results. Neural Networks, 12(3):429-439, 1999.

Aapo Hyvirinen, Hiroaki Sasaki, and Richard E. Turner. Nonlinear ica using auxiliary variables and
generalized contrastive learning. Proceedings of the 22nd International Conference on Artificial
Intelligence and Statistics (AISTATS), 89, 2019.

Guido W Imbens and Joshua D Angrist. Identification and estimation of local average treatment
effects. Econometrica, 62(2):467-475, 1994.

Jean Kaddour, Yuchen Zhu, Qi Liu, and Matt J. Kusner. Causal effect inference for structured
treatments. 35th Conference on Neural Information Processing Systems (NeurlPS 2021)., 2021.

Ilyes Khemakhem, Diederik P. Kingma, Ricardo Pio Monti, and Aapo Hyvirinen. Variational au-
toencoders and nonlinear ica: A unifying framework. Proceedings of the 23rd International
Conference on Artificial Intelligence and Statistics (AISTATS), 108, 2020a.

Ilyes Khemakhem, Ricardo Monti, Diederik Kingma, and Aapo Hyvarinen. Ice-beem: Identifiable

conditional energy-based deep models based on nonlinear ica. Advances in Neural Information
Processing Systems, 33:12768—-12778, 2020b.

11


https://openreview.net/forum?id=U_2kuqoTcB
https://openreview.net/forum?id=U_2kuqoTcB
https://doi.org/10.48550/arXiv.2502.20115

Under review as a conference paper at ICLR 2026

Juno Kim, Dimitri Meunier, Arthur Gretton, Taiji Suzuki, and Zhu Li. Optimality and adaptivity of
deep neural features for instrumental variable regression. In The Thirteenth International Confer-
ence on Learning Representations, 2025. URL https://openreview.net/forum?id=
ReItdfwMcg.

Loic Matthey, Irina Higgins, Demis Hassabis, and Alexander Lerchner. dsprites: Disentanglement
testing sprites dataset. https://github.com/deepmind/dsprites-dataset/, 2017.

Dimitri Meunier, Zhu Li, Tim Christensen, and Arthur Gretton. Nonparametric instrumental regres-
sion via kernel methods is minimax optimal. arXiv preprint arXiv:2411.19653, 2024.

M.Z Nashed and Grace Wahba. Generalized inverses in reproducing kernel spaces: An approach
to regularization of linear operator equations. SIAM Journal on Mathematical Analysis, 5(6):
974-987, 1974.

Whitney K. Newey and James L. Powell. Instrumental variable estimation of nonparametrix models.
Econometrica, 71(5):1565-1578, 2003.

Whitney K. Newey, James L. Powell, and Francis Vella. Nonparametric estimation of triangular
simultaneous equations models. Econometrica, 67(3):565-603, 1999.

Judea Pearl. Causality: Models, Reasoning, and Inference. Cambridge University Press, New York,
2009.

Mateo Rojas-Carulla, Bernhard Schélkopf, Richard Turner, and Jonas Peters. Invariant models for
causal transfer learning. Journal of Machine Learning Research, 19(36):1-34, 2018.

Sorawit Saengkyongam, Leonard Henckel, Niklas Pfister, and Jonas Peters. Exploiting independent
instruments: Identification and distribution generalization. Proceedings of the 39th International
Conference on Machine Learning, 162, 2022.

Sorawit Saengkyongam, Elan Rosenfeld, Pradeep Kumar Ravikumar, Niklas Pfister, and Jonas Pe-
ters. Identifying representations for intervention extrapolation. In The Twelfth International Con-
ference on Learning Representations, 2024. URL https://openreview.net/forum?
id=3cudwmPxX].

Bernhard Scholkopf, Francesco Locatello, Stefan Bauer, Nan Rosemary Ke, Nal Kalchbrenner,
Anirudh Goyal, and Yoshua Bengio. Toward causal representation learning. Proceedings of
the IEEE, 109(5):612-634, 2021.

Xinwei Shen and Nicolai Meinshausen. Engression: extrapolation through the lens of distributional
regression. Journal of the Royal Statistical Society Series B: Statistical Methodology, 87(3):653—
677, 11 2024. ISSN 1369-7412. doi: 10.1093/jrsssb/qkae108.

Rahul Singh, Maneesh Sahani, and Arthur Gretton. Kernel instrumental variable regression. 33rd
Conference on Neural Information Processing Systems (NeurIPS), 2019.

Aaron van den Oord, Yazhe Li, and Oriol Vinyals. Representation learning with contrastive predic-
tive coding. arXiv preprint arXiv:1807.03748, 2019.

Julius Von Kiigelgen, Yash Sharma, Luigi Gresele, Wieland Brendel, Bernhard Scholkopf, Michel
Besserve, and Francesco Locatello. Self-supervised learning with data augmentations provably
isolates content from style. Advances in neural information processing systems, 34:16451-16467,
2021.

Pengzhou Abel Wu and Kenji Fukumizu. $\beta$-intact-VAE: Identifying and estimating causal
effects under limited overlap. In International Conference on Learning Representations, 2022.
URL https://openreview.net/forum?id=q7n2RngwOM.

Liyuan Xu, Yutian Chen, Siddarth Srinivasan, Nando de Freitas, Arnaud Doucet, and Arthur Gret-
ton. Learning deep features in instrumental variable regression. In International Conference on
Learning Representations, 2021. URL https://openreview.net/forum?id=sy4Kg_
ZQmS7.

12


https://openreview.net/forum?id=ReItdfwMcg
https://openreview.net/forum?id=ReItdfwMcg
https://openreview.net/forum?id=3cuJwmPxXj
https://openreview.net/forum?id=3cuJwmPxXj
https://openreview.net/forum?id=q7n2RngwOM
https://openreview.net/forum?id=sy4Kg_ZQmS7
https://openreview.net/forum?id=sy4Kg_ZQmS7

Under review as a conference paper at ICLR 2026

Ziqi Xu, Debo Cheng, Jiuyong Li, Jixue Liu, Lin Liu, and Kui Yu. Causal inference with condi-
tional front-door adjustment and identifiable variational autoencoder. In The Twelfth International
Conference on Learning Representations, 2024. URL https://openreview.net/forum?
id=wF£f9m4v7oC.

Dingling Yao, Danru Xu, Sebastien Lachapelle, Sara Magliacane, Perouz Taslakian, Georg Martius,
Julius von Kiigelgen, and Francesco Locatello. Multi-view causal representation learning with
partial observability. In The Twelfth International Conference on Learning Representations, 2024.
URL https://openreview.net/forum?id=0GtnhKQJms.

Rui Zhang, Masaaki Imaizumi, Bernhard Scholkopf, and Krikamol Muandet. Instrumental variable
regression via kernel maximum moment loss. Journal of Causal Inference, 11(1), 2023.

Roland S Zimmermann, Yash Sharma, Steffen Schneider, Matthias Bethge, and Wieland Brendel.
Contrastive learning inverts the data generating process. In International conference on machine
learning, pp. 12979-12990. PMLR, 2021.

13


https://openreview.net/forum?id=wFf9m4v7oC
https://openreview.net/forum?id=wFf9m4v7oC
https://openreview.net/forum?id=OGtnhKQJms

Under review as a conference paper at ICLR 2026

Appendix

TABLE OF CONTENTS

A Theory
A.l Identifiability Proofs . ... ..

B Experiments
B.1 Baseline Methods . . . . .. ..
B.2 IMCA Data Generative Process .
B.3 dSprites Data Generative Process
B.4 InfolV Hyperparameters Tuning
B.5 ExtrapolationPlots . . ... ..

14

15
15

17
17
17
17
18
19



Under review as a conference paper at ICLR 2026

A THEORY

A.1 IDENTIFIABILITY PROOFS

Theorem 4.1. Let the conditional Z | A follow the conditional factorial distribution introduced in
Definition 3.2, with parameters (T, \). Further, let go : Z — X be a (non-linear) injective mixing
Sunction and X := go(Z). Consider that the following conditions hold:

1. The sufficient statistic T(z) = (T;(2;))%2, is differentiable almost everywhere.
2. There exist dz + 1 distinct points u°, ..., u%? such that the matrix

Ly(u) = (A(u') = XuO), ..., \(u™) — MuP)) is invertible.

3. We train ¢* an encoder with universal approximation capability and W* € R%2*%4 op the
loss stated in Equation (6).

Then in the limit of infinite data, ¢*(X) identifies Z up to an invertible linear transformation and
pointwise nonlinearities defined by its sufficient statistics.

Proof. As argued in van den Oord et al. (2019), in the limit of infinite data with ¢ and v having
universal approximation capacity, if:
¢*, W* = arg min ‘CNCEy
then
ed)*(m)W*a o p(x‘a) ]
p(x)
Let us recall that we assume gg to be injective, therefore it admits a left inverse on its image space
contained in X' that we denote g, '. Under the assumption that g; * has full-rank Jacobian, one
can apply the change of variable formula with the volume matrix vol A := v/det AT A (Ben-Israel,
1999).

& (2)W*a = loge + logp(zla) — log p(x) (an
:10gc+logpz(gal(x)|a) —logpz(ggl(x)) (12)
= logc + logp(z[a) — log p(z) (13)

We use the change of variable formula to go from 11 to 12 and notice that the Jacobian volumes
cancel themselves. We define c the proportionality constant that is not dependent on a or z. At
line 13 we simply set z := g; *(x). By assumption, {Z;};,—1 4, given A follow an exponential
distribution (Definition 3.2), thus, following the proof of Khemakhem et al. (2020b)[Theorem 9]:
¢*(x)W*a = log pr(z|a) —logpz(z) + loge (14)
=logc+ T(2)A(a) + log u(z) — T'(a) — p(z), (15)
By collecting these equations for every ag, k € {0, ...,dz} as defined in assumption 3. and taking
out the case ag, we obtain forall k € {1,...,dz}:

¢"(x)W" (ak — ao) = T(2)(Max) — Aao)) + (T'(ao) — T'(ax)), (16)

which yield the following matrix form:
Q" (x)U =T(2)L + C, 17)
with ¥ a R?2*?4 matrix whose k-th row is given by aj — ao which is non-zero by assumption, L
is defined as in assumption 3 and C' is a vector of dimension dz whose k-th element is given by

T'(ag) — T'(ay). By assumption, L is invertible thus we can multiply both side by its inverse, which
yields the following result:

¢*(x)R =T(2) + C, (18)
with C':= CL ' and R := WL 1.
Finally, by assumption 7" has full-rank Jacobian and is thus non-degenerate. As a consequence, the

mapping z — zR has to cover the full-space and thus cannot be degenerate. Since R is a square
matrix we deduce its invertibility.

O
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After stating the identifiability of InfoNCE in the general IMCA case, we can now state its more
refined identifiability in the Gaussian case. Since this result is required for extrapolation, we first
recite the corresponding theorem enabeling extrapolation of Saengkyongam et al. (2024).
Theorem A.1 (Saengkyongam et al. (2024), Theorem 4). Assume Setting 9 with fo and | differen-
tiable. Let ¢ be an encoder that identifies gq Y up to an affine transformation. Let:

(Wy,ap) == arg min E[|¢p(X) — (WA +a)|?]. (19)
WERYz Xda qcRz
and the estimated noise term Vy := ¢(X) — (WyA + o). Finally, let v and 1) be the the estimated
functions obtained from additive regression of Y on ¢(X) and V. Then:
Va" € AE[Y|do(A = a*)] = E[p(Waa® +ag + Vo) — (ER(6(X)] —EY]).  (20)

Corollary 4.4. Assume Z := MoA + V with My full-rank and V- ~ N(0,%). Let X := go(Z)
with go an injective function. Assume that there exist dy + 1 linearly independent distinct points
in supp(A). Then, in the limit of infinite data an encoder ¢* trained to minimize loss Equation (6)
provides a consistent estimator of Z up to an invertible affine transformation.

Proof. Let us recall that we sample data from the following SCM:

VeN(0, )
S: 7 :=MA+V
X = go(Z)
with gg injective and M full row rank. We have:
p(zla) = pv(z — Mpa) 21
1
= (2m) 792/ 2det(X) "2 exp [ — (- Moya)"S7(z — Mya)] (22)
1
= (2m) "%/ 2det(2) /% exp —3 (27272 = 2TS  Moa — " My 7' 2 + o MJ 7 Moa]
(23)
1 1
= (2m)"%2/2det(2) /2 exp [- §ZTE_1Z] exp X" Moa] exp [ — iaTMgZ_lMOa}
(24)
= p(z)exp X" Moa — T'(a)] (25)

where we go from Eq. 23 to 24 by noticing that the two terms are scalar and the transpose of the other,
in Eq. 25 we set p(z) 1= (2m)~%/2det(X) "2 exp [ — 12727 12] and I' := 1" MI' S Moa.
This derivation allows us to identify a conditional exponential family with parameters (T, \), as
introduced in Definition 3.2. In particular, we obtain Vi = 1, ..., dz:
T:(t) =t, vt e R
{)\Z(u) =Y""Mou, VuecRIa

It remains to prove that this parametrization validates the assumptions of Theorem 4.1. Let us choose

u®, ..., u% in supp(A), assumed to exist, such that these dz + 1 points are distinct and linearly

independent. Define
U € R¥axdz U= (u' =’ ..., u% —u°).

By construction, the columns of U are linearly independent, so U has full column rank, i.e.,
rank(U) = dz.

Since ¥ is invertible, we have rank(L) = rank(MyU). Moreover, My is assumed to be full row
rank of dimension dz. Therefore,

rank(MoU) = min{rank(My), rank(U)} = min{dz,dz} = dz.

Thus MU is square and invertible, which implies that L is also invertible. This verifies the full-rank
condition required in Theorem 4.1.

O
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B EXPERIMENTS

B.1 BASELINE METHODS

Latent recovery We perform evaluation of our latent recovery method against three existing meth-
ods: vanilla auxiliary constrastive learning (vVACL) (Hyvirinen et al., 2019), iVAE (Khemakhem
et al., 2020a) and first stage of Rep4Ex-CF (Saengkyongam et al., 2024). We use the same encoder
and decoder architecture for each method, as well as the neural network architecture for each method
to estimate the causal effects. Additionally, vACL includes a logistic regression head that we im-
plement as an MLP with two hidden layers with ReLLU activation, trained on cross-entropy loss. All
three methods are implemented in our code that is appended to the submission. The network archi-
tecture for each method consists of the following blocks: 3 blocks of Linear - Batch normalization
- LeakyRelu layers, with dropout at a rate of 0.2. The hidden dimensions are fixed at 16, 32 and 64
throughout both IMCA and extrapolation experiments.

IV baseline comparison We use the implementation of DeepGMM Bennett et al. (2019),
KIV Singh et al. (2019) and DFIV Xu et al. (2021) provided in https://github.com/
liyuan9988/DeepFeatureIV. We include an adapted version in our code, particularly new
model specs as well as our data generative process. For the dSprites experiments we use an Image
extractor (Table 3) for both DeepGMM and DFIV with a similar architecture as the encoder used for
first stage of our method.

ConvBlockDown(C';,, — Cout) Operations
Conv2d(C;y, — Cout, kernel=3, stride=2, padding=1) Downsampling conv
BatchNorm2d(C', 4, +) Normalization
Activation (LeakyReLU(0.2) by default) Non-linearity
Dropout2d(0.1) Regularization

Table 2: Definition of ConvBlockDown.

Layer Output Shape

Input (1 X 64 X 64) 1 X 64 x 64

ConvBlockDown(1—32) 32 x 32 x 32

ConvBlockDown(32—64) 64 x 16 x 16

ConvBlockDown(64—128) 128 X 8 X 8

ConvBlockDown(128—256) 256 x 4 x 4
Flatten 4096

Dense(4096 — 6) 6

Table 3: Image feature extractor used for DeepGMM, DFIV, and InfolV in the dSprites experiment.

B.2 IMCA DATA GENERATIVE PROCESS

Injectivity of gy. Our identifiability result stated in Theorem 4.1 relies on the assumption that the
ground-truth mixing function gy is injective. To enforce this property in our data-generating process,
we use LeakyReL U activations and initialize the weight matrices of the linear layers to be full-rank.
Particulary, go has 2 hidden layers of dimension [32, 64]. Similarly, ground-truth causal effect fj is
a 2 hidden layers neural network with tanh activations.

B.3 DSPRITES DATA GENERATIVE PROCESS

We now describe the data generative process for dSprites data. We first sample a proxy between in-
strument and latent factors in order to avoid inverting the causal direction by defining the instrument
as a direct function of the latent variable.

1. Sample a proxy variable () uniformly in a ball around the extremal values of Z.

2. Map @ to the nearest existing latent value to define the Z.

3. Compute the instrument A as a nonlinear mapping of the components of () except for the
one associated with position-y.

4. Obtain the observed treatment X as the corresponding images from the dSprites dataset.
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Figure 4: Average MCC on validation set (1,000 samples) over 20 runs for each temperature value.

da = 10,dz = 8, dx = 12. The training set includes 5,000 data points and the encoders are trained
for 50 epochs on InfoNCE loss solely. Light blue area represents the 90% confidence interval.

5. Define the outcome as

Y = fstruct(Z> + p(pOSY — 05) +n,

where fsruct 18 @ randomly initialized neural network, p is the confounding strength €
[0, 1], and 7 is Gaussian noise.

B.4 INFOIV HYPERPARAMETERS TUNING

One advantage of our method over autoencoder-based approaches is that it depends on only a single
hyperparameter: the temperature in the InfoNCE loss. We tune this parameter by evaluating the
validation MCC 4, and notice the best performance is achieved with a temperature of 0.3, which we
use for all subsequent experiments.

As mentioned earlier, we also explored adding a reconstruction term to our loss by training a decoder
(mirrored architecture to the encoder) to reconstruct the input X . The resulting loss is:

L(¢, 0, W) = Lnce(d, W) + Arec [0 0 (X)) — X ||

We conducted a study on the IMCA dataset, evaluating the learned latents against the ground truth
using the MCC metric for different values of \.. The were then used in the second
step of Infol V-2SLS for causal effect estimation, which we evaluated using the out-of-sample MSE
(MSE,,s, Figure 5). While values of A\, > 1 generally improve the consistency of the learned
representation (increasing MCC by up to 0.2), they also lead to a deterioration in causal effect
estimation, raising the MSE by an average of 1.5 x 1072,

Mean MCC
Mean MSE

N \ W 3 o o o o
o S o AS o o o
of ° S SO

Areconstruction

Figure 5: Average MCC (in purple) and out-of-sample MSE (in green) per reconstruction regular-
ization parameter. The temperature for the InfoNCE loss term is fixed at 0.3.
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Figure 6: Estimated causal effect with InfolV-CF (in red), ground-truth causal effect (in orange),
ERM model (in green), (Z;Y) (in grey).

B.5 EXTRAPOLATION PLOTS

We additionally evaluate our method in a setting where both Z and X are scalar, while A is sampled
from a two-dimensional uniform distribution. Figure 6 shows the learned causal-effect. We consider
three scenarios: a) corresponds to the case of a linear causal effect; b) corresponds to a nonlinear
causal effect implemented as a linear layer with hidden dimension 16, followed by an abs activation
and a final linear layer; and c) corresponds to a similar architecture where the nonlinear activation is
the tanh function instead of abs. We follow our standard training procedure for Infol V-CF. InfolV
recovers the ground-truth causal effect f up to an affine indeterminacy that arises from latent vari-
able estimation. To account for this, we learn an affine transformation that aligns the estimated latent
representation with the ground-truth Z, and we report the causal effect after applying this transfor-
mation. For comparison, we also fit an ERM model mapping the ground-truth Z to the outcome Y.
The ERM estimator fails to recover the causal effect, as Z is confounded with the residual variation
in Y. Importantly, despite the affine indeterminacy, our method still yields a valid estimate of the
causal relationship from the observed X to Y.
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