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Abstract001

Large language models (LLMs) models demonstrate002

impressive capabilities in generating human-like text003

and handling general-purpose queries. However,004

their application in specialized domains, such as sup-005

ply chain management (SCM), remains challenging006

due to limitations in understanding domain-specific007

terminology and concepts. This research explores008

the integration of Knowledge Graphs (KGs) into009

Retrieval Augmented Generation (RAG) pipelines010

to enhance the performance of LLMs in domain-011

specific tasks. We introduce a novel bench-012

mark dataset for SCM, covering eight supply013

chain functions and thirteen distinct categories of014

questions. The results of this study demonstrated015

that the KG integration improved performance com-016

pared to traditional RAG approaches, with smaller017

models achieving notable gains that reduced the018

performance gap with larger models.019

1 Introduction020

Large Language Models (LLMs) can answer ques-021

tions and generate human-like text. However, they022

face significant challenges in specialized domains023

such as supply chain management (SCM), which024

involves specific terminology and complex processes025

unique to various organizations. Modern SCM op-026

erates within a dynamic global environment that027

requires effective coordination among multiple stake-028

holders. While LLMs have the potential for rea-029

soning and problem-solving, their static general030

knowledge limits their effectiveness in addressing031

the intricacies of SCM. [1–4] To enhance LLMs,032

retrieval-augmented generation (RAG) frameworks033

have been proposed that integrate external knowl-034

edge to improve response accuracy. However, tradi-035

tional RAG approaches often rely on basic vector036

similarity, which can result in incomplete or incon-037

sistent information retrieval. By grounding LLMs in038

factual knowledge, KGs can improve the accuracy039

and relevance of generated content. [5–7]040

This research work investigates knowledge aug-041

mentation of LLMs with KGs for domain-specific042

applications. It attempts to address limitations043

related to complex reasoning and domain-specific044

concepts in order to improve real world applications 045

of LLMs. The research question of this study 046

is ’How can the accuracy and context-awareness 047

of LLMs be improved with the integration of KGs 048

for decision-making processes and real-world appli- 049

cations in SCM? Hence, the goals of this project 050

are: 051

• Investigate various strategies for integrating 052

KGs into the RAG pipeline to enhance its func- 053

tionality and effectiveness. 054

• Develop a framework to enrich LLMs with KGs, 055

enabling them to better manage and understand 056

the specific contexts and terminologies relevant 057

to SCM. 058

2 Methods 059

The methodology used in this research work includes 060

data acquisition and preparation, KG construction, 061

solution development, evaluation, and critical analy- 062

sis of results. 063

2.1 Data Acquisition and Prepara- 064

tion 065

This study utilizes two primary datasets: a novel 066

supply chain benchmark dataset and the open LTU 067

Chatbot QA dataset [8]. A novel supply chain 068

benchmark dataset was developed to capture real- 069

world SCM challenges. The questions in the dataset 070

were divided into two parts: generic questions and 071

organization-specific questions. Each part was fur- 072

ther organized by eight SCM functions and 13 ques- 073

tion categories. In total, 208 questions were curated 074

for this dataset [2 (groups) x 8 (departments) x 075

13 (question categories)]. The LTU Chatbot QA 076

dataset, originally by Werkman [8], was utilized after 077

minor modifications. To better evaluate the retrieval 078

capabilities of RAG systems, changes were done to 079

decouple the direct association between questions 080

and their corresponding knowledge source texts. 081

2.2 Knowledge Graph Construction 082

Three KGs were created based on distinct knowl- 083

edge sources: 1) facts from the LTU website, 2) 084
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Figure 1. Performance across models for SCM Organization specific QA dataset (METEOR score)

generic SCM knowledge from publicly available liter-085

ature, and 3) synthetically created internal process086

documentation for the fictional organization FoS-087

CwAI AB. The KGs were constructed using GPT-4o-088

mini and involved several steps, including retrieving089

triplets from source texts, mapping these extracted090

triplets into a base ontology in JSON format, and091

iteratively refining the structure.092

2.3 Solution Development and Evalu-093

ation094

Five state-of-the-art LLMs were selected for exper-095

imentation: gemma3 (4b), qwen3 (8b), llama3.1096

(8b), gpt-oss (20b), and GPT-5 (nano). Three097

solution pipelines were developed: a foundation098

model pipeline for direct question answering, a stan-099

dard RAG pipeline utilizing vector similarity, and100

a KG-integrated RAG pipeline that enhances re-101

trieval by incorporating KG entities. The Supply102

Chain Knowledge Augmentation and Enrichment103

(SC-KAE framework) was developed to improve104

knowledge retrieval and reasoning for complex SCM105

related queries. Evaluation was done using metrics106

such as ROUGE and METEOR, as well as truthful-107

ness scores assessed by LLM-based evaluation.108

3 Results and Discussion109

The KG-integrated RAG approach outperformed110

other approaches in organization-specific contexts,111

improving both answer quality and alignment with112

knowledge bases. Figure 1 is a bar chart of perfor-113

mance on the SCM dataset. Similar observations114

were made with the LTU Chatbot QA dataset. This115

indicates that KGs can improve a model’s ability to116

ground its outputs in structured, domain-relevant117

knowledge. While VectorRAG relies on unstructured118

text, KG-integrated RAG provides richer context,119

resulting in better performance. 120

However, in broader open world contexts like the 121

generic SCM QA benchmark, its advantages are less 122

consistent, often trailing behind foundation models. 123

Smaller, lightweight models benefited more from 124

KG integration, showing marked improvements in 125

truthfulness and performance. This suggests that 126

with a robust KG, lightweight models can compete 127

with larger ones, making deployments more cost- 128

effective. Limitations include dependency on KG 129

completeness and increased latency. 130

4 Conclusion 131

The study investigated the integration of KGs within 132

RAG pipelines for domain-specific QA. The pro- 133

posed KG integrated RAG framework, combining 134

semantic entity linking, subgraph extraction, and 135

LLM-based reasoning, demonstrably improves an- 136

swer relevance, lexical overlap, and truthfulness com- 137

pared to standard vector-based retrieval approaches. 138

Our findings affirm the significant potential of KG in- 139

tegration to enhance grounding and factuality. This 140

work lays a good foundation for future research in 141

ontology-driven, retrieval-augmented AI systems in 142

domain specific context, with promising applications 143

in SCM, academic and other domains. Although the 144

results of the study are promising, challenges remain, 145

as the accuracy of the system strongly depends on 146

the completeness and quality of the KG, prompt- 147

ing future efforts to optimize KG construction and 148

improve semantic entity linking. 149
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