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ABSTRACT

We study the problem of sampling from strongly log-concave distributions over
Rd using the Poisson midpoint discretization (a variant of the randomized mid-
point method) for overdamped/underdamped Langevin dynamics. We prove its
convergence in the 2-Wasserstein distance (W2), achieving a cubic speedup in
dependence on the target accuracy (ϵ) over the Euler-Maruyama discretization,
surpassing existing bounds for randomized midpoint methods. Notably, in the
case of underdamped Langevin dynamics, we demonstrate the complexity ofW2

convergence is much smaller than the complexity lower bounds for convergence
in L2 strong error established in the literature.

1 INTRODUCTION

Sampling from a density π(x) ∝ exp(−f(x)) over Rd is of fundamental interest in physics, eco-
nomics, and finance (Johannes & Polson, 2010; Von Toussaint, 2011; Kobyzev et al., 2020). Appli-
cations in computer science include volume computation (Vempala, 2010) and bandit optimization
(Russo et al., 2018).

A popular approach is Langevin Monte Carlo (LMC) which is the Euler-Maruyama discretization of
the continuous time Itô Stochastic Differential Equation (SDE) called (overdamped/underdamped)
Langevin Dynamics. The convergence of LMC has been extensively studied in the literature (Dur-
mus et al., 2019; Vempala & Wibisono, 2019; Erdogdu et al., 2022; Cheng & Bartlett, 2018; Cheng
et al., 2018; Dalalyan & Riou-Durand, 2020; Altschuler et al., 2025) under various assumptions on
the target density π, such as log-concavity and isoperimetry. The randomized midpoint discretiza-
tion for Langevin dynamics (RLMC), introduced by Shen & Lee (2019) and developed further by Yu
et al. (2024); He et al. (2021); Altschuler & Chewi (2024); Altschuler et al. (2025) considers a more
sophisticated alternative to LMC. This is a randomized discretization which reduces the bias in the
estimation of the Ito integral while introducing variance, leading to faster convergence bounds than
for LMC. The Poisson Midpoint Method for Langevin dynamics (PLMC) was introduced by Kan-
dasamy & Nagaraj (2024) as a variant of RLMC. While Kandasamy & Nagaraj (2024) considered
the convergence of PLMC under general conditions (beyond strong log-concavity and isoperimetry)
for the total variation distance via entropic central limit theorem style arguments.

The literature has focused on understanding the sharp limits to the computational complexity of
sampling for various classes of algorithms, in terms of various problem parameters. In the case of
strongly log-concave sampling, the work of Cao et al. (2021) established lower bounds for the strong
L2 error of randomized algorithms which discretize Underdamped Langevin Dynamics (ULD).
Strong L2 error is the L2 distance between the continuous time Itô SDE solution at time T and
the sampling algorithm output whenever they are driven by same Brownian motion. This demon-
strated that RLMC is an optimal discretization of ULD with respect to dimension and accuracy (up
to log factors), in terms of the strong L2 error. However, sampling algorithm guarantees generally
consider ‘weak’ notions of distance such as total variation distance, Wasserstein distance, or the KL
divergence between the law of algorithm output and the target. In particular, Wasserstein-2 distance
bounds can consider the L2 distance between algorithm output and the continuous time SDE driven
by different but arbitrarily coupled Brownian motions.
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In this work, we revisit the complexity of PLMC for strongly log-concave sampling in order to
obtain better insights into the fundamental computational limits of sampling algorithms. We provide
a sharp analysis via coupling arguments to obtain better convergence guarantees, which involves a
tight bound on the W2 distance between a Gaussian random-variable and a perturbed Gaussian
random-variable. This is adopted from Alex Zhai’s proof of the Central Limit Theorem in W2

distance (Zhai, 2018), and leads to a substantial improvement in convergence guarantees.

1.1 OUR CONTRIBUTIONS

We consider the computational complexity of sampling from a log-concave target distribution
π(x) ∝ exp(−f(x)) over Rd, with f well-conditioned (Assumption 1) with condition number κ
and strong convexity constant α. Many classes of algorithms have been proposed and studied to this
end. We study PLMC, which is a randomized algorithm for the discretization of Langevin Dynam-
ics, with access only to ∇f(x) for arbitrary x ∈ Rd. The computational complexity is measured in
terms of number of evaluations of∇f(x) (the oracle complexity).

Limits of Sampling: Recent works have aimed to understand the best possible computational com-
plexity of sampling such thatW2

2 (output, π) ≤ ϵ2d
α in terms of ϵ, d and α. Cao et al. (2021) show

that randomized algorithms which discretize ULD require an oracle complexity of Ω(ϵ−2/3) to con-
verge in strong L2 error; and RLMC achieves this rate up to logarithmic factors. It was thus widely
believed in the literature that the rate of Õ(ϵ−2/3), achieved by RLMC, might also be the optimal
convergence rate inW2. The main contribution of our work is that we show it is possible to obtain
Õ(ϵ−1/3) complexity. Specifically, we show that:

1. Overdamped PLMC has an oracle complexity of Õ
[
κ4/3+κd1/3

ϵ2/3

]
(Corollary 1).

2. Underdamped PLMC has an oracle complexity of Õ
[
κ7/6d1/6

ϵ1/3
+ κ

11p+6
8p+6 d

p
4p+3

ϵ
p+2
4p+3

]
(Corollary 2).

Here p ∈ N is arbitrary. For p ≥ 3, this gives a complexity of Õ(ϵ−1/3).

The best known convergence rate for overdamped LMC (inW2) is an oracle complexity of Õ(ϵ−2)

Durmus et al. (2019). The convergence guarantee of Õ(ϵ−2/3) for overdamped PLMC is thus a
cubic improvement in ϵ dependence. The best known convergence rate for underdamped LMC (in
W2) is an oracle complexity of Õ(ϵ−1). The convergence rate of Õ(ϵ−1/3) for underdamped LMC
is again a cubic improvement. A detailed comparison of results is in Tables 1 and 2.

Concurrent work (Altschuler et al., 2025, Theorem 5.11) claims an oracle complexity of
Õ(κ5/6d5/3/ϵ2/3) to achieve KL(output||π) ≤ ϵ2 for RLMC. This implies a complexity of
Õ(κ5/6d4/3/ϵ2/3) to achieve W2

2 ≤ ϵ2d
α via the T2 inequality. This improves the dependence on

κ from κ7/6 to κ5/6 as compared to prior works, but with a worse dependence on d and the same
complexity in ϵ.

Comparison to Strong Error Lower Bounds: The work of Cao et al. (2021) proves a lower
bound for the discretization error of underdamped Langevin dynamics via randomized algorithms.
In particular, given a probability space Ω, f satisfying Assumption 1 and a Brownian Motion
Bt(ω) : Ω→ Rd, consider the strong solution to equation 2 given by XT (ω) = [UT (ω), VT (ω)] for
some T > 0. The algorithm A to approximate UT (ω) has oracle access to (∇f(x),

∫ t

0
eθsdBt(ω))

for any x ∈ Rd, t ∈ [0, T ] and s ∈ {0, 2} along with independent randomness ω̃ ∈ Ω̃. The al-
gorithm queries the oracle with (x, t) of choice multiple times to produce an estimate A(f, ω, ω̃)
for UT (ω). This includes the case of Underdamped RLMC and Underdamped LMC. Their main
result demonstrates that infA∈AN

supf Eω,ω̃∥UT (ω) − A(f, ω, ω̃)∥2 ≳ C(T, L, α) d
N3 , where AN

is the set of all randomized algorithms as above with N oracle queries. This error is the strong L2

error since the algorithm and the SDE are driven by the same Brownian motion. This shows that
algorithms of the class above need N = Ω̃κ(

1
ϵ2/3

) oracle queries to achieve strong L2 error ϵ2d
α and

Underdamped RLMC achieves this optimal bound.

However, sampling algorithm guarantees consider ‘weak errors’ which are distances between
Law(UT (ω)) and Law(A(f, ω, ω̃)). In particular, the Wasserstein-2 distance is the infimum of L2

2



108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161

Under review as a conference paper at ICLR 2026

errors when UT is driven by Bt(ω) and A(·) queries B′
t(ω) over all couplings of distinct Brownian

motions Bt(ω) and B′
t(ω). Our results show Poisson ULMC queries the oracle Õκ,d(

1
ϵ1/3

) times in
expectation to achieveW2

2 (Law(A(f, ω, ω̃)), π) ≤ ϵ2d
α , a quadratic improvement over RLMC.

We note that Kandasamy & Nagaraj (2024) obtained a complexity upper bound of Õd,κ(
1√
ϵ
) for

Underdamped PLMC under LSI assumptions for achieving TV ≤ ϵ. The literature on sampling
algorithms compares bounds of the formW2

2 ≤ ϵ2

α to bounds of the form TV ≤ ϵ (see Section 2.3).
Under this comparison our bound improves over prior art. However, we note that TV and W2

2
bounds cannot be directly related rigorously.

2 NOTATION AND PROBLEM SETUP

Let ∥ · ∥ denote the standard Euclidean norm over Rd for some d and Id denote the d × d identity
matrix. The notation x = O(y) and x ≲ y mean there exists a universal constant C > 0 such
that x ≤ Cy, and Õ(·) hides logarithmic factors. The notation Oa(·),Ωa(·) mean the same as
O(·),Ω(·) except that they hide log factors. The number of evaluations of ∇f by the algorithm is
referred to as ‘oracle complexity’. We call the number of arithmetic operations (such as addition
and multiplication) required on top of the oracle queries as ‘arithmetic complexity’. PLMC can be
implemented such that arithmetic complexity = O(d × oracle complexity) as shown in the sequel.
Thus, as is common in the literature, we only report the oracle complexity guarantees. Let Law(X)
denote the law of the random variable X . Given two probability measures µ and ν, we let DKL(µ||ν)
denote the KL divergence and TV(µ, ν) denote the total variation distance between them.

Given a sequence of probability measures µi overXi, for i ∈ [n], a coupling is a probability measure
Γ over the product space

∏
i Xi such that the marginal overXj is µj . A sequence of random variables

(Xi ∼ µi) are coupled if they are defined over a common probability space, since their joint law is
a coupling of (µi)i∈[n]. The Wasserstein-2 distance between µ and ν is given by

W2
2 (µ, ν) := inf

ζ∈Γ(µ,ν)

∫
||x− y||2dζ(x, y),

where Γ(µ, ν) denotes the set of couplings of µ and ν. We make the following assumptions on f .
Assumption 1. The function f : Rd → R is α strongly convex and L smooth for some α,L > 0.
That is, f is twice continuously differentiable over Rd and for every x, y ∈ Rd, we have: f(y) −
f(x) ≥ ⟨∇f(x), y − x⟩+ α

2 ∥x− y∥2 and ∥∇f(x)−∇f(y)∥ ≤ L∥x− y∥.

The target distribution, given by the density π(x) ∝ exp(−f(x)), is then called strongly log-
concave. Our goal is to sample a random variable X ∼ µ such that:1

W2
2 (µ, π) ≤

ϵ2d

α
. (1)

We define the condition number κ := L
α . Our notion of complexity is the number of gradient calls

of F , in terms of the problem parameters κ, d and ϵ.

2.1 LANGEVIN MONTE CARLO

Suppose we wish to sample from π ∝ exp(−f(x)) in Rd.

Overdamped LMC (OLMC) with step-size η is the discrete time algorithm defined by the follow-
ing iterates:

Xt+1 = Xt − η∇f(Xt) +
√

2ηZt,

where Zt ∈ Rd is an independent standard Gaussian. This is the Euler-Maruyama discretization of
Overdamped Langevin dynamics (OLD):

dXt = −∇f(Xt)dt+
√
2dBt,

whose stationary distribution is π. (Roberts & Tweedie, 1996)

1scaling d
α

as considered in Shen & Lee (2019).
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Underdamped LMC (ULMC): Let Ut ∈ Rd denote position, and Vt ∈ Rd denote momentum.
ULMC with step-size η is defined via the following recursion:[

Ut+1

Vt+1

]
= A(η)

[
Ut

Vt

]
−G(η)

[
∇f(Ut)

0

]
+ Γ(η)Zt,

where Zt ∈ R2d is an independent standard Gaussian, and

A(η) =

[
Id

1
γ
(1− e−γη)Id

0 e−γηId

]
, G(η) =

[ 1
γ
(η − 1

γ
(1− e−γη))Id 0

1
γ
(1− e−γη)Id 0

]
,

Γ(η)2 :=

[
2
γ

(
η − 2

γ
(1− e−γη) + 1

2γ
(1− e−2γη)

)
Id

1
γ
(1− 2e−γη + e−2γη)Id

1
γ
(1− 2e−γη + e−2γη)Id (1− e−2γη)Id

]
.

This is the Euler-Maruyama discretization of the underdamped Langevin dynamics:

dUt = Vtdt, dVt = −γVt −∇f(Ut)dt+
√
2dBt. (2)

The stationary distribution of these dynamics is π(U, V ) ∝ exp(−f(U) − 1
2 ||V ||

2). (Eberle et al.,
2019; Dalalyan & Riou-Durand, 2020)

2.2 POISSON MIDPOINT METHOD

The Poisson midpoint method is a discrete variant of the randomized midpoint method introduced
by Shen & Lee (2019). The iterates of PLMC run in batches of size k; and can be interpreted as a
stochastic approximation of Langevin Monte-Carlo, with step-size η/k. Let t and i be integers, with
t ≥ 0 and 0 ≤ i ≤ k − 1.

To emphasize the comparison with PLMC, we adopt the following notation for overdamped LMC:

Xt,i+1 = Xt,i −
η

k
∇f(Xt,i) +

√
2η

k
Yt,i,

Xt+1,0 = Xt,k.

Here Yt,i ∈ Rd denote independent standard Gaussians. Note that this is OLMC with step-size η/k,
grouped into batches of size k. Now let Zt,i ∈ Rd be independent standard Gaussians, and Ht,i be
independent Bernoulli random variables with parameter 1/k.

Overdamped PLMC is defined by the following recursions:

X̃+
t,i = X̃t,0 −

ηi

k
∇f(X̃t,0) +

i∑
j=0

√
2η

k
Zt,j

X̃t,i+1 = X̃t,i −
η

k
∇f(X̃t,0) + ηHt,i(∇f(X̃t,0)−∇f(X̃+

t,i)) +

√
2η

k
Zt,i

X̃t+1,0 = X̃t,k

Remark 1. The iterates X̃+
t,i denote midpoints. They are defined the same way as in Shen & Lee

(2019). The correction term ηHt,i(∇f(X̃t,0) − ∇f(X̃+
t,i)) decides whether we use the gradient

evaluated at our midpoint. In expectation over Ht,i, the drift term is η
k∇f(X̃

+
t,i). However, we only

need to evaluate ∇f(X̃+
t,i) when Ht,i = 1. With Nt =

∑k−1
i=0 Ht,i we have ENt = 1. This means

we need an expected number of 2 gradient calls to f per batch including ∇f(X̃t,0). This facilitates
an efficient implementation of PLMC where X̃t+1,0 can be computed directly from X̃t,0, with Õ(1)
gradient calls and an arithmetic complexity of Õ(d). This relies on the properties of jointly Gaussian
random variables, and is detailed in Kandasamy & Nagaraj (2024, Section 2.2). This is explicated
to the case of overdamped PLMC in Algorithm 1. 2

Underdamped PLMC is defined in a similar manner, by the following recursions:[
Ũ+

t,i

Ṽ +
t,i

]
= A

(ηi
k

)[
Ũt,0

Ṽt,0

]
−G

(ηi
k

)[
∇f(Ut,0)

0

]
+

i−1∑
j=0

A
(η(i− 1− j)

k

)
Γ
(ηi
k

)
Zt,i

2The original paper contains a typo, which has been rectified in our exposition.
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Algorithm 1 Efficient Implementation of Overdamped PLMC Step.
Step 1. Generate It = {i1, . . . , iNt

} such that Ht,i = 1 if and only if i ∈ It, and i1 < · · · < iNt

Step 2. mt,0 ← 0, Zt,n ∼ N (0, I) i.i.d. i0 ← 0, iNt+1 ← k − 1. For 1 ≤ n ≤ Nt + 1:

mt,n ← mt,n−1 +

√
2η(in − in−1)

k
Zt,n,

Step 3. For 1 ≤ n ≤ Nt,

X̃+
t,in
← X̃t,0 −

ηin
k
∇f(X̃t,0) +mt,n.

Step 4.

∆t ←
η

k

Nt∑
n=1

(∇f(X̃t,0)−∇f(X̃+
t,in

))

Step 5.
X̃t+1,0 ← X̃t,0 −

η

k
∇f(X̃t,0) + ∆t +mt,Nt+1

[
Ũt,i+1

Ṽt,i+1

]
= A

(η

k

)[
Ũt,i

Ṽt,i

]
−G

(η

k

)[
∇f(Ũt,0)

0

]
+ Γ

(η

k

)
Zt,i + kHt,i ·G

(η

k

)[
∇f(Ũt,0)−∇f(Ũ+

t,i)
0

]
[
Ũt+1,0

Ṽt+1,0

]
=

[
Ũt,k

Ṽt,k

]
With A,G and Γ as defined in 2.1, and Zt,i ∈ Rd being independent standard Gaussians.

Remark 2. As in the overdamped case, Ũ+
t,i and Ṽ +

t,i denote midpoints, and the outcome of the
Bernoulli decides whether we evaluate the gradient at the midpoint. We note that the comments on
complexity in Remark 1 are also valid in the underdamped case. An efficient implementation of
underdamped PLMC is given in Algorithm 2.

We adopt the following notation for underdamped LMC, to emphasize the comparison to PLMC.[
Ut,i+1

Vt,i+1

]
= A

(η

k

)[
Ut,i

Vt,i

]
−G

(η

k

)[
∇f(Ut,i)

0

]
+ Γ

(η

k

)
Yt,i,[

Ut+1,0

Vt+1,0

]
=

[
Ut,k

Vt,k

]
,

where Yt,i ∈ R2d is an independent standard Gaussian. Note that this is underdamped LMC with
step-size η/k, grouped into batches of size k.

2.3 PRIOR WORK

Recent works have focused on the rigorous theoretical analysis of classical and popular MCMC
algorithms to establish complexity bounds and theoretical limits. The prototypical case of Over-
damped LMC has been studied when the target π is strongly log-concave and more generally when
π satisfies isoperimetric inequalities (Dalalyan, 2017; Durmus & Moulines, 2017; Durmus et al.,
2019; Vempala & Wibisono, 2019; Erdogdu & Hosseinzadeh, 2021; Mou et al., 2022; Balasubra-
manian et al., 2022). Underdamped LMC has been considered as a faster alternative. This case too
has been well studied when π is strongly log-concave and when π satisfies isoperimetric inequali-
ties (Cheng et al., 2018; Dalalyan & Riou-Durand, 2020; Ganesh & Talwar, 2020; Ma et al., 2021;
Zhang et al., 2023; Altschuler et al., 2025)

LMC is the Euler-Maruyama discretization of continuous time Langevin Dynamics, which can lead
to sub-optimal convergence due to statistical bias in the approximation. Thus, Shen & Lee (2019)
introduced the randomized midpoint method for LMC (RLMC) which reduces the bias in the ap-
proximation by introducing a randomized estimator at the cost of higher variance. RLMC does not
involve higher order derivatives of ∇f as in Runge-Kutta schemes for SDEs (Kloeden et al., 1992)
- allowing its use for generative modeling with denoising diffusion models (Kandasamy & Nagaraj,

5
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Table 1: Complexity for discretized OLD. In case of LSI, κ = L× LSI constant. The scaling ofW2
2

is different from equation 1 to compare with TV and KL bounds.

Overdamped Langevin Dynamics

Algorithm Assumption Metric Oracle Complexity

LMC Durmus et al. (2019) Strongly Log-Concave W2
2 ≤ ϵ2

α
κd
ϵ2

RLMC Shen & Lee (2019); Yu et al. (2024) Strongly Log-Concave W2
2 ≤ ϵ2

α
κ
√

d
ϵ + κ4/3d1/3

ϵ2/3

RLMC Altschuler & Chewi (2024) Strongly Log-Concave KL ≤ ϵ2 κ
√

d
ϵ

RLMC Altschuler & Chewi (2024) LSI KL ≤ ϵ2 κ3/2√
d

ϵ

PLMC (Ours) Strongly Log-Concave W2
2 ≤ ϵ2

α
κ4/3d1/3+κd2/3

ϵ2/3

Table 2: Complexity for discretized ULD. In case of LSI, κ = L× LSI constant. The scaling ofW2
2

is different from equation 1 to compare with TV and KL bounds, and p ∈ N is arbitrary.

Underdamped Langevin Dynamics

Algorithm Assumption Metric Oracle Complexity

LMC Dalalyan & Riou-Durand (2020) Strongly Log-Concave W2
2 ≤ ϵ2

α
κ3/2√

d
ϵ

RLMC Shen & Lee (2019); Yu et al. (2024) Strongly Log-Concave W2
2 ≤ ϵ2

α
κd1/3

ϵ2/3
+ κ7/6d1/6

ϵ1/3

PLMC Kandasamy & Nagaraj (2024) LSI TV ≤ ϵ κ
17
12 d

5
12√

ϵ

PLMC (Ours) Strongly Log-Concave W2
2 ≤ ϵ2

α
κ7/6d1/3

ϵ1/3
+ κ

11p+6
8p+6 d

3p+2
8p+6

ϵ

p+2
4p+3

2024). This leads to improvement in the convergence rates compared to LMC under log concavity
(see Tables 1 and 2). He et al. (2021); Yu et al. (2024); Altschuler & Chewi (2024); Altschuler et al.
(2025) extend the bounds in Shen & Lee (2019).

Kandasamy & Nagaraj (2024) introduced the Poisson midpoint method for LMC (PLMC), a variant
of RLMC, which converges whenever LMC converges, allowing analysis beyond log-concavity.
PLMC gives a quadratic improvement in complexity in terms of ϵ when π satisfies Logarithmic
Sobolev Inequalities (LSI). Our work shows a cubic improvement for PLMC under strong log-
concavity.

The literature on MCMC considers various notions of convergence including KL-divergence, TV
and W2. In the case when π is strongly log-concave, the Otto-Villani Theorem (Otto & Villani,
2000) shows that DKL(µ||π) ≤ ϵ2 =⇒ W2

2 (µ, π) ≲ ϵ2

α and the Pinsker’s inequality shows that
DKL(µ||π) ≤ ϵ2 =⇒ TV(µ, π) ≲ ϵ. The condition of π satisfying LSI is more general than strong
log-concavity of the target. We refer to Tables 1 and 2 for a detailed comparison of the results.

3 RESULTS

We now present our main results. The following Theorem on the convergence of overdamped PLMC
is proven in Section C.

Theorem 1. Let X̃t,i denote the iterates of Overdamped PLMC, and Xt,i the iterates of Overdamped
LMC with stepsize η/k, as defined in Section 2.2. Assume ηL ≤ 1/8, and Assumption 1. Then
there exist absolute constants c1 and c2 such that

W2
2 (Law(X̃t,0),Law(Xt,0)) ≲(η6L4dk + η4L2 + η5L4

α
) · (Ldt+ 1

η
E(f(X0,0)− f(Xt,0))

+ η3L4d
α2 + η4L4d2

α
+ exp(c1d− (c2η

2L2k)−1) · η
2L2d
α

.
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The above theorem shows that X̃t,0 is close to Xt,0 in Wasserstein-2 distance. However, running tk
iterations of PLMC requires only O(t) gradient calls, as compared to tk gradient calls for LMC. In
the following corollary, we combine the Theorem 1 with the convergence results for Xt,i to π given
in Durmus et al. (2019) to deduce the convergence of X̃t,i. We refer to Section D.4 for its proof.

Corollary 1. Let X̃t,0 be the iterates of Overdamped PLMC as in Theorem 1. Let x∗ be the unique
minimizer of f , and ϵ > 0. Assume:

1. The conditions from Theorem 1 hold.

2. X̃0,0 satisfies E[f(X̃0,0)− f(x∗)] ≤ Cfκd for some Cf > 0.

Then there exist constants C1, C2 > 0 depending only on Cf , log(W2(X0,0,π)
√
α

ϵ
√
d

) and log(1/ϵ),

polynomially, such that if η = C1 min(α
1/3ϵ2/3

L4/3 , ϵ2/3

d1/3L
), k ≍ max(ηLϵ2 , 1) and N =

C2

[
κ4/3+κd1/3

ϵ2/3

]
. Then,

W2
2 (Law(X̃N,0), π) ≤ ϵ2d/α

Remark 3. The complexity bound for Overdamped LMC (Durmus et al., 2019) is Õ(κ/ϵ2) gradient
calls, and that of Overdamped RLMC (Yu et al., 2024) is Õ(κϵ + κ4/3

ϵ2/3
) gradient calls. To our

knowledge, our method is thus the best known discretization of overdamped Langevin dynamics,
in terms of ϵ dependence. Note that our assumption on the initialization is very mild - f can be
optimized easily using standard convex optimization algorithms.

The following Theorem, proved in Section F, considers Underdamped Langevin Dynamics:

Theorem 2. Let Ũt,i denote the iterates of Underdamped PLMC, and Ut,i denote the iterates of
Underdamped LMC with step-size η/k, as defined in Section 2.2. Let p ≥ 0 be any integer. There
exists c0 > 0, which depends only on p such that if:

1. Assumption 1 holds.

2. γη < c0,
η
k ≤

c0
κ
√
L
, and η3p−1tp−1L2p

γp+1 < c0

3. γ = cγ
√
L for some constant cγ ≥

√
2.

Then, W2
2 (Law(Ũt,i),Law(Ut,i)) = O

[
η7L9/2d

αγ2 t+ η8L4d2

γ2 t2 + η4p+4kp−1L2p+2dp+1

γ2 tp+1
]

+ E[Pη(||V0,0||, |f(Ψ0)− f(Ψt)|+)],

Where O hides constants depending only on c0, cγ . Pη is a polynomial whose coefficients are high
powers of η and depend on p, cγ , and Ψ is defined as Ψs := Ũs,0 +

1
γ Ṽs,0. The complete bound is

explicated in Section F.3, for the sake of clarity.

The bound in Theorem 2 holds for any choice of nonnegative integer p. The presence of p is due
to the manner in which we bound a certain low probability event - see the proof of Proposition 3.
Similar to Corollary 1, the following Corollary (proved in Section H) establishes complexity bounds.

Corollary 2. Let Ũt,i denote the iterates of Underdamped PLMC, as in Theorem 2. Let x∗ be the
unique minimizer of f, and p ∈ N ∪ {0} be fixed. Let k ≍ max(⌈ ηL

ϵ
√
α
⌉, 1), and γ = cγ

√
L as

in Theorem 2. Initialize the iterates with V0,0 ∼ N (0, Id) and E||U0,0 − x∗||2n ≤ c1d
n/Ln for

n = max(2, p+ 1), and some constant c1 > 0 depending only on p.

Then there exist C3, C4, C5 > 0 depending on p and polynomially on log(W2(U0,π)
√
α

ϵ
√
d

) and log(κϵ ),

such that: if η = C3 min

(
ϵ1/3

κ1/6d1/6
√
L
, ϵ

p+2
4p+3

κ
3p

8p+6 d
p

4p+3
√
L

)
, 0 < ϵ ≤ C4 min(κ−1/2, κ− 2p−3

2p d1/2)

and N = C5

[
κ7/6d1/6

ϵ1/3
+ κ

11p+6
8p+6 d

p
4p+3

ϵ
p+2
4p+3

]
, we have

W2
2 (Law(ŨN,0), π) ≤ ϵ2d/α .
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The complexity bound for Underdamped LMC is Õ(κ3/2/ϵ) (Cheng et al., 2018), and that of Un-
derdamped RLMC is Õ(κ

7/6

ϵ1/3
+ κ

ϵ2/3
) (Shen & Lee, 2019).

Remark 4. Our assumption on the initialization is standard in the literature (Vempala & Wibisono,
2019; Shen & Lee, 2019), and satisfied (for example) by N (x∗, Id/L).

1. With p = 0, we get a complexity of Õ(κ
7/6d1/6

ϵ1/3
+ κ

ϵ2/3
).

2. With p = 3, we get a complexity of Õ(κ
13/10d1/5

ϵ1/3
).

3. For p > 3, the second term becomes lower order in ϵ and the oracle complexity satisfies
Õκ,d(

1
ϵ1/3

+ 1
ϵ1/4+O(1/p) ).

Remark 5. The concurrent work of Altschuler et al. (2025) claims an oracle complexity of
Õ(κ5/6d5/3/ϵ2/3) to achieve KL ≤ ϵ2. This is in the low friction regime γ ≍

√
α, and for a

double midpoint implementation of Underdamped RLMC. This has improved dependence in κ as
compared to prior works, but is worse in d and without improvement in ϵ.

Our work improves dependence in ϵ while being worse in d. To our knowledge, PLMC is the
best known discretization of underdamped Langevin dynamics in terms of ϵ, and is the first known
algorithm to break the Õ(ϵ−2/3) barrier for strongly log-concave sampling.

4 INTUITION AND PROOF IDEA

Our proof relies on the following key Lemma. This is similar to Lemma 7 of Kandasamy & Nagaraj
(2024), which was in turn adapted from Zhai (2018). The difference is that our result avoids higher
order moments, making it significantly easier to apply.

Lemma 1. Let V be a random vector in Rd satisfying the following conditions:

1. ||V || ≤ β a.s., E[V ] = 0, and E[V V T ] = Σ.

2. V lies in a one-dimensional subspace almost surely.

Let the random vector Z ∼ N (0, Id), and independent of V . Let ν = Tr(Σ), Then,

W2
2 (Law(Z),Law(Z + V )) ≤ 11

2
ν2 + 15β2>1 · 2ν.

A naive bound would be W2
2 (Law(Z),Law(Z + V )) ≤ ν, which corresponds to the Gaussians

being coupled identically. Note that ν2 can be much smaller than ν, and this leads to our sharp
result.

Interpreting overdamped PLMC as LMC with perturbed Gaussian noise. From the definition
in Section 2.2, overdamped PLMC can be written as follows.

X̃t,i+1 = X̃t,i −
η

k
∇f(X̃t,i) +

√
2η

k
Z̃t,i,

where Z̃t,i denotes the perturbed Gaussian and is given by the following expression.

Z̃t,i =

√
ηk

2
(Ht,i − 1/k)(∇f(X̃t,0)−∇f(X̃+

t,i)) +

√
η

2k
(∇f(X̃t,i)−∇f(X̃+

t,i)) + Zt,i.

Conditioned on the previous iterates X̃t,0, X̃
+
t,i and X̃t,i, this is a Gaussian with mean Bt,i =√

η
2k (∇f(X̃t,i) − ∇f(X̃+

t,i)), perturbed by the zero-mean random vector St,i =
√

ηk
2 (Ht,i −

1/k)(∇f(X̃t,0) − ∇f(X̃+
t,i)). Note that St,i lies in a one dimensional subspace a.s., since it is

determined by the Bernoulli (Ht,i − 1/k).

Gradient descent is contractive. Given η < 1, and that f is well-conditioned (Assumption 1), the
map T (x) = x− η∇f(x) is Lipschitz with parameter (1− αη).

8
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Constructing a coupling. As seen in Section 2.2, iterates of Langevin Monte-Carlo are defined by

Xt,i+1 = Xt,i −
η

k
∇f(Xt,i) +

√
2η

k
Yt,i.

In order to couple Xt,i+1 and X̃t,i+1, we first let Xt,i and X̃t,i be coupled optimally. Conditioned on
Xt,i, X̃t,i, X̃

+
t,i and X̃t,0, we couple Yt,i and Z̃t,i optimally as per the bound established in Lemma

1. This allows us to produce a recursion of the following form.

W2
2 (Law(Xt,i+1),Law(X̃t,i+1)) ≤ (1− αη

2k
)W2

2 (Law(Xt,i),Law(X̃t,i)) + Et,i,

where Et,i is an appropriate bound on the discretization error.

Bounding the discretization error. The application of the CLT as detailed above gives us terms of
the form E||X̃t,i− X̃t,0||p and E||X̃+

t,i− X̃t,0||p for some p ∈ N. These can be bounded in terms of
E||∇f(X̃t,0)||p and Gaussian moments. We then reduce the bounds to E||∇f(X̃t,0)||2 rather than
E||∇f(X̃t,0)||p, and then apply the following gradient bound, which we believe is tight.
Lemma 2. Assuming ηL ≤ 1/8, the following bound is true.

N−1∑
t=0

E∥∇f(X̃t,0)∥2 ≲
1

η
E[f(X̃0,0)− f(X̃N,0)] + LdN.

This is proven in Section D.3. It is known (Vempala & Wibisono, 2019, Lemma 11) that∫
Rd ∥∇f(x)∥2dπ(x) ≤ Ld under smoothness. This bound is tight when π is Gaussian. There-

fore, we expect that the dominant term LdN in our bound cannot be improved at stationarity.

The underdamped case. We make the following coordinate change for the iterates of underdamped
LMC/PLMC. [

x
y

]
→M

[
x
y

]
, whereM =

[
Id 0
Id

2
γ
Id

]
.

Under this transformation, and with appropriate step-size; the deterministic component of the
ULMC recursion is contractive. For a precise statement, see Lemma 16 of Zhang et al. (2023).
We denote Wt,i = Ut,i +

2
γVt,i, and Xt,i = [Ut,i,Wt,i]

T .

Under our transformationM, for appropriate matrices AM, GM,ΓM defined in Section F, we have:

Xt,i+1 = AM

(η

k

)[
Ut,i

Wt,i

]
−GM

(η

k

)[
∇f(Ut,i)

0

]
+ ΓM

(η

k

)
Yt,i,

Xt+1,0 = Xt,k

This allows the ULMC recursion to be interpreted as a noisy contraction similar to OLMC. Define
T : R2d → R2d by

T

[
u
w

]
= AM(η)

[
u
w

]
−GM(η)

[
∇f(u)

0

]
.

Then T is Lipschitz with constant (1 − αη
γ + Lη2) (Zhang et al., 2023, Lemma 16), and is hence

contractive for small η. Using this perspective, we are able to follow a similar proof technique as in
the overdamped case. In this case, we require bounds on the moments E||∇f(Ũt,0)||p and E||Ṽt,0||p.
We use Theorem 4, to bound these moments.

5 CONCLUSION:

We considered the Poisson Midpoint discretization of Overdamped and Underdamped Langevin
Dynamics, and showed state of the art oracle complexity of Õκ,d(

1
ϵ1/3

) for convergence in the
Wasserstein-2 distance to the strong log-concave stationary law π. This breaks the conjectured lower
bound of Ω̃κ,d(

1
ϵ2/3

). Our work is an effort towards understanding the fundamental computational
complexity of sampling from strongly log-concave distributions in terms of κ, ϵ and d, and shows
an improved bound in terms of ϵ. Concurrent work (Altschuler et al., 2025) claims an improvement
of the state of the art dependence on κ (from κ7/6 → κ5/6) but with a worse dependence on ϵ, d.
In future, we hope to explore techniques which simultaneously improve dependence on all three
parameters. In particular, we believe our result can be improved in κ if we obtain tight bounds on
the moments E||∇f(Ũt,0)||p and E||Ṽt,0||p (Remark 8), and this is an avenue for future research.
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A EFFICIENT IMPLEMENTATION OF UNDERDAMPED PLMC

Algorithm 2 Efficient Implementation of Underdamped PLMC Step.
Step 1. Generate It = {i1, . . . , iNt

} such that Ht,i = 1 iff i ∈ It, and i1 < · · · < iNt
without loss

of generality.
Step 2. Let mt,0 ← 0, and Zt,n ∈ R2d be a sequence of i.i.d. standard Gaussians. For 1 ≤ n ≤
Nt + 1:

mt,n ← A
(η(in − in−1)

k

)
mt,n−1 + Γ

(η(in − in−1)

k

)
Zt,n,

with the convention that i0 = 0 and iNt+1 = k − 1.
Step 3. For 1 ≤ n ≤ Nt, compute[

Ũ+
t,in

Ṽ +
t,in

]
← A

(ηin
k

)[
Ũt,0

Ṽt,0

]
−G

(ηin
k

)[
∇f(Ũt,0)

0

]
+mt,n.

Step 4. Compute the correction term:

∆t ← k

Nt∑
n=1

A
(η(k − 1− in)

k

)
G
(η
k

)[
∇f(Ũt,0)−∇f(Ũ+

t,in
)

0

]
Step 5. Compute Ũt+1,0 and Ṽt+1,0 :[

Ũt+1,0

Ṽt+1,0

]
← A(η)

[
Ũt,0

Ṽt,0

]
−G(η)

[
∇f(Ũt,0)

0

]
+∆t +mt,Nt+1

B PROOF OF LEMMA 1

By the triangle inequality forW2, we have

W2
2 (Law(Z),Law(Z + V )) ≤ 2W2

2 (Law(Z),Law(
√
Id +ΣZ))

+ 2W2
2 (Law(

√
Id +ΣZ),Law(Z + V ))

The latter term is a Wasserstein distance between Gaussians, which has the following closed form.

2W2
2 (
√
Id +ΣW,Z) = 4 + 2ν − 4

√
1 + ν ≤ 1

2
ν2.

The former term is bounded below (Lemma 4), using a key result due to Alex Zhai. We check that
the proof by Zhai (2018, Lemma 1.6) does not require n to be an integer and state the following:

Lemma 3 (Lemma 1.6, Zhai (2018)). Let n > 0 and let Y be an Rk valued random variable with
mean 0, covariance Σ/n and ∥Y ∥ ≤ β√

n
almost surely. For t ≥ 0, let Zt denote a Gaussian of mean

0 and covariance tΣ independent of Y . Let σ2
min denote the smallest eigenvalue of Σ. Then, for any

n ≥ 5β2

σ2
min
, we have

W2(Z1, Z1−1/n + Y ) ≤ 5
√
kβ

n
√
n
.

We note that the following Lemma is similar in form and proof to Lemma 7 of Kandasamy &
Nagaraj (2024).

Lemma 4. Let V be a random vector in Rd satisfying the following conditions:

1. ∥V ∥ ≤ β a.s., E[V ] = 0, and E[V V T ] = Σ.

2. V lies in a one-dimensional subspace almost surely.
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Suppose the random vector Z is distributed as N (0, Id), and independent of V . Let ν = Tr(Σ),
Then,

W2
2 (Law(

√
Id +ΣZ),Law(Z + V )) ≤ 5ν2 + 15β2>1 · 2ν.

Proof. These distributions are the same along all directions perpendicular to V. We couple those
directions identically. Let V ′ denote the projection of V onto the direction spanned by itself, and Z ′

denote a one-dimensional Gaussian. We get

W2(Law(
√
Id +ΣZ),Law(Z + V )) ≤ W2(Law(

√
1 + νZ ′),Law(Z ′ + V ′))

=
√
1 + νW2(Law(Z ′),Law( Z′

√
1+ν

+ V ′
√
1+ν

)).

Now set k = 1, n = 1 + 1
ν , and β → β

√
n. Here σmin = 1, which means 5β2 ≤ 1 is sufficient to

apply Lemma 3.

15β2≤1 · W2
2 (Law(

√
Id +ΣZ),Law(Z + V )) ≤ 15β2≤1 ·

25β2ν2

1 + ν
≤ 5ν2.

When 5β2 > 1, we couple Law(
√
1 + νZ ′) and Law(Z ′ + V ′) to have the same Gaussian noise

Z ′, with V ′ sampled independently of Z ′. A simple computation yields

15β2>1 · W2
2 (Law(

√
1 + νZ ′),Law(Z ′ + V ′)) ≤ 15β2>1 · 2ν.

C PROOF FOR OVERDAMPED PLMC

Recall from Section 2.2 that Xt,i denote the iterates of overdamped Langevin Monte Carlo with
step-size η

k . Similarly X̃t,i denote the iterates of Poisson overdamped Langevin Monte Carlo with
step size η

k , and X̃+
t,i denote midpoints.

Xt,i+1 = Xt,i −
η

k
∇f(Xt,i) +

√
2η

k
Yt,i

X̃t,i+1 = X̃t,i −
η

k
∇f(X̃t,0) + ηHt,i(∇f(X̃t,0)−∇f(X̃+

t,i)) +

√
2η

k
Zt,i

X̃+
t,i = X̃t,0 −

ηi

k
∇f(X̃t,0) +

√
2η

k

i∑
j=0

Zt,j

The sequences Zt,i and Yt,i are i.i.d. standard Gaussians, and Ht,i are independent Bernoullis with
parameter 1/k. All random variables above live on the same probability space, with a coupling we
will specify. To interpret PLMC as LMC with a perturbed noise, we write

X̃t,i+1 = X̃t,i −
η

k
∇f(X̃t,i) +

√
2η

k
Z̃t,i,

where Z̃t,i denotes the perturbed Gaussian and is given by the following expression.

Z̃t,i =

√
ηk

2
(Ht,i − 1/k)(∇f(X̃t,0)−∇f(X̃+

t,i)) +

√
η

2k
(∇f(X̃t,i)−∇f(X̃+

t,i)) + Zt,i.

Let Bt,i =
√

η
2k (∇f(X̃t,i) − ∇f(X̃+

t,i)), and St,i =
√

ηk
2 (Ht,i − 1/k)(∇f(X̃t,0) − ∇f(X̃+

t,i)).

We refer to these as the bias and variance terms respectively.

Define the event:
G = {X̃t,0 = y0, X̃t,i = y, X̃+

t,i = y+, Xt,i = x},

with x, y, y+ and y0 being arbitrary points in Rd. For any valid coupling of Xt,i+1 and X̃t,i+1

conditioned on G, the following holds.
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Proposition 1. Let Assumption 1 hold and let αη
k < 1. Then we have,

E[||Xt,i+1−X̃t,i+1||2|G] ≤ (1− αη

2k
)2||x−y||2+ 9ηL2

αk
||y−y+||2+ 2η

k
E[||Zt,i+St,i−Yt,i||2|G].

The proof of this Proposition is in Section D.1. The first term arises from the contractivity of gradient
descent, while the second term comes from the bias. We apply Lemma 1 to bound the final term.

Corollary 3. Let ν = Tr(St,iS
T
t,i|G), and β2 = ηkL2

2 ||y0 − y+||2. Let E ∈ σ(X̃t,0, X̃t,i, X̃
+
t,i, Xt,i)

be an event. Conditioned on G, there exists a coupling of Yt,i, Ht,i and Zt,i such that under Assump-
tion 1,

E[||Zt,i + St,i − Yt,i||2|G] ≤ (1E + 15β2>1) · 2ν + 1Ec · 11
2
ν2.

Proof. Under the event E , we couple the Gaussians Yt,i and Zt,i identically (i.e, Yt,i = Zt,i). This
gives E[∥Zt,i+St,i−Yt,i∥2|G] = E[∥St,i∥2|G] = ν. Under Ec, couple them as in the Lemma 1.

Remark 6. Note that E(Ht,i − 1/k)2 ≤ 1/k, so ν ≤ η2L2||X̃t,0 − X̃+
t,i||2. The above Corollary

is a slight technical modification of Lemma 1. We later choose E so that we may neglect terms
proportional to ||∇f(X̃t,0)||4, arising from our bounds on ν2. This is detailed in Lemma 7.

With the above results, we produce an explicit coupling of Xt,i+1 and X̃t,i+1 to bound the Wasser-
stein distance between their distributions. This involves coupling Xt,i optimally with X̃t,i, and
bounding movement terms of the form E||X̃t,i− X̃t,0||p and E||X̃+

t,i− X̃t,0||p. These moments can
be reduced to gradient and Gaussian terms, using the following Lemma.

Lemma 5 (Lemma 12, Kandasamy & Nagaraj (2024)). Let Mt,k = sup0≤j<k ||
∑j

i=0

√
2η
k Zt,i||,

and p ∈ N. Let Nt :=
∑k−1

i=0 Ht,i. Then the following bounds are true.

sup
0≤i≤k−1

||X̃+
t,i − X̃t,0|| ≤ η||∇f(X̃t,0)||+Mt,k.

sup
0≤i≤k−1

||X̃+
t,i − X̃t,i|| ≤ ηLNt sup

i≤k−1
||X̃+

t,i − X̃t,0||.

E[Mp
t,k] ≤ (ηd)p/2.

The following Lemma is proven in Section D.2.

Lemma 6. Assume ηL/k ≤ 1, and Assumption 1. Then there exist absolute constants c1, c2 > 0
such that

W2
2 (Law(Xt,i+1),Law(X̃t,i+1)) ≤ (1− αη

2k
)W2

2 (Law(X̃t,i),Law(Xt,i)) + Et,i, where

Et,i ≲
(
η6L4d+

η4L2

k
+

η5L4

αk

)
E||∇f(X̃t,0)||2

+
η4L4d

αk
+

η5L4d2

k
+ exp(c1d− (c2η

2L2k)−1) · η
3L2d

k
.

Finishing the proof. Open the recursion in Lemma 6, summing the constant terms as a geometric
series.

W2
2 (Xt,0, X̃t,0) ≲ exp(−αηt)W2

2 (X0,0, X̃0,0)
2 + (η6L4kd+ η4L2 + η5L4

α )

t−1∑
s=0

E||∇f(X̃s,0)||2

+
η3L4d

α2
+

η4L4d2

α
+ exp(c1d− (c2η

2L2k)−1) · η
2L2d

α
.

Note that X0,0 = X̃0,0, so W2
2 (X0,0, X̃0,0) = 0. The gradient term

∑N−1
t=0 E||∇f(X̃t,0)||2 is

bounded in the following Lemma 2, proven in Section D.3.
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D DEFERRED PROOFS FOR OVERDAMPED PLMC

D.1 PROOF OF PROPOSITION 1

Let T (x) = x − η
k∇f(x). Under the assumption αη/k < 1, it follows from the strong convexity

and smoothness of f that T is a contraction with Lipschitz constant (1− αη
k ). By definition, we have

Xt,i+1 = T (Xt,i) +

√
2η

k
Yt,i, and X̃t,i+1 = T (X̃t,i) +

√
2η

k
Z̃t,i.

Under the event G, we have:

∥Xt,i+1 − X̃t,i+1∥2 = ∥T (x)− T (y)∥2 + 2η

k
∥Yt,i − Z̃t,i∥2

+ 2

√
2η

k
⟨Yt,i − Z̃t,i, T (x)− T (y)⟩

Conditioned on G, (Ht,i − 1/k) has zero mean, and Yt,i, Zt,i are standard Gaussians. This leads to

E[∥Xt,i+1 − X̃t,i+1∥2|G] = ∥T (x)− T (y)∥2 − 2η

k
⟨∇f(y)−∇f(y+), T (x)− T (y)⟩

+
2η

k
E[∥Yt,i − Z̃t,i∥2|G]

≤ (1− αη

k
)2∥x− y∥2 + 2ηL

k
(1− αη

k
)∥y − y+∥ · ∥x− y∥

+
2η

k
E[∥Yt,i − Z̃t,i∥2|G].

The second term is bounded using the AM-GM inequality. For any arbitrary γ > 0,

2ηL

k
∥y − y+∥ · ∥x− y∥ ≤ 4η2L2

γ
∥y − y+∥2 + γ

k2
∥x− y∥2.

In particular, with γ = αηk/2,

(1− αη

k
)2∥x− y∥2 + 2ηL

k
(1− αη

k
)∥y − y+∥ · ∥x− y∥

≤ (1− αη

k
)(1− αη

2k
)∥x− y∥2 + (1− αη

k
)
8ηL2

αk
∥y − y+∥2

≤ (1− αη

2k
)2∥x− y∥2 + 8ηL2

αk
∥y − y+∥2.

By definition of Z̃t,i,

Z̃t,i − Yt,i =

√
η

2k
(∇f(y)−∇f(y+)) + Zt,i + St,i − Yt,i.

Square both sides, noting that E[Zt,i+St,i−Yt,i|G] = 0, and ∥∇f(y)−∇f(y+)∥2 ≤ L2∥y−y+∥2
under assumption 1. This gives

2η

k
E[∥Yt,i − Z̃t,i∥2|G] =

η2L2

k2
∥y − y+∥2 + 2η

k
E[∥Zt,i + St,i − Yt,i∥2|G]

≤ ηL2

αk
∥y − y+∥2 + 2η

k
E[∥Zt,i + St,i − Yt,i∥2|G].

D.2 PROOF OF LEMMA 6

Proof. Recall the definition G := {X̃t,0 = y0, X̃t,i = y, X̃+
t,i = y+, Xt,i = x}. Conditioned on G,

we have:

Xt,i+1 = x− η

k
∇f(x) +

√
2η

k
Yt,i

15



810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863

Under review as a conference paper at ICLR 2026

X̃t,i+1 = y + ηHt,i(∇f(y0)−∇f(y+))−
η

k
∇f(y0) +

√
2η

k
Zt,i.

Conditioned on G, we couple (Zt,i, Ht,i) and Yt,i as in Corollary 3. This allows us
to define (Xt,i+1, X̃t,i+1) using the equations above and gives a conditional coupling of
(Yt,i, Ht,i, Zt,i, Xt,i+1, X̃t,i+1).

We produce an unconditional coupling as follows: Couple Xt,i and X̃t,i optimally w.r.t. to W2,
then sample X̃+

t,i and X̃t,0 jointly conditioned on X̃t,i. Conditioned on (X̃+
t,i, X̃t,0, Xt,i, X̃t,i) (i.e,

σ(X̃t,0, X̃t,i, X̃
+
t,i, Xt,i)), we then sample (Zt,i, Yt,i, Ht,i, Xt,i+1, X̃t,i+1) from the conditional cou-

pling described above. Taking the expectation in Proposition 1, and using the bounds in Corollary 3
we get:

W2
2 (Xt,i+1, X̃t,i+1)

2 ≤ (1− αη

2k
)2W2

2 (Xt,i, X̃t,i)
2 + Et,i,

where Et,i ≲ ηL2

αk E||X̃t,i − X̃+
t,i||2 + η

kE[(1E + 15β2>1) · 2ν + 1Ec · 11
2 ν2] and E ∈

σ(X̃t,0, X̃t,i, X̃
+
t,i, Xt,i) is any event. We choose a particular event E and bound the latter term

in Lemma 7. The former term is bounded below, using items 1 and 2 of Lemma 5.

ηL2

αk
E||X̃t,i − X̃+

t,i||
2 ≲

η3L4

αk
E

[
N2

t sup
j≤k−1

||X̃t,0 − X̃+
t,j ||

2

]
Note that Nt is independent of y0 and y+, and E[N2

t ] ≲ 1. Along with item 2 of Lemma 5, this
gives

ηL2

αk
E||X̃t,i − X̃+

t,i||
2 ≲

η5L4

αk
E||∇f(X̃t,0)||2 +

η3L4

αk
E[M2

t,k]

≲
η5L4

αk
E||∇f(X̃t,0)||2 +

η4L4d

αk
.

D.3 PROOF OF LEMMA 2

Proof. Since f is smooth, we have (Lemma 3.4, Bubeck et al. (2015))

f(X̃t+1,0)− f(X̃t,0) ≤ ⟨∇f(X̃t,0), X̃t+1,0 − X̃t,0⟩+
L

2
∥X̃t+1,0 − X̃t,0∥2.

By definition, X̃t+1,0 − X̃t,0 = −η∇f(X̃t,0) +
∑k−1

i=0 ηHt,i(∇f(X̃t,0) − ∇f(X̃+
t,i)) +∑k−1

i=0

√
2η
k Zt,i. Since E[Ht,i] = 1/k and E[Zt,i] = 0,

E⟨∇f(X̃t,0), X̃t+1,0 − X̃t,0⟩ ≤ −ηE∥∇f(X̃t,0)∥2

+

k−1∑
i=0

η

k
E∥∇f(X̃t,0)∥ · ∥∇f(X̃t,0)−∇f(X̃+

t,i)∥

≤ −η

2
E∥∇f(X̃t,0)∥2 +

k−1∑
i=0

η

2k
E∥∇f(X̃t,0)−∇f(X̃+

t,i)∥
2

≤ −η

2
E∥∇f(X̃t,0)∥2 +

η

2
sup

0≤i≤k−1
E∥∇f(X̃t,0)−∇f(X̃+

t,i)∥
2

≤ −η

2
E∥∇f(X̃t,0)∥2 + η3L2∥∇f(X̃t,0)∥2 + η2L2d.

Where in the second and final steps we used ab ≤ a2+b2

2 and Lemma 5 respectively. Now we use

∥a+ b∥2 ≤ 2(∥a∥2 + ∥b∥2) and E∥
∑k−1

i=0

√
2η
k Zt,i∥2 = 2ηd to get

L

2
∥X̃t+1,0 − X̃t,0∥2 ≤ η2L∥∇f(X̃t,0)∥2 + η2L∥

k−1∑
i=0

Ht,i(∇f(X̃t,0)−∇f(X̃+
t,i))∥

2 + 2ηLd.
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Let Nt =
∑k−1

i=0 Ht,i. Note that E[N2
t ] ≤ 2, and Nt is independent of X̃t,0. Triangle inequality and

5 give

η2LE∥
k−1∑
i=0

Ht,i(∇f(X̃t,0)−∇f(X̃+
t,i))∥

2 ≤ η2LE[Nt sup
0≤i≤k−1

E∥∇f(X̃t,0)−∇f(X̃+
t,i)∥]

2

≤ 4η4L3E∥∇f(X̃t,0)∥2 + 4η3L3d.

Under our assumption ηL ≤ 1/8, the terms η3L2∥∇f(X̃t,0)∥2, η4L3E∥∇f(X̃t,0)∥2, η2L2d and
η3L3d are negligible in order. Collecting the dominant terms, we get

ηE∥∇f(X̃t,0)∥2 ≲ [f(X̃t,0)− f(X̃t+1,0)] + ηLd.

This telescopes, leading to the result.

D.4 PROOF OF COROLLARY 1

Proof. By triangle inequality onW2,

W2
2 (Law(X̃N,0), π) ≲W2

2 (Law(X̃N,0),Law(XN,0)) +W2
2 (Law(XN,0), π).

We show under the conditions of our Corollary that each of these terms is O(ϵ2d/α). To deal with
the second term, recall the following Theorem for the convergence of Langevin Monte-Carlo.

Theorem 3 (Corollary 10, Durmus et al. (2019)). Suppose Assumption 1 is true. Let Xn denote the
iterates of Langevin Monte-Carlo with step-size γϵ. Then, with

γϵ =
ϵ2

4L
, nϵ ≥ ⌈log(

2W2
2 (X0, π)α

ϵ2d
)γ−1

ϵ α−1⌉

we haveW2
2 (Xnϵ

, π) ≤ ϵ2d
α .

By our choice of k, we have η
k ≲ ϵ2

L . Note that the above Theorem goes through with an in-

equality η ≤ ϵ2

4L , so we have W2
2 (XN,0, π) ≤ ϵ2d

α for N = log(
2W2

2 (X0,0,π)α
ϵ2d )(αη)−1. Let

L1 = 2max(Cf , log(
2W2

2 (X0,0,π)α
ϵ2d )). Now apply Theorem 1 with

η ≍ min
( ϵ2/3

L
1/3
1 L

,
ϵ1/2

κ1/4L
1/4
1 L

,
ϵ2/3

d1/6L
1/6
1 L

,
ϵ2/3

κ1/3L
,
ϵ1/2

d1/4L
, (

c2ϵ
2

c1d− log ϵ2
)1/3 · 1

L

)
and N as above, to seeW2

2 (Law(X̃N,0),Law(XN,0)) ≲ ϵ2d
α .

E TECHNICAL RESULTS FOR OLMC

Lemma 7. Let β and ν be defined as in Lemma 3. Define the event E ∈ σ(X̃t,0, X̃t,i, X̃
+
t,i, Xt,i)

by E = {η
4L2

k ∥∇f(X̃t,0)∥2 < η7L4

k ∥∇f(X̃t,0)∥4}. Then

η

k
E[(1E + 15β2>1) · ν + 1Ec · ν2] ≲ (η6L4d+

η4L2

k
)E∥∇f(X̃t,0)∥2 +

η5L4d2

k

+ exp(c1d− (c2η
2L2k)−1) · η

3L2d

k

where the expectation is taken over the distribution defined in the proof of 6.

Proof. Since Ht,i is a Bernoulli random variable with parameter 1/k, we have E[(Ht,i − 1/k)2] ≤
1/k. This gives us an upper bound on ν, since ν = E[ηk2 (Ht,i − 1/k)2∥∇f(y0) − ∇f(y+)∥2] ≤
ηL2

2 ∥y0 − y+∥2 under Assumption 1. This gives

η

k
[(1E + 15β2>1) · ν + 1Ec · ν2] ≲ (1E + 15β2>1) ·

η2L2

k
∥y0 − y+∥2 + 1Ec · η

3L4

k
∥y0 − y+∥4
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Now we apply item 1 of Lemma 5 to obtain the following.

η2L2

k
∥y0 − y+∥2 ≲

η4L2

k
∥∇f(X̃t,0)∥2 +

η2L2

k
M2

t,k.

η3L4

k
∥y0 − y+∥4 ≲

η7L4

k
∥∇f(X̃t,0)∥4 +

η3L4

k
M4

t,k.

Using (15β2>1 + 1E) ≲ 1 and 1Ec
η7L4

k ∥∇f(X̃t,0)∥4 ≤ η4L2

k ∥∇f(X̃t,0)∥2, we obtain

η

k
[(1E + 15β2>1) · ν + 1Ec · ν2] ≲ η4L2

k
∥∇f(X̃t,0)∥2 +

η3L4

k
M4

t,k

+ (1E + 15β2>1)
η2L2

k
M2

t,k.

The expectations of the second term and final terms are bounded in Lemmas 5 and 8 respectively.

Lemma 8. Let β and E be as in Lemma 7. There exists an absolute constants c1 and c2 such that

E[(15β2>1 + 1E) ·
η2L2

k
M2

t,k] ≲ η6L4dE∥∇f(X̃t,0)∥2 + exp(c1d− (c2η
2L2k)−1)

η3L2d

k

Proof. Note that E is independent of Mt,k, and by its definition we have 1E ≤ η3L2∥∇f(X̃t,0)∥2.
As a result,

E[1E ·
η2L2

k
M2

t,k] ≤ η3L2E∥∇f(X̃t,0)∥2 · E[
η2L2

k
M2

t,k].

Recall the definition of β.

β ≤
√

ηkL∥X̃t,0 − X̃+
t,i∥

=
√
ηkL

∥∥∥∥ηik ∇f(X̃t,0) +

√
2η

k

i∑
j=0

Zt,j

∥∥∥∥.
Applying triangle inequality and union bound, we get

1√
5β>1 ≤ 1{

√
5η3/2k1/2L∥∇f(X̃t,0)∥ > 1}+ 1{

√
10ηL∥

i∑
j=0

Zt,j∥ > 1}.

Note that X̃t,0 is independent of Mt,k. To handle the second term below, apply Cauchy Schwarz
and a Gaussian concentration inequality.

E[15β2>1 ·
η2L2

k
M2

t,k] ≤ P[
√
5η3/2k1/2L∥∇f(X̃t,0)∥ > 1] · η

2L2

k
E[M2

t,k]

+ P
[√

10ηL∥
i∑

j=0

Zt,j∥ > 1
]1/2 · η2L2

k
E[M4

t,k]
1/2

≲ η3kL2E[∥∇f(X̃t,0)∥2] ·
η2L2

k
E[M2

t,k]

+ exp(c1d− (c2η
2L2k)−1) · η

2L2

k
E[M4

t,k]
1/2.

Where c1, c2 > 0 are absolute constants. Applying item 2 of Lemma 5 completes the proof.
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F PROOF FOR UNDERDAMPED PLMC

F.1 BASIS CHANGE FOR CONTRACTIVITY

Recall from Section 2.2 the definitions of Ũt,i, Ṽt,i. We make the following coordinate change for
the iterates of underdamped LMC/PLMC.[

x
y

]
→M

[
x
y

]
, whereM =

[
Id 0
Id

2
γ Id

]
.

We denote Wt,i = Ut,i +
2
γVt,i, and W̃t,i = Ũt,i +

2
γ Ṽt,i. Similarly, W̃+

t,i = Ũ+
t,i +

2
γ Ṽ

+
t,i, and

X̃t,i =

[
Ũt,i

W̃t,i

]
, X̃+

t,i =

[
Ũ+
t,i

W̃+
t,i

]
, and Xt,i =

[
Ut,i

Wt,i

]
.

The transformed iterates Ũt,i, W̃t,i satisfy the following recursion.[
Ũt,i+1

W̃t,i+1

]
= AM

(η
k

)[
Ũt,i

W̃t,i

]
−GM

(η
k

)[
∇f(Ũt,0)

0

]
+ ΓM

(η
k

)
Zt,i

+ kHt,i ·GM

(η
k

)[
∇f(Ũt,0)−∇f(Ũ+

t,i)
0

]
The matrices AM, GM and ΓM account for the change of basis. It can be verified that AM =
MAM−1, and GM =MG. Moreover, ΓM =MΓ, and these are explicated below.

AM(h) =

[
1
2 (1 + exp(−γh))Id 1

2 (1− exp(−γh))Id
1
2 (1− exp(−γh))Id 1

2 (1 + exp(−γh))Id

]
, GM(h) =

[
γh−(1−exp(−γh))

γ2 Id 0
γh+(1−exp(−γh))

γ2 Id 0

]
.

Γ2
M(h) =

[
4(1−exp(−γh)−(1−exp(2γh))+2γh

γ2 Id
2γh−(1−exp(2γh))

γ2 Id
2γh−(1−exp(2γh))

γ2 Id
4(1−exp(−γh)+(1−exp(2γh))+2γh

γ2 Id

]

In order to interpret this as ULMC with perturbed Gaussian noise, we write[
Ũt,i+1

W̃t,i+1

]
= AM

(η
k

)[
Ũt,i

W̃t,i

]
+GM

(η
k

)[
−∇f(Ũt,i)

0

]
+ ΓM

(η
k

)
Z̃t,i.

The perturbed Gaussian Z̃t,i can be expressed as Z̃t,i = Zt,i +Bt,i + St,i, where

Bt,i = Γ−1
M

(η
k

)
GM

(η
k

)[
∇f(Ũt,i)−∇f(Ũ+

t,i)
0

]
St,i = k(Ht,i − 1/k)ΓM

(η
k

)−1

GM

(η
k

)[
∇f(Ũt,0)−∇f(Ũ+

t,i)
0

]
.

Here Bt,i, St,i are called the bias and variance terms respectively.

The midpoints are given by[
Ũ+
t,i

W̃+
t,i

]
= AM

(ηi
k

)[
Ũt,0

W̃t,0

]
−GM

(ηi
k

)[
∇f(Ut,0)

0

]
+

i−1∑
j=0

AM

(η(k − 1− i)

k

)
GM

(ηi
k

)
Zt,i.

The iterates of underdamped LMC satisfy[
Ut,i+1

Wt,i+1

]
= AM

(η
k

)[
Ut,i

Wt,i

]
−GM

(η
k

)[
∇f(Ut,i)

0

]
+ ΓM

(η
k

)
Yt,i,[

Ut+1,0

Wt+1,0

]
=

[
Ut,k

Wt,k

]
.

Here Yt,i and Zt,i are i.i.d. standard Gaussians, Ht,i are Bernoulli with parameter 1/k, and all
random variables above live on the same probability space with a coupling yet to be specified.
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F.2 PROOF OVERVIEW

Our proof follows the same method as in the overdamped case. As before, We condition on the
previous iterates – with the following event:

G =
{
X̃t,0 = y0 =

[
u0

w0

]
, X̃t,i = y =

[
ũ
w̃

]
, X̃+

t,i = y+ =

[
u+

w+

]
, Xt,i = x =

[
u
w

]}
,

where y0, y, y
+ and x arbitrary points in R2d. For any valid coupling of Xt,i+1 and X̃t,i+1, the

following holds.

Proposition 2. Assume η/k ≲ 1
κ
√
L
, and γη

k < c0 for sufficiently small c0 > 0. Then with γ =

cγ
√
L for some cγ ≥ 2, the following holds.

E[∥Xt,i+1 − X̃t,i+1∥2|G] ≤ (1− Ω(
αη

γk
))∥x− y∥2

+O
[ ηL2

αγk
∥u+ − ũ∥2 + η

γk
E[∥Zt,i + St,i − Yt,i∥2|G]

]
.

The above Proposition is proved in Section I.1. The first term arises from the contractivity of the
ULMC update rule, while the second term comes from the bias. Having conditioned on G, we use
1 to bound the final term E[∥Zt,i + St,i − Yt,i∥2G]. We refer to Section G.1 for the proof of the
following proposition.

Proposition 3. Let p ≥ 0 be an integer. Conditioned on G, there exists a coupling of Zt,i, Ht,i and
Yt,i such that

η
γkE[∥Zt,i + St,i − Yt,i∥2|G] ≲ η3L4

γ3k ∥u0 − u+∥4 + 5pηp+2kp−1L2p+2

γp+2 ∥u0 − u+∥2p+2.

Remark 7. The presence of p is due to the manner in which handle the low probability event
{5β2 > 1}, appearing in Lemma 1. We use 15β2>1 ≤ 5pβ2p, with an appropriate bound on β2p.
Each choice of p leads to a different error bound, so we write this in generality.

With the above results, we produce an explicit coupling of Xt,i+1 and X̃t,i+1 to bound the Wasser-
stein distance between their distributions. This is done by coupling Xt,i optimally with X̃t,i, then
bounding the moments E||u+− ũ||2 and E||u0− ũ||p. These moments contain gradient, momentum,
and Gaussian terms; and are handled via the following Lemma.

Lemma 9 (Lemma 21, Kandasamy & Nagaraj (2024)). Let Π denote projection onto the position
axis: Π[u, v]T = [u, 0]T . Let Mt,k = sup0≤i<k ∥

∑i
j=0 A(η(i−j)

k )Γ(ηk )Zt,j∥Π. Then the following
inequalities are true.

∥Ũ+
t,i − Ũt,0∥ ≲ η∥Ṽt,0∥+ η2∥∇f(Ũt,0)∥+Mt,k

E[Mp
t,k] ≲ exp(

pγη

2
)γp/2η3p/2(d+ log k)p/2.

The proof of the following Lemma is given in Section G.2

Lemma 10. Assume η/k ≲ 1
κ
√
L
, and γη < c0 for sufficiently small c0 > 0. With γ = c

√
L for

some c ≥ 2, the following is true.

W2
2 (Law(Xt,i+1),Law(X̃t,i+1)) ≤ (1− Ω(αηγk ))W

2
2 (Xt,i, X̃t,i) +O

[
η7L4

αγk E∥Ṽt,0∥2

+ η9L4

αγk E∥∇f(Ũt,0)∥2 + η8L4

αk (d+ log k) + η7L4

γ3k E∥Ṽt,0∥4

+ η11L4

γ3k E∥∇f(Ũt,0)∥4 + η9L4

γk (d+ log k)2 + λp[
η3p+4kp−1L2p+2

γp+2 E∥Ṽt,0∥2p+2

+ η5p+6kp−1L2p+2

γp+2 E∥∇f(Ũt,0)∥2p+2 + η4p+5kp−1L2p+2

γ (d+ log k)p+1
]
,

Where λp is a constant depending only on p.
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F.3 FINISHING THE PROOF

Open up the recursion, summing up the constant terms as a geometric series. This gives

W 2
2 (Law(X̃t,0),Law(Xt,0)) ≲ exp

(
Ω(−αηt√

L
)
)
W2

2 (Law(X0,0),Law(X̃0,0))

+

t∑
s=0

[
η7L4

αγ E∥Ṽt,0∥2 + η9L4

αγ E∥∇f(Ũt,0)∥2
]
+ η7L4γ

α2 (d+ log k)

+

t∑
s=0

[
η7L4

γ3 E∥Ṽt,0∥4 + η11L4

γ3 E∥∇f(Ũt,0)∥4
]
+ η8L4

α (d+ log k)2

+

t∑
s=0

λp

[
η3p+4kpL2p+2

γp+2 E∥Ṽt,0∥2p+2 + η5p+6kpL2p+2

γp+2 E∥∇f(Ũt,0)∥2p+2
]

+ λp
η4p+4kpL2p+2

α (d+ log k)p+1

Note that X0,0 = X̃0,0 by definition, so the first term is zero. The moments
∑t

s=0 E||Ṽt,0||2p and∑t
s=0 E||∇f(Ũt,0)||2p are bounded the following Lemma.

Theorem 4 (Theorem 4, Kandasamy & Nagaraj (2024)). Fix p ≥ 1, and let S2p(∇f) =∑T
t=0 E∥∇f(Ũt,0)∥2p. Let S2p(V ) =

∑T
t=0 E∥Ṽt,0∥2p, and Ψt = Ũt,0 +

1
γ Ṽt,0. There exist con-

stants Cp, cp, c̄p > 0 such that whenever: γ ≥ Cp

√
L, αγ < cp, η3p−1Tp−1L2p

γp+1 < c̄p, the following
results hold:

S2p(∇f) ≤ Cp
γ2p−1

η

[
E∥Ṽ0,0∥2p + E|(f(Ψ0)− f(ΨT ))

+|p + 1
]
+

CpT
[
γ4p

Lp + (γηT )p−1γ2p
]
(d+ log k)p

S2p(V ) ≤ Cp
1

γη

[
E∥Ṽ0,0∥2p + E|(f(Ψ0)− f(ΨT ))

+|p + 1
]

+ CpT
[
γ2p

Lp + (γηT )p−1
]
(d+ log k)p

Remark 8. We believe these bounds are suboptimal. When V is a standard Gaussian random vector,
we have E||V ||2p = dp. Similarly, when f is L-smooth, it can be shown that∫

Rd

||∇f(x)||2pdπ(x) ≤
p∏

n=1

(2n− 1) · (Ld)p.

This is Lemma 12, and is a generalization of Lemma 11 from Vempala & Wibisono (2019). We
thus believe the dominant term in both bounds should be O(Tdp), whereas what we have is
O(ηp−1T pdp). When T ≍ 1/αη, this is suboptimal in κ dependence.

We substitute the bounds from 4, ignoring lower order terms via the assumption γη < c0.

W 2
2 (Law(X̃t,0),Law(Xt,0)) ≲

η6L4

αγ2

[
E∥Ṽ0∥2 + E|(f(Ψ0)− f(ΨT ))

+ + 1
]

+ η7L4

αγ t
[
γ2

L + 1
]
(d+ log k) + η6L4

γ4

[
E∥Ṽ0∥4 + E|(f(Ψ0)− f(ΨT ))

+|2 + 1
]

+ η7L4

γ3 t
[
γ4

L2 + (γηt)
]
(d+ log k)2

+ λp
η3p+3kpL2p+2

γp+3

[
E∥Ṽ0∥2p+2 + E|(f(Ψ0)− f(ΨT ))

+|p+1 + 1
]

+ λp
η3p+4kpL2p+2

γp+2 t
[
γ2p+2

Lp+1 + (γηt)p
]
(d+ log k)p+1

+ η7L4γ
α2 (d+ log k) + η8L4

α (d+ log k)2 + λp
η4p+4kpL2p+2

α (d+ log k)p+1.
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G DEFERRED PROOFS FOR ULMC

G.1 PROOF OF PROPOSITION 3

Proof. Let β =
√

ηk
γ L∥u0 − u+∥. By Proposition 4 we have ∥GM(ηk )

TΓM(ηk )
−2GM(ηk )∥ ≤

η
γk , and we know Ht,i ≤ 1 since it is a Bernoulli. It follows that ∥St,i∥2 ≤ β2. Now let ν =

Tr(E[St,iS
T
t,i|G]). Since E[(Ht,i − 1/k)2] ≤ 1/k, it follows that ν ≤ ηL2

γ ∥u0 − u+∥2. Applying
Lemma 1 gives

E[∥Zt,i + St,i − Yt,i∥2|G] ≲
η2L4

γ2
∥u0 − u+∥4 + 15β2>1 ·

ηL2

γ
∥u0 − u+∥2

≲
η2L4

γ2
E∥u0 − u+∥4 + 5pηp+1kpL2p+2

γp+1
E∥u0 − u+∥2p+2.

In the last line, we have used 15β2>1 ≤ (5β2)p = 5pηpkpL2p

γp ∥u0−u+∥2p. Multiplying this inequal-
ity by η

γk finishes the proof.

G.2 PROOF OF LEMMA 10

We will use the following bounds in the proof.

Lemma 11 (Lemmas 18/19, Kandasamy & Nagaraj (2024)). Let Π : R2d → R2d denote projection
onto the first d coordinates. Let G(h) and A(h) be as defined in the update rule for underdamped
Langevin Monte-Carlo in Section 2.2. Let Ũ+

t,i, Ṽ
+
t,i and Ũt,i, Ṽt,i denote the midpoints and iterates

respectively of Poisson-ULMC, as defined in Section 2.2. Let ∥ · ∥ denote the operator norm of a
matrix, and ∥ · ∥Rn denote the Euclidean norm in dimension n. Then the following inequalities are
true.

∥∥∥∥∥ΠAM

(jη
k

)
GM

(η
k

)∥∥∥∥∥ ≲
η2

k
,

∥∥∥∥∥
[
Ũ+
t,i − Ũt,i

Ṽ +
t,i − Ṽt,i

]∥∥∥∥∥
R2d

≤
i−1∑
j=0

kHt,j

∥∥∥∥∥A( (i− j − 1)η

k

)
G
(η
k

)[
∇f(Ũt,0)−∇f(Ũ+

t,i)
0

] ∥∥∥∥∥
R2d

.

Proof. Recall the definition of G.

G =
{
X̃t,0 = y0 =

[
u0

w0

]
, X̃t,i = y =

[
ũ
w̃

]
, X̃+

t,i = y+ =

[
u+

w+

]
, Xt,i = x =

[
u
w

]}
.

By definition, conditioned on G, we have

Xt,i+1 = AM

(η
k

)
x+GM

(η
k

)[
−∇f(u)

0

]
+ ΓMYt,i,

X̃t,i+1 = AM

(η
k

)
y +GM

(η
k

)[
−∇f(ũ)

0

]
+ ΓM

(η
k

)
Zt,i

+ kHt,i ·GM

(η
k

)[
∇f(u0)−∇f(u+)

0

]
Conditioned on G, we couple Zt,i, Ht,i and Yt,i as in Lemma 3. This allows us
to define (Xt,i+1, X̃t,i+1) using the equations above and gives a conditional coupling of
(Zt,i, Ht,i, Yt,i, Xt,i+1, X̃t,i+1) given G.
We produce an unconditional coupling as follows. Couple Xt,i and X̃t,i optimally w.r.t. W2, then
sample X̃+

t,i and X̃t,0 jointly conditioned on X̃t,i. Conditioned on (Xt,i, X̃t,i, X̃
+
t,i, X̃t,0) we then
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sample (Zt,i, Yt,i, Ht,i, Xt,i+1, X̃t,i+1) from the conditional coupling described above. We now
take the expectation in Proposition 2, after substituting the bound in Proposition 3. This gives

W2
2 (Xt,i+1,X̃t,i+1) ≤ (1− Ω(

αη

γk
))W2

2 (Xt,i, X̃t,i) + Et,i, where

Et,i ≲
ηL2

αγk
E∥Ũ+

t,i − Ũt,i∥2 +
η3L4

γ3k
E∥Ũ+

t,i − Ũt,0∥4

+
5pηp+2kp−1L2p+2

γp+2
E∥Ũ+

t,i − Ũt,0∥2p+2.

We now bound each of the error terms individually. Recall Nt :=
∑k−1

i=0 Ht,i and let Mt,k be as
defined in Lemma 9.

ηL2

αγk
E∥Ũ+

t,i − Ũt,i∥2 ≤
ηL2

αγk
E

[
i−1∑
j=0

kHt,j

∥∥∥∥∥AM

( (i− 1− j)η

k

)
GM

(η
k

)[
∇f(Ũt,0)−∇f(Ũ+

t,i)
0

] ∥∥∥∥∥
]2

≲
ηL2

αγk
E
[ i−1∑
j=0

Ht,j · η2L∥Ũ+
t,j − Ũt,0∥

]2
≲

η5L4

αγk
E
[
N2

t sup
0≤j<k

∥Ũ+
t,j − Ũt,0∥2

]
≲

η5L4

αγk
E
[

sup
0≤j<k

∥Ũ+
t,j − Ũt,0∥2

]
≲

η7L4

αγk
E∥Ṽt,0∥2 +

η9L4

αγk
E∥∇f(Ũt,0)∥2 +

η5L4

αγk
E[M2

t,k]

≲
η7L4

αγk
E∥Ṽt,0∥2 +

η9L4

αγk
E∥∇f(Ũt,0)∥2 +

η8L4

αk
(d+ log k).

In the first inequality, we have used item 2 of Lemma 11. In the second, we have used item 1 of
Lemma 11 and Assumption 1. In the fourth we have used that Nt is independent of the iterates, and
E[Nt]

2 ≲ 1. In the fifth and last inequalities, we have used items 1 and 2 of Lemma 9 respectively,
with the assumption that γη is bounded.

η3L4

γ3k
E∥Ũ+

t,i−Ũt,0∥4 ≲
η7L4

γ3k
E∥Ṽt,0∥4 +

η11L4

γ3k
E∥∇f(Ũt,0)∥4 +

η3L4

γ3k
E[M4

t,k]

≲
η7L4

γ3k
E∥Ṽt,0∥4 +

η11L4

γ3k
E∥∇f(Ũt,0)∥4 +

η9L4

γk
(d+ log k)2.

The above inequality follows from items 1 and 2 of Lemma 9, with the assumption that γη is
bounded. Now, for some constant λp depending only on p:

5pηp+2kp−1L2p+2

γp+2
E∥Ũ+

t,i − Ũt,0∥2p+2 ≤ λ′
p

[η3p+4kp−1L2p+2

γp+2
E∥Ṽt,0∥2p+2

+
η5p+6kp−1L2p+2

γp+2
E∥∇f(Ũt,0)∥2p+2 +

ηp+2kp−1L2p+2

γp+2
E[M2p+2

t,k ]
]

≤ λp

[η3p+4kp−1L2p+2

γp+2
E∥Ṽt,0∥2p+2 +

η5p+6kp−1L2p+2

γp+2
E∥∇f(Ũt,0)∥2p+2

+
η4p+5kp−1L2p+2

γ
(d+ log k)p+1

]
.

As before, the above inequality follows from items 1 and 2 of Lemma 9.

H PROOF OF COROLLARY 2

Proof. Triangle inequality onW2 gives

W2
2 (ŨN,0, π) ≲W2

2 (ŨN,0, UN,0) +W2
2 (UN,0, π) ≤ W2

2 (X̃N,0, XN,0) +W2
2 (UN,0, π).
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Under the conditions of the Corollary, we show that both these terms are ≲ ϵ2d
α . Recall the following

Theorem for the convergence of Underdamped LMC.

Theorem 5 (Corollary of Theorem 2, Dalalyan & Riou-Durand (2020)). Let f satisfy Assumption
1. In addition, let the initial condition of ULMC be drawn from the product distribution µ =

N (0, Id) ⊗ ν0. For γ = c
√
L and step-size h = 0.94ϵ

√
α

L
√
2

, the distribution νk of the kth iterate of

the ULMC algorithm satisfiesW2
2 (νk, π) ≤ ϵ2d

α for k ≥ c3
γ
αh log

√
2αW2(ν0,π)

ϵ
√
d

and some absolute
constant c3.

With k defined as in the Corollary we have η
k ≲ ϵ

√
α

L . Note that the Theorem above is valid
with an inequality h ≤ 0.94ϵ

√
α

L
√
2

rather than equality, so we get W2
2 (UN,0, π) ≤ ϵ2d

α for N ≥
c3γ
αh log

√
2αW2(ν0,π)

ϵ
√
d

. It remains to be shown thatW2
2 (X̃N,0, XN,0) ≲ ϵ2d

α . Let n be a natural num-
ber. Under our assumptions on V0,0 and U0,0, we have E||V0||2n = dn and

(f(Ψ0)− f(ΨT ))
+ ≤ f(Ψ0)− f(x∗)

≤ L||Ψ0 − x∗||2

≲ L||U0,0 − x∗||2 + L

γ2
||V0,0||2

Under our assumptions, we thus get E|(f(Ψ0) − f(ΨT ))
+|n ≲ dn. Moreover, we have log k ≍

max(0, log ηL
ϵ
√
α
) ≲ log κ

ϵ under the assumption that γη < c0. Now let L2 = c2 log
√
2αW2(ν0,π)

ϵ
√
d

,

L3 = log κ
ϵ and apply Theorem 2 with N as above, and

η ≤ min
(

ϵ1/3√
L
, ϵ1/3

κ1/6L
1/6
2

√
L
, ϵ1/3κ1/6

d1/6
√
L
, ϵ1/3

κ1/6d1/6L
1/3
2

√
L
, ϵ

p+2
4p+3

κ

p/2−1
4p+3 d

p
4p+3

√
L

ϵ

p+2
4p+3

κ

3p
8p+6 d

p
4p+3 L

p+1
4p+3
2

√
L

, ϵ1/3d1/6κ1/6

L
1/6
3

√
L

, ϵ1/3d1/6

κ1/6L
1/3
3

√
L
, ϵ

p+2
4p+3 d

1
4p+3

κ

3p
8p+6 L

p+1
4p+3
2 L

p+1
4p+3
3

√
L

)
.

Our assumption on ϵ is sufficient to ensure that the conditions of Theorem 2 are satisfied with η as
above. This givesW2

2 (X̃N,0, XN,0) ≤ ϵ2d
α , with N = L3γ(αη)

−1 as desired.

I TECHNICAL RESULTS FOR ULMC

I.1 PROOF OF PROPOSITION 2

The following proposition provides useful bounds on the operator norms of ΓM and GM based on
Taylor series expansion. We refer to Section I.2 for its proof.
Proposition 4. Let ∥·∥ denote the operator norm of a matrix, and ∥·∥Rn denote the Euclidean norm
in dimension n. Let p and q denote arbitrary points in Rd. Assume γh < c0 for some sufficiently
small constant c0 > 0, and Assumption 1. Then the following inequalities are true.

1. ∥ΓM(h)∥2 ≲ h
γ .

2. ∥GM(h)TΓM(h)−2GM(h)∥ ≤ h
γ .

3.
∥∥∥GM(η)

[
∇f(p)−∇f(q)

0

] ∥∥∥
R2d

≲ hL
γ ∥p− q∥Rd .

We now prove Proposition 2.

Proof. Let h = η
k , and

T
([

u
v

])
= AM(h)

[
u
v

]
+GM(h)

[
−∇f(u)

0

]
.
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Given Assumption 1, with γ = c
√
L for some c ≥

√
2, the map T is Lipschitz with ∥T∥Lip ≤ 1 −

α√
L
h+O(Lh2) (Lemma 16, Zhang et al. (2023).) Under our assumptions we have L(ηk )

2 ≲ α√
L
· ηk ,

and T is thus a contraction with parameter 1− Ω( αη√
Lk

). Under the event G, we have∥∥∥Xt,i+1 − X̃t,i+1

∥∥∥2 =
∥∥∥T (x)− T (y)

∥∥∥2 + ∥∥∥ΓM

(η
k

)
(Yt,i − Z̃t,i)

∥∥∥2
+ 2

〈
ΓM

(η
k

)
(Yt,i − Z̃t,i), T (x)− T (y)

〉
.

By the definition of Z̃t,i,

ΓM

(η
k

)
(Z̃t,i − Yt,i) = ΓM

(η
k

)
(Zt,i + St,i − Yt,i) +GM

(η
k

)[
∇f(Ũt,i)−∇f(Ũ+

t,i)
0

]
.

Conditioned on G, (Ht,i − 1/k) is zero mean and Zt,i and Yt,i are standard Gaussians. This gives

E[ΓM(ηk )(Z
′
t,i− Z̃t,i)|G] = GM

(
η
k

)[
∇f(Ũt,i)−∇f(Ũ+

t,i)
0

]
. By item 3 of Proposition 4, and the

contractivity of T , we get

E[∥Xt,i+1 − X̃t,i+1∥2|G] ≤ (1− Ω(
αη

γk
))∥x− y∥2 +O

[∥∥∥ΓM

(η
k

)
(Yt,i − Z̃t,i)

∥∥∥2
+

ηL

kγ
∥u+ − ũ∥ · ∥x− y∥

]
.

An application of the AM-GM inequality gives

ηL

γk
∥u+ − ũ∥ · ∥x− y∥ ≲ ηL2

ταγk
∥u+ − ũ∥2 + τ

αη

γk
∥x− y∥2,

Where τ > 0 is arbitrary. Choose τ small enough so that the second term can be absorbed into
(1− Ω(αηγk ))∥x− y∥2. We also have

E[∥ΓM

(η
k

)
(Z̃t,i − Yt,i)∥2|G] ≲ ∥GM

(η
k

)[
∇f(Ũt,i)−∇f(Ũ+

t,i)
0

]
∥2

+ ∥ΓM

(η
k

)
∥2 · E[∥Zt,i + St,i − Yt,i∥2|G].

By item 3 of Proposition 4, ∥GM

(
η
k

)[
∇f(Ũt,i)−∇f(Ũ+

t,i)
0

]
∥2 ≤ η2L2

k2γ2 ∥ũ − u+∥2 ≤ ηL2

αγk∥ũ −

u+∥2; and by item 1, ∥ΓM

(
η
k

)
∥2 ≤ η

γk .

E[∥ΓM(
η

k
)(Z̃t,i − Yt,i)∥2|G] ≲

ηL2

αγk
∥ũ− u+∥2 + η

γk
E[∥Zt,i + St,i − Yt,i∥2|G].

I.2 PROOF OF PROPOSITION 4

Proof. The eigenvalues of ΓM(h)2 are

E1 =
exp(−2γh)

γ2
(a− b), E2 =

exp(−2γh)
γ2

(a+ b)

where a = −1 + exp(2γh)(1 + 2γh), and

b =
√
1− 32 exp(3γh) + 2 exp(2γh)(7 + 2γh) + exp(4γh)(17− 4γh+ 4γ2h2).

Taylor expansion in the variable h gives

exp(−2γh)
γ2

a =
4h

γ
− 2h2 +

4γh3

3
+O(γ2h4),
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exp(−2γh)
γ2

b =
4h

γ
− 2h2 +

7γh3

6
+O(γ2h4).

As a result, the eigenvalues E1 and E2 are of order γh3 and h
γ respectively, with E2 ≥ E1 being the

spectral norm of ΓM(h)2. We compute the inverse:

det(ΓM(h)2) =
8

γ4
exp(−2γh)(−1 + exp(γh))(2 + γh+ exp(γh)(−2 + γh)),

ΓM(h)−2 = det(ΓM(h)2)−1

[
4(1−exp(−γh)−(1−exp(2γh))+2γh

γ2 Id − 2γh−(1−exp(2γh))
γ2 Id

− 2γh−(1−exp(2γh))
γ2 Id

4(1−exp(−γh)+(1−exp(2γh))+2γh
γ2 Id

]
.

An explicit computation gives

GM(h)TΓM(h)−2GM(h) =

[
h
2γ 0

0 0

]
.

A Taylor expansion on the entries of GM(h) shows

GM(h) =

[
h2

2 +O(γh3) 0
2h
γ −

h2

2 +O(γh3) 0

]
.

Item 3 of the proposition follows from this and the smoothness of f – Assumption 1.

Lemma 12. Assume π = exp(−f) is L-smooth, and let p ∈ N. Then∫
Rd

||∇f(x)||2pdπ(x) ≤
p∏

n=1

(2n− 1) · (Ld)p.

Proof. This is a generalization of Vempala & Wibisono (2019, Lemma 11). By definition, we have∫
Rd

||∇f(x)||2pdπ(x) =
∫
Rd

exp(−f(x))
[ d∑

i=1

( ∂f

∂xi

)2]p
dx

By Jensen’s inequality, we get

≤ dp−1
d∑

i=1

∫
Rd

exp(−f(x))
( ∂f

∂xi

)2p

dx

Applying integration by parts along xi, we get

= dp−1(2p− 1)

d∑
i=1

∫
Rd

exp(−f(x))
(∂2f

∂x2
i

)( ∂f

∂xi

)2p−2

dx

Since f is L-smooth, we have ∂2f
∂x2

i
≤ L.

≤ Ldp−1(2p− 1)

d∑
i=1

∫
Rd

exp(−f(x))
( ∂f

∂xi

)2p−2

dx

By a repeated application of integration by parts, we get

≤ Lpdp−1

p∏
n=1

(2n− 1)

d∑
i=1

∫
Rd

exp(−f)dx

Since π is a probability measure,
∫
exp(−f) = 1.

=

p∏
n=1

(2n− 1)(Ld)p.
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