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Abstract

The proliferation of offensive online content001
across diverse languages necessitates culturally-002
aware NLP solutions. While Cross-Lingual003
Transfer Learning (CLTL) shows promise in004
other NLP tasks, its application to offensive lan-005
guage detection overlooks crucial cultural nu-006
ances in how offensiveness is perceived. This007
work investigates the effectiveness of CLTL for008
offensive language detection, considering both009
linguistic and cultural factors. Specifically, we010
investigated transfer learning across 105 lan-011
guage pairs, and uncovered several key find-012
ings. Firstly, training exclusively on English013
data impedes performance in certain target lan-014
guages. Secondly, linguistic proximity between015
languages does not have a significant impact016
on transferability. Lastly, there is a significant017
correlation between cultural distance and per-018
formance. Importantly, for each unit increase019
of cultural distance, there was an increase of020
0.3 in the AUC. These findings emphasize the021
limitations of English-centric approaches and022
highlight the need to integrate cultural context023
into NLP solutions for offensive language de-024
tection.025

1 Introduction026

In recent years, the escalating prevalence of offen-027

sive language on prominent social media platforms028

such as Facebook and Twitter has emerged as a029

significant and pressing concern. The landscape of030

online discourse has been further complicated with031

the introduction of content generated by language032

models (United States Senate Committee on the033

Judiciary, Jan 31st, 2024; Atlantic-Council, 2023).034

Within the NLP community, extensive research ef-035

forts have been dedicated to developing resources036

and methodologies for detecting offensive content037

(See Yin and Zubiaga, 2021, for a review). Ini-038

tial endeavors were predominantly concentrated039

on monolingual settings, with the majority of the040

research focusing on the English language (Vid-041

gen and Derczynski, 2020). However, recently, the 042

trajectory of research has shifted towards address- 043

ing the challenge of offensive language detection 044

in other languages or in multilingual settings (Al- 045

Hassan and Al-Dossari, 2019). This shift, however, 046

is hindered by the constrained availability of la- 047

beled data and the considerable variability in what 048

constitutes offensive language across diverse cul- 049

tures and languages (Röttger et al., 2022b). 050

In numerous NLP tasks, Cross-Lingual Trans- 051

fer Learning (CLTL) has emerged as a promising 052

avenue for addressing challenges related to data 053

scarcity. CLTL leverages domain knowledge from 054

high-resource languages to benefit low-resource 055

languages. However, the application of many CLTL 056

methods to offensive language detection has proven 057

less successful (Nozza, 2021). The intricate lin- 058

guistic structures and cultural variations across lan- 059

guages pose significant challenges for CLTL (Jiang 060

and Zubiaga, 2024). Davani et al. (2023) empha- 061

size the pivotal role of cultural and psychological 062

factors in determining what is deemed offensive. 063

Despite this recognition, a considerable portion of 064

recent studies overlook the significance of cultural 065

context and advocate a one-size-fits-all solution, 066

using English data to enhance the performance of 067

offensive language classifiers in low-resource lan- 068

guages (Röttger et al., 2022a). Consequently, as 069

demonstrated in recent findings by Lee et al. (2023), 070

hate speech classifiers are culturally insensitive. 071

In this study, we systematically investigate the 072

influence of linguistic and cultural similarities on 073

the cross-lingual transferability of hate speech and 074

offensive language detection. Contrary to previous 075

suggestions, we observe that training on English 076

corpora before delving into offensive language de- 077

tection in a different target language leads to dimin- 078

ished performance in certain cases (section 4). Fur- 079

thermore, we find that including culturally diverse 080

datasets in the first stage of CLTL significantly 081

improves the performance of target languages in 082
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low-resource settings (section 5).083

Based on our findings, we advocate for CLTL084

methods that leverage cultural diversity. Our re-085

sults suggest that the model’s exposure to cultur-086

ally diverse datasets not only broadens the model’s087

cultural repertoire but also increases its ability088

to precisely identify offensive content across dif-089

ferent languages. Our detailed analysis of cross-090

lingual transfer learning across 15 languages, and091

105 language pairs, aims to disentangle the re-092

spective roles of linguistic and cultural similarities093

between datasets on cross-lingual transferability094

among them. This work underscores the necessity095

of moving beyond English-centric approaches and096

integrating cultural context into NLP solutions for097

offensive language detection.098

2 Background099

2.1 Cross lingual Transfer Learning100

The primary objective in CLTL for offensive lan-101

guage detection is to leverage knowledge from a102

language with existing resources (i.e., the auxiliary103

language) to enhance the effectiveness of offen-104

sive language detection in a language with limited105

resources (i.e., the target language). Various meth-106

ods have been proposed for CLTL of offensive lan-107

guage detection. These approaches can be broadly108

categorized as instance transfer, feature transfer,109

and parameter transfer (Jiang and Zubiaga, 2024).110

Instance transfer involves approaches that trans-111

fer either the labels (e.g., via label projection) or112

the text (e.g., via translation) to the new language.113

Translation approaches, however, may be prone114

to errors, possibly neglecting cultural nuances and115

resulting in translations inconsistent with the orig-116

inal language (Das et al., 2022). Feature transfer117

methods focus on using latent representations of118

texts (e.g., multilingual embeddings) to transfer119

knowledge from the source to the target language.120

However, Nozza (2021) demonstrated that multilin-121

gual embeddings exhibit poor generalization across122

languages when lacking training data in the target123

language. Finally, parameter transfer approaches124

use the parameters of a model trained on an auxil-125

iary language to enhance performance on the target126

language. An essential element in parameter trans-127

fer approaches is the choice of target and auxil-128

iary languages. Since cultural factors can influence129

language use, connotations, and perceptions of of-130

fensiveness, it becomes crucial to systematically131

investigate their impact on CLTL approaches.132

2.2 Culture, Language, and Offensiveness 133

Culture broadly encompasses a range of “good- 134

enough” solutions that each society has developed 135

to address survival problems (Oyserman, 2011), 136

often operationalized as causally distributed pat- 137

terns of mental representations across a population 138

(Atran et al., 2005). Cultural solutions manifest 139

in a diverse array of beliefs, values, norms, and 140

practices (Boyd and Richerson, 2005). 141

One of the dimensions of cultural differences 142

is individualism vs. collectivism (Triandis, 2018). 143

Individualistic cultures emphasize values of auton- 144

omy, distinction, and the pursuit of uniqueness. In 145

contrast, collectivistic cultures prioritize unity, con- 146

formity, communal harmony, and mutual respon- 147

sibility (Oyserman, 2017; Markus and Kitayama, 148

2010). A critical domain where individualistic and 149

collectivistic cultures diverge is in perceptions of 150

offensiveness, including the nature of offenses, the 151

intensity of emotional reactions they provoke, and 152

views on suitable retribution (Maitner et al., 2017). 153

Collectivistic cultures perceive offenses against 154

communal entities such as national symbols, re- 155

ligious beliefs, or family honor as grave threats 156

to social unity (Kim et al., 2008). Conversely, in 157

individualistic cultures, offenses against an individ- 158

ual’s achievements, professional reputation (Gün- 159

soy et al., 2023), or personal identity, like gender 160

or sexual orientation, are taken with equal gravity. 161

The individualism vs. collectivism difference, 162

while providing valuable insights into the cultural 163

psychology of offense, fails to account for other di- 164

mensions of cultural differences such as a society’s 165

tolerance for norm violations, known as the tight- 166

ness–looseness dimension (Gelfand et al., 2011), 167

which influences how people perceive and react to 168

offensive language. 169

In recent years, cultural psychologists have in- 170

troduced a new comprehensive index for quanti- 171

fying cultural differences, known as the WEIRD- 172

ness score (Muthukrishna et al., 2020). “WEIRD”, 173

in this context, stands for “Western, Educated, 174

Industrialized, Rich, and Democratic” (Henrich 175

et al., 2010). This index is a composite score 176

derived from several measures of cultural dif- 177

ferences, including Hofstede’s (Hofstede, 2001) 178

cultural dimensions (which encompass, among 179

others, individualism-collectivism scores), the 180

tightness–looseness, dimension, Schwartz’s values 181

(Schwartz, 2006), and a range of other psycholog- 182

ical and behavioral measures. The WEIRDness 183

2



Figure 1: The relationship between cultural differences, as measured by the WEIRDness distance between La and
Lt, and ∆(La, Lt). The regression line, derived from Equation 1, indicates that the WEIREDness distance predicts
CLTL performance gains (β = 0.3, p = 0.02).

score is a quantitative measure designed to assess184

the cultural distance of a country to the U.S., which185

is considered a quintessential WEIRD nation (For a186

more in-depth discussion refer to Section B). Coun-187

tries that align closely with the characteristics of188

the U.S. are deemed more WEIRD, while those189

diverging from the US traits are labeled as more190

non-WEIRD. Past cross-cultural evidence docu-191

ments how WEIRDness can reliably predict a mul-192

titude of psychological variances across nations193

such as differences in moral values and the per-194

ception and interpretation of hate content among195

different populations (Henrich et al., 2010; Atari196

et al., 2023). Previous studies have indicated that197

individuals from WEIRD countries tend to classify198

fewer items as offensive, particularly when China199

is excluded from the analysis (Davani et al., 2023).200

Linguistic similarity is another crucial factor in201

understanding cross-lingual transferability of of-202

fensive language detection due to its potential im-203

pact on the effectiveness of multilingual models.204

Languages vary not only in vocabulary but also205

in syntax, semantics, and phonetics, and various206

approaches have been proposed to quantify the207

similarity between languages (ten Thije and Zee-208

vaert, 2007; Maedche et al., 2002; Gomaa et al.,209

2013). To measure linguistic similarity, we adopt210

a data-driven approach for language comparison,211

emphasizing the identification of cognates through212

computational analysis of phonetic data, especially213

consonants (eLinguistics C., 2020). This method214

applies phonological rules to systematically iden-215

tify potential cognates. An advanced scoring sys- 216

tem evaluates the similarity between languages at 217

multiple levels, from phonetics to broader struc- 218

tures. Finally, statistical analysis of cognate scores 219

ensures the validity and reliability of the language- 220

relatedness findings, distinguishing true linguis- 221

tic connections from coincidental similarities. For 222

a comparative analysis between available indices, 223

and the rationale behind our choice of linguistic 224

similarity, see Appendix C. 225

3 Experimental Setup 226

Our goal is to investigate how linguistic and cul- 227

tural differences affect cross-lingual transferability 228

of offensive language detection. Let Mθ denote a 229

pretrained multilingual language model M param- 230

eterized by θ and let La and Lt denote auxiliary 231

and target languages, respectively. Let fLt and 232

fLa denote the offensive language detection mod- 233

els that were initialized with Mθ and have only 234

been trained on data from the target and auxiliary 235

languages. Furthermore, let fLa→Lt denote the 236

cross-lingual transfer model that has two training 237

stages: In the first stage, Mθ has been trained on 238

the auxiliary language to get fLa . Then in the sec- 239

ond stage, fLa has been fine-tuned on data from 240

the target language. The overall goal in CLTL is to 241

maximize the performance gains resulting from the 242

first stage of training formally defined as 243

∆(La → Lt) = AUC(fLa→Lt)− AUC(fLa) 244

where AUC(.) is used to denote the area under the 245
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Figure 2: Distribution of ∆(La → Lt) by auxiliary
language La. Most languages exhibit both positive and
negative impacts on CLTL, underscoring the signifi-
cance of considering cultural factors when choosing La.

operating characteristic curve of a model on the246

test set form Lt. We use ∆(La, Lt) to denote the247

average of ∆(La → Lt) and ∆(Lt → La). In248

Section 4, we assess if English (or any auxiliary249

language) universally guarantees positive transfer250

(∆(La → Lt) > 0). Subsequently, in Section 5251

to quantify how cultural and linguistic differences252

between the La and Lt influence ∆(La, Lt), we253

rely on the following regression:254

∆(La, Lt) = β0 + β1 ×∆WEIRDness(La, Lt)

+ β2 ×∆Language(La, Lt) + ϵ
(1)255

where ∆WEIRDness(La, Lt) denotes the difference256

in WEIRDness score of La and Lt (Muthukrishna257

et al., 2020), and ∆Language(La, Lt) denotes the258

linguistic distance (eLinguistics C., 2020).259

We conduct our experiments on 15 languages,260

namely, Albanian, Danish, English, Estonian, Ger-261

man, Greek, Italian, Latvian, Portuguese, Rus-262

sian, Turkish, Surzhyk, Chinese, Hindi, and Arabic.263

More information on the datasets used in this work264

can be found in Appendix D and Table 1. We split265

each dataset into a 80/10/10 train, dev, and test266

split. To control for the differences in dataset size267

in different languages, we take a stratified sample268

of a fixed number of instances (n = 1000) from269

each language for the training set. Given that the270

language model needs to be able to handle data271

from multiple languages we used XLM-r (Conneau272

et al., 2020) and trained all model parameters for273

10 epochs.274

4 English Data Does Not Always Help275

Recognizing the pivotal role of cultural factors in276

shaping perceptions of offensiveness, we reevalu-277

ate the one-size-fits-all approach proposed by pre-278

vious researchers (Röttger et al., 2022a) on a di-279

verse set of languages and cultural backgrounds.280

Specifically, we test the assumption that employ- 281

ing English as the auxiliary language consistently 282

enhances the performance of the target language 283

(Lt). Our empirical investigation reveals that con- 284

trary to this assumption, using English as the aux- 285

iliary language results in performance degrada- 286

tion (∆(English → Lt) < 0) in 40% of the 287

cases. Specifically, we observe diminished per- 288

formance for Russian, Portuguese, Hindi, Estonian, 289

Latvian, and Italian (Appendix E). As shown in 290

Figure 2 most languages exhibit diverse effects, en- 291

compassing both positive and negative impacts on 292

CLTL. This analysis underscores the limitations 293

of English-centric approaches, highlighting the po- 294

tential of considering cultural factors in offensive 295

language detection. 296

5 Cultural Diversity Improves Models 297

To quantify the impact of cultural and linguistic fac- 298

tors on CLTL gains, we conducted a linear regres- 299

sion analysis predicting ∆(La, Lt) based on lan- 300

guage difference and WEIRDness difference (see 301

Equation 1). We find evidence that WEIRDness dif- 302

ference significantly predicts CLTL performance 303

gains (β = 0.3, p = 0.02) even after controlling 304

for linguistic factors. Specifically, for each unit 305

increase in the WEIRDness difference, there is an 306

expected increase of 0.3 units in ∆(La, Lt). How- 307

ever, language similarity was not a significant pre- 308

dictor (p = 0.21) of ∆(La, Lt). In the model the as- 309

sumptions of linearity, independence, and normal- 310

ity were met, with a residual standard error of 0.05. 311

Our results imply that training models across lan- 312

guages from diverse cultural contexts could serve 313

as a potential solution to building culturally sensi- 314

tive models capable of capturing a more accurate 315

reflection of cultural nuances. 316

6 Conclusion 317

This study underscores the crucial role of cultural 318

diversity in cross-lingual approaches to offensive 319

language detection. We conducted a systematic 320

examination of the influence of both cultural and 321

linguistic factors on cross-lingual transferability 322

across 15 languages. Interestingly, we find that 323

linguistic proximity does not impact transferability. 324

However, transfer significantly improves when us- 325

ing culturally diverse language pairs. This empha- 326

sizes the importance of cultural context in offensive 327

language detection and exposes the shortcomings 328

of relying on English-centric approaches. 329
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7 Limitations330

Our study is constrained by the specific languages331

and datasets chosen for our analysis. We leave332

further verification of our analysis in different lan-333

guages and datasets for future work. The language334

models utilized in our study introduce limitations.335

Different language models may yield distinct re-336

sults due to variations in architecture, training data,337

and underlying algorithms. Consequently, the find-338

ings should be interpreted within the context of339

the chosen language models. The study is based340

on data available up February 2024. Changes in341

language usage, cultural trends, or advancements342

in language models beyond this date are not con-343

sidered. Consequently, our findings may not re-344

flect the most current linguistic landscape or the345

latest developments in natural language process-346

ing. The accuracy and reliability of our study are347

contingent upon the quality and availability of the348

selected datasets. Issues such as data biases, incom-349

pleteness, or inaccuracies within the datasets may350

impact the robustness of our conclusions. Even351

though our study highlights the significance of in-352

corporating cultural diversity in CLTL for offensive353

language detection, we do not endorse an approach354

that disregards universal ethical standards. Rec-355

ognizing that certain expressions of hate, such as356

calls for genocide, are universally unacceptable357

based on the Declaration of Human Rights, our358

findings advocate for a balanced perspective that359

respects cultural nuances while upholding global360

ethics. Acknowledging these limitations is crucial361

for a nuanced interpretation of our study’s findings362

and encourages future research to address these363

constraints for a more comprehensive understand-364

ing of the broader linguistic landscape.365
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A Hardware and Implementation Details 620

All the experiments were conducted on an NVIDIA 621

RTX A6000 with 48GB RAM. The entire exper- 622

iment takes around 9 hours on a single GPU. We 623

used a learning rate of 1e-4. For optimization, we 624

used Adamw (Loshchilov and Hutter, 2018) using 625

a L2 regularization of 0.01. 626

B Measuring WEIRDness 627

Using the fixation index (FST), Muthukrishna et al., 628

2020 quantified variations in cultural beliefs and 629

behaviors across societies. Initially used in ge- 630

netics for assessing differentiation among sub- 631

populations, FST has been adapted to cultural psy- 632

chology (Cavalli-Sforza et al., 1994), serving to 633

measure the deviation of cultural traits and assign 634

a numerical value to cultural distances. The study 635

significantly leveraged data from the World Values 636

Survey (WVS) (Inglehart et al., 2000), a global ini- 637

tiative exploring the evolution of people’s values 638

and beliefs. Through WVS, (Muthukrishna et al., 639

2020) investigated the diverse responses of individ- 640

uals from various societies to a broad set of queries 641

about values and beliefs. 642

For each language, we assigned a WEIRDness 643

score specific to the country from which the lan- 644

guage’s corpus data was sourced. For instance, the 645

corpus for Arabic was derived from tweets originat- 646

ing in Lebanon; therefore, we applied the WEIRD- 647

ness score specific to Lebanon for this dataset. 648

However, for the Greek and Portuguese datasets, 649

we adapted our approach due to the unavailability 650
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of specific WEIRDness scores for Greece and Por-651

tugal. Instead, we selected the WEIRDness scores652

of geographically proximal countries: Macedonia’s653

score was used for the Greek dataset, and Spain’s654

score was applied to the Portuguese dataset.655

C Linguistic Similarity656

Traditional indices like the Levenshtein distance657

(ten Thije and Zeevaert, 2007), Jaccard similar-658

ity (Maedche et al., 2002), and Cosine similarity659

(Gomaa et al., 2013) have significantly contributed660

to various linguistic applications, providing broad661

insights into text and content analysis. The Lev-662

enshtein distance is noted for its effectiveness in663

spelling correction and character-level analysis,664

Jaccard similarity in identifying word set overlaps665

for document comparisons, and Cosine similarity666

in gauging thematic content based on word fre-667

quency for information retrieval tasks.668

However, our research, which delves into the669

nuanced detection of offensive language across670

languages, demands a linguistic analysis that cap-671

tures more than what these traditional metrics of-672

fer. Our used index enhances these foundational673

indices by incorporating advanced phonological,674

syntactic, and semantic analyses. This is crucial675

for comprehensively understanding the intricacies676

of offensive language within various linguistic and677

cultural contexts.678

Phonological sensitivity, a pivotal feature of this679

index, is instrumental in discerning subtle pronun-680

ciation or intonation differences that can signifi-681

cantly alter the meanings or connotations of words682

or phrases. For instance, homophones or words683

with similar sounds might have different meanings684

based on slight pronunciation nuances. Further-685

more, the meaning or offensiveness of a word or686

phrase can change dramatically with intonation,687

such as in sarcasm or culturally specific jokes. Also,688

the same word can have different connotations689

across dialects or cultures based on pronunciation690

variations. The index’s proficiency in analyzing691

these phonological aspects enhances the accuracy692

of offensive content detection in diverse linguistic693

landscapes.694

Additionally, the index’s capacity for syntactic695

and semantic analysis ensures a deep understanding696

of sentence structures and the contextual meaning697

of phrases. This surpasses the capabilities of tradi-698

tional indices and is particularly beneficial for inter-699

preting idiomatic expressions, colloquial language,700

and context-dependent language use. For exam- 701

ple, the index can accurately interpret idiomatic 702

expressions that may carry meanings not directly 703

inferable from the individual words and are often 704

deeply embedded in cultural contexts. It can also 705

discern contextual nuances, enabling more accurate 706

detection and interpretation of offensive content 707

that varies dramatically with context. 708

D Datasets 709

Here we review all the datasets used in this work. It 710

is essential to emphasize that all mentioned datasets 711

are publicly available and have been specifically 712

curated to facilitate research on hate speech and 713

offensive language detection, which is aligned with 714

our use case in this work. 715

D.1 Albanian 716

(Nurce et al., 2021) contains 11,874 posts collected 717

from Instagram and YouTube. Four annotators 718

have annotated the posts using hierarchical anno- 719

tation proposed in (Zampieri et al., 2019). In this 720

annotation three subtasks are defined as distinguish- 721

ing between: 1) offensive and non-offensive, 2) 722

targeted or untargeted offense, 3) individual, group, 723

or other targets. In this study we use data from 724

subtask 1. 725

D.2 Danish 726

Sigurbergsson and Derczynski (2020) consists of 727

800 Facebook posts and 2,800 Reddit posts and 728

their respective comments. Annotation is done 729

based on subtask of (Zampieri et al., 2019) and one 730

binary label indicating offensiveness is provided. 731

D.3 English 732

de Gibert et al. (2018) introduced a dataset of 733

10,568 sentences sourced from 22 sub-forums of 734

Stormfront.org, covering the period from 2002 735

to 2017. Each sentence is categorized based on 736

whether it fulfills three criteria: a) deliberate attack, 737

b) directed towards a specific group of people, and 738

c) motivated by aspects of the group’s identity. 739

D.4 Estonian 740

(Shekhar et al., 2020) contains 31.5M comments 741

on news articles from Eesti Ekspress and labels to 742

determine why deleted comments were considered 743

inappropriate. The eight defined labels are as fol- 744

lows: 1) Disallowed content, 2) Threats, 3) Hate 745

Speech, 4) Obscenity, 5) Deception and trolling, 6) 746

Vulgarity, 7) Language, and 8) abuse. We take a 747

8
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comment as offensive if any of the aforementioned748

categories are present.749

D.5 German750

Assenmacher et al. (2021) contains 85,000 com-751

ments from the German newspaper Rheinische752

Post and the moderator’s binary decision of abu-753

siveness. The data is further annotated using754

the following fine-grained categories: 1) sexism,755

2) racism, 3) threats, 4) insults, 5) profane, 6)756

meta/organizational, and 7) advertisement. In this757

work we aggregate the first five labels and create a758

new label for offensiveness.759

D.6 Greek760

Pitenis et al. (2020) introduce the Offensive Greek761

Tweet Dataset (OGTD) containing 4,779 tweets762

collected between May and June 2019. (Zampieri763

et al., 2019) guidelines and schema for subtask a764

is used and each tweet is labeled as offensive or765

not-offensive.766

D.7 Italian767

(Bosco et al., 2018) consists of 17,567 comments768

on 99 Facebook posts and 6,928 tweets. The task769

defined on these two datasets is a binary classifica-770

tion for detecting hate speech.771

D.8 Latvian772

Pollak et al. (2021) provide EMBEDDIA, a set of773

tools, datasets, and challenges for European lan-774

guages. One of their datasets is 12M comments on775

Latvian news from Ekspress media group collected776

from 2015 to 2019. The labels indicate whether777

the comment was deleted or not from the website.778

Similar to Estonian, comments are often in Russian779

as well.780

D.9 Portuguese781

(Leite et al., 2020) contains 21K tweets collected782

from July to August 2019. The data is annotated for783

hate speech detection. Six fine-grained labels are784

also provided to indicate the type of hate speech.785

These labels include 1) LGBTQ+ phobia, 2) Insult,786

3) Xenophobia, 4) Misogyny, 5) Obscene, and 6)787

Racism. In this work we aggregate all labels and788

create a new label for offensiveness.789

D.10 Russian790

(Gorbunova, 2022) contains 3,000 comments Rus-791

sian social network VKontakte and was collected792

to evaluate existing classifiers on distorted words.793

Two binary labels are assigned to each comment to 794

indicate toxicity and distortion. 795

D.11 Turkish 796

(Çöltekin, 2020) contains 40,000 tweets collected 797

from March 2018 to September 2019 with a gap 798

of two weeks during November 2018. The tweets 799

are then labeled using subtask a of the hierarchical 800

labeling introduced in (Zampieri et al., 2019). 801

D.12 Surzhyk 802

(Andrusyak et al., 2018) contains 2,000 YouTube 803

comments in Surzhyk which is spoken in Russia 804

and Ukraine. A binary label is then assigned to 805

each comment to indicate if the comments is abu- 806

sive or not. 807

D.13 Chinese 808

(Deng et al., 2022) consists of 37,480 posts from 809

Zhiho and Weibo social media platforms. The data 810

is annotated using a binary label to indicate offen- 811

siveness and a categorical label named topic that 812

takes values of race, gender, and region. The topic 813

label shows what topic the offender targeted. 814

D.14 Hindi 815

Bhardwaj et al. (2020) provide 8,200 posts col- 816

lected from Twitter, Facebook, and WhatsApp. The 817

posts are then categorized into five categories: 1) 818

fake, 2) hate, 3) offense, 4) defame, and 5) non- 819

hostile. 820

D.15 Arabic 821

The dataset provided by Mulki et al. (2019) con- 822

sists of 6,000 tweets collected from March 2018 823

to February 2019. Each tweet has been assigned 824

to one of the three categories: 1) Normal, 2) Hate, 825

and 3) Abusive. We treat the tweets in the normal 826

category as non-offensive and assign an offensive 827

label to Tweets in the hate and abusive categories. 828
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E Detailed Results829

La Lt ∆(La, Lt)

hindi surzhyk 0.0080
hindi turkish 0.0466
hindi portuguese -0.0134
hindi latvian -0.0220
hindi italian -0.0134
hindi greek 0.0466
hindi german 0.0466
hindi estonian -0.0220
hindi danish 0.0466
hindi albanian 0.0466
hindi arabic 0.0138
hindi english -0.0134
hindi russian -0.0295
hindi chinese 0.0466
surzhyk hindi -0.0092
surzhyk turkish 0.0354
surzhyk portuguese -0.0092
surzhyk latvian 0.0140
surzhyk italian -0.0092
surzhyk greek 0.0354
surzhyk german 0.0354
surzhyk estonian 0.0140
surzhyk danish 0.0354
surzhyk albanian 0.0354
surzhyk arabic 0.0600
surzhyk english -0.0092
surzhyk russian -0.0562
surzhyk chinese 0.0354
turkish hindi 0.0101
turkish surzhyk 0.0111
turkish portuguese 0.0101
turkish latvian -0.0001
turkish italian 0.0101
turkish greek 0.0055
turkish german 0.0055
turkish estonian -0.0001
turkish danish 0.0055
turkish albanian 0.0055
turkish arabic -0.0043
turkish english 0.0101
turkish russian -0.0051
turkish chinese 0.0055
portuguese hindi -0.0134
portuguese surzhyk 0.0080
portuguese turkish 0.0466
portuguese latvian -0.0220
portuguese italian -0.0134
portuguese greek 0.0466
portuguese german 0.0466

830

La Lt ∆(La, Lt)

portuguese estonian -0.0220
portuguese danish 0.0466
portuguese albanian 0.0466
portuguese arabic 0.0138
portuguese english -0.0134
portuguese russian -0.0295
portuguese chinese 0.0466
latvian hindi -0.0109
latvian surzhyk -0.0204
latvian turkish 0.0108
latvian portuguese -0.0109
latvian italian -0.0109
latvian greek 0.0108
latvian german 0.0108
latvian estonian -0.0085
latvian danish 0.0108
latvian albanian 0.0108
latvian arabic 0.0200
latvian english -0.0109
latvian russian -0.0789
latvian chinese 0.0108
italian hindi -0.0134
italian surzhyk 0.0080
italian turkish 0.0466
italian portuguese -0.0134
italian latvian -0.0220
italian greek 0.0466
italian german 0.0466
italian estonian -0.0220
italian danish 0.0466
italian albanian 0.0466
italian arabic 0.0138
italian english -0.0134
italian russian -0.0295
italian chinese 0.0466
greek hindi 0.0101
greek surzhyk 0.0111
greek turkish 0.0055
greek portuguese 0.0101
greek latvian -0.0001
greek italian 0.0101
greek german 0.0055
greek estonian -0.0001
greek danish 0.0055
greek albanian 0.0055
greek arabic -0.0043
greek english 0.0101
greek russian -0.0051
greek chinese 0.0055
german hindi 0.0101
german surzhyk 0.0111

831
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La Lt ∆(La, Lt)

german turkish 0.0055
german portuguese 0.0101
german latvian -0.0001
german italian 0.0101
german greek 0.0055
german estonian -0.0001
german danish 0.0055
german albanian 0.0055
german arabic -0.0043
german english 0.0101
german russian -0.0051
german chinese 0.0055
estonian hindi -0.0109
estonian surzhyk -0.0204
estonian turkish 0.0108
estonian portuguese -0.0109
estonian latvian -0.0085
estonian italian -0.0109
estonian greek 0.0108
estonian german 0.0108
estonian danish 0.0108
estonian albanian 0.0108
estonian arabic 0.0200
estonian english -0.0109
estonian russian -0.0789
estonian chinese 0.0108
danish hindi 0.0101
danish surzhyk 0.0111
danish turkish 0.0055
danish portuguese 0.0101
danish latvian -0.0001
danish italian 0.0101
danish greek 0.0055
danish german 0.0055
danish estonian -0.0001
danish albanian 0.0055
danish arabic -0.0043
danish english 0.0101
danish russian -0.0051
danish chinese 0.0055
albanian hindi 0.0101
albanian surzhyk 0.0111
albanian turkish 0.0055
albanian portuguese 0.0101
albanian latvian -0.0001
albanian italian 0.0101
albanian greek 0.0055
albanian german 0.0055
albanian estonian -0.0001
albanian danish 0.0055
albanian arabic -0.0043
albanian english 0.0101

832

La Lt ∆(La, Lt)

albanian russian -0.0051
albanian chinese 0.0055
arabic hindi -0.0006
arabic surzhyk 0.0006
arabic turkish 0.0054
arabic portuguese -0.0006
arabic latvian 0.0157
arabic italian -0.0006
arabic greek 0.0054
arabic german 0.0054
arabic estonian 0.0157
arabic danish 0.0054
arabic albanian 0.0054
arabic english -0.0006
arabic russian -0.0684
arabic chinese 0.0054
english hindi -0.0134
english surzhyk 0.0080
english turkish 0.0466
english portuguese -0.0134
english latvian -0.0220
english italian -0.0134
english greek 0.0466
english german 0.0466
english estonian -0.0220
english danish 0.0466
english albanian 0.0466
english arabic 0.0138
english russian -0.0295
english chinese 0.0466
russian hindi 0.0120
russian surzhyk 0.0244
russian turkish 0.0141
russian portuguese 0.0120
russian latvian -0.0229
russian italian 0.0120
russian greek 0.0141
russian german 0.0141
russian estonian -0.0229
russian danish 0.0141
russian albanian 0.0141
russian arabic 0.0667
russian english 0.0120
russian chinese 0.0141
chinese hindi 0.0101
chinese surzhyk 0.0111
chinese turkish 0.0055
chinese portuguese 0.0101
chinese latvian -0.0001
chinese italian 0.0101
chinese greek 0.0055
chinese german 0.0055

833
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La Lt ∆(La, Lt)

chinese estonian -0.0001
chinese danish 0.0055
chinese albanian 0.0055
chinese arabic -0.0043
chinese english 0.0101
chinese russian -0.0051

834
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Figure 3: The CLTL performance change between 105 language pairs.
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