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Abstract

Table-to-text generation, a long-standing chal-001
lenge in natural language generation, has re-002
mained unexplored through the lens of sub-003
jectivity. Subjectivity here encompasses the004
comprehension of information derived from005
the table that cannot be described solely by006
objective data. To ascertain the relevance and007
social applications of this work, we conduct a008
public survey involving relevant people. The009
survey results unequivocally conclude the sig-010
nificance of this research. Given the absence of011
pre-existing datasets, we introduce the TaTS012
dataset. A new linearization technique is im-013
plemented to flatten the tables. We perform the014
task using various sequence-to-sequence mod-015
els and analyze the results from a qualitative016
perspective to ensure the capture of subjectiv-017
ity. To the best of our knowledge, this is the018
first kind of dataset on tables with subjectivity019
included.020

1 Introduction021

In the contemporary era of big data, humongous022

volumes of information are being generated and023

archived in numerous different formats. Among024

these, tables stand out as a very useful technique025

for structured data storage. Using the potential of026

natural language to comprehend tabular data holds027

the promise of enhancing human efficiency across028

diverse applications. Text generation from tables029

has seen some contributions previously (See Sec-030

tion 2). These efforts have predominantly centered031

on either the generation of text from relatively sim-032

ple tabular structures or the translation of numerical033

data into natural language, devoid of nuanced inter-034

pretation. In this research, we propose a distinctive035

point of view to look at the table-to-text generation036

problem statement.037

1.1 Problem Statement038

We introduce a novel problem statement with the039

aim of text generation from tabular data, devoted040

Figure 1: Generating text with subjectivity: The points
table is described by the text shown below where the
green marked phrases refer to the infused subjectivity.
These phrases come from the comprehension of the
table data. (Due to space constraints, shown in figure 4)

to infusion of subjectivity into the generated text. 041

Subjectivity, in the context, refers to the nuanced 042

interpretation of the data, beyond the realm of nu- 043

meric or objective representation. 044

The table depicted in Figure 1 presents a tourna- 045

ment points table with 9 teams with the number of 046

matches, wins, losses, ties, points, and series forms 047

respectively. Within the accompanying narrative, a 048

number of expressions are employed, which does 049

not find direct representation in the objective data. 050

Instead, these phrases refer to the interpretation of 051

the underlying sentiment associated with the data. 052

The phrase remarkable performance comes 053

from the idea that winning 11 matches out of 16 is 054

good. Whereas, closely comes from the understand- 055

ing that being one point behind the table topper is 056

not a huge difference. On the other hand, uphill 057

battle is a phrase that can be used from the idea that 058

winning just 4 matches out of 16 is bad. Similarly 059

example can be seen in section A (figure 5). 060

So, the goal of the task is to generate text that 061
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evidently describes the objective information but062

with a touch of subjectivity or interpretation that is063

not straightforward from the table data.064

1.2 Motivation065

Text generation from tables can be useful in various066

social applications where a mere description of the067

numerical values proves to be insufficient.068

• News or Blog writings on a Tournament points069

table, Pricing table, or Voting results table.070

• Reports on a Match summary, Business de-071

tails, Sales detail of a company.072

• Explaining Healthcare reports, Weather re-073

ports, or understanding Legal documents, etc.074

To establish the practical utility of this research,075

a comprehensive survey is undertaken. The survey076

encompassed 4 distinct tables, each accompanied077

by corresponding reference texts with subjective078

phrases. These tables spanned diverse genres, such079

as points tables, pricing tables, real-estate property080

data, and weather forecast tables.081

Approximately 2,400 participants actively en-082

gaged in the survey. Nearly 93.1% of the survey083

participants disclosed association with the technol-084

ogy sector and 74.7% of the respondents actively085

acknowledged the routine utilization of data tables086

as a means to comprehend information.087

In light of the statistics from figure 6 (see A.2),088

the survey unequivocally underscores the profound089

impact and efficacy of this research in enhancing090

the everyday experiences of the common people.091

1.3 Our Contributions092

Our contributions are:093

1. The formulation of an entirely novel problem094

statement of subjective text generation from095

tables, enriched with social significance.096

2. The creation of a limited-sample TaTS dataset097

containing 409 instances of tables from differ-098

ent sports genres and with different features.099

3. The detailed analysis of the generated text re-100

vealing 87% subjectivity being captured. A101

new table linearization technique has been102

used to flatten the tables for sequence-to-103

sequence models.104

2 Related Works105

The table-to-text problem contains a number of106

different approaches based on the type of table.107

The Wikibio-infobox problem (Lebret et al., 2016)108

involves generating textual descriptions from tables109

with just one column extracted from Wikipedia 110

infoboxes. Versatile neural language models and 111

encoders were introduced to tackle this challenge 112

by Liu et al. (2017) and Rebuffel et al. (2022). 113

The ToTTo dataset (Parikh et al., 2020a) rep- 114

resents another prominent objective of text gener- 115

ation from a single highlighted row of the table. 116

Gehrmann et al. (2021) harnessed the T5 model 117

to address this challenge. Subsequently, sequence- 118

to-sequence techniques and structure-aware frame- 119

works were introduced by Parikh et al. (2020b) and 120

Wang et al. (2022). The current state-of-the-art 121

on this dataset has been held by Kale and Rastogi 122

(2020), who leveraged the T5 model with 3 billion 123

parameters to achieve the highest scores. A very 124

similarly aligned problem, Wiki-table-to-text, has 125

also been worked on by Chen et al. (2021). 126

Among the previously discussed problem state- 127

ments, none encompass the task of comprehending 128

complicated tables with multiple rows and columns. 129

The Rotowire dataset (Wiseman et al., 2017) is ex- 130

pressly designed to address this challenge. The 131

concepts of macro-planning, content selection, and 132

planning have been significant contributions to this 133

field by Puduppully and Lapata (2021), Puduppully 134

et al. (2019). Li et al. (2021) achieved state-of-the- 135

art results by introducing a Record encoder, a Rea- 136

soning module, and a Decoder equipped with Dual 137

attention. Additionally, alternative approaches have 138

also been explored by Rebuffel et al. (2019) and 139

Choi et al. (2021). It is worth noting that the Ro- 140

toWire tables exhibit a notable degree of similarity 141

to the tables of our interest. 142

3 Dataset 143

We contribute to building a novel dataset for 144

this problem statement which is named as TaTS 145

Dataset (Table to Text with Subjectivity). 146

3.1 Data Collection 147

We collected the tables using various web-based 148

sports sites that are entitled to showcase different 149

game scores. Three sites were selected as sources 150

of the tables such as ESPN Cric Info, IPL, and Goal 151

(see A.3 for sources). The tables are scraped using 152

Python Programming language. 153

A total of 328 tables were collected from the 154

sources by web scraping. These tables refer to the 155

points table of 89 different tournaments. There 156

are a total of 143 football points table collected 157

and 185 cricket points table. The complete TaTS 158
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dataset statistics can be found in the table 3 in the159

Appendix section (see A.4).160

3.2 Data Filtration161

The collected data is filtered manually. Tables hav-162

ing less than 4 teams or less than 3 features were163

removed. Also if 25% of the teams have the high-164

est and lowest score simultaneously or any team165

has played less than 2 matches, those were also166

removed. After the data filtering, the number of167

tables in the dataset is reduced from 328 to 301.168

3.3 Synthetic Generation169

Due to the scarcity of data instances, a few samples170

were generated synthetically by ChatGPT. Various171

different zero-shot prompts were tried to get an172

accurate result. The most useful prompt was Gen-173

erate a tournament point table with arbitrary team174

names and columns as Matches, win, loss, draw,175

points, series form having more than 6 teams, more176

than 10 matches. The number of teams and number177

of matches in the prompt was varied to keep sym-178

metry in the dataset. An example of such a table is179

shown in figure 7 (See A.5). A total of 108 tables180

were created by ChatGPT which were added to the181

previous dataset. So the number of instances in the182

complete TaTS dataset is 409 (see table 4).183

3.4 Annotation Details184

We employ three annotators for this task who are185

proficient in the English language. One of the an-186

notators is a graduate of Computer science and187

engineering while the others are PhD students and188

postgraduates in English literature respectively.189

They were provided with detailed annotation190

guidelines with rules, objectives, and multiple ex-191

amples. Each instance in the set was annotated192

only once. The distribution among the annota-193

tors was 100, 201, and 108 instances. An exam-194

ple annotation is shown in figure 8 (See A.6). 30195

samples were annotated by all 3 annotators which196

are used to compute the Bleu-2 score for Inter-197

Annotator Agreement (IAA). The pair-wise aver-198

age B-2 score comes as 37.28 (A-B), 48.29 (B-C),199

and 32.59 (A-C). The annotation may differ in the200

use of different words having the same intent or201

order of description from the table. However, the202

Bleu score signifies the similarity in the instances.203

4 Experimental Approaches204

We perform the task using sequence-to-sequence205

models. Due to the relatively small dataset size, we206

choose pre-trained models for our experiments. 207

4.1 Linearization of Tables 208

Transformer-based sequence-to-sequence models 209

are capable of understanding linearized informa- 210

tion with long context. A closer examination of 211

the reference texts reveals that the textual content 212

contains two distinct types of information, namely, 213

the performance of an individual team and its rela- 214

tive standing within the table against other teams. 215

Hence, the application of both row-major flattening 216

and column-major flattening techniques is required. 217

Figure 2: Table flattening: extracting information from
row-major and column-major ordering

A row-major flattening of the table 2 can be 218

written as, Nottinghamshire : Matches 10 | Wins 219

7 | Losses 1 ... <SEP> Lancashire : Matches 10 | 220

Wins 5 | ... <SEP>. 221

Similarly, a column-major order is also gener- 222

ated. The row-major and column-major flattenings 223

are concatenated with a delimiter token. <rows> 224

and <columns> tags are used to separate both or- 225

ders. The table in figure 2 can be flattened in a 226

sequence as shown in figure 9 (See A.7). 227

4.2 Sequence-to-sequence Model 228

We use the T5 (Raffel et al., 2020) and BART 229

(Lewis et al., 2020) models to perform the task. 230

T5 is a transformer-based sequence-to-sequence 231

learner. Multiple versions of the T5 model such as 232

T5-small, base, and large are used for the experi- 233

ments. The overall architecture with flattening and 234

the model usage is shown in figure 3. 235

4.3 Experimental Setup 236

The T5 models are fine-tuned with the prefix De- 237

scribe the table briefly: for 50 epochs in each case. 238

The batch sizes are varied to check for the best 239

case. For T5 models we use a learning rate (lr) of 240

1e − 3 and a batch size of 16 (see details in A.8). 241

A train-valid-test split of 80%-10%-10% is used. 242
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Figure 3: Architecture: Tables are flattened through linearization which is then appended with delimiter tokens.
This sequence acts as input to various sequence-to-sequence models which generates the expected output.

5 Results243

We conducted experiments with various sequence-244

to-sequence models and compared the results.245

5.1 Quantitative Analysis246

Model Bleu-4 Meteor Rouge-L
T5-small 11.82 14.40 7.36
T5-base 13.17 18.51 10.08
T5-large 17.12 19.02 11.24

BART 10.42 12.33 9.54

Table 1: Bleu-4 (Papineni et al., 2002), Meteor (Baner-
jee and Lavie, 2005), and Rouge-L (Lin, 2004) score on
seen and unseen text by various models.

The best Bleu-4 metric score achieved is around247

17.12. The RotoWire problem (see section 2) has248

a state-of-the-art bleu score of 19.43 and is a very249

similarly aligned problem to our task without sub-250

jectivity. Hence, we interpret our bleu score to be251

decent.252

With long reference texts, an n-gram overlap can-253

not justify the model’s efficiency. Moreover, the254

subjectivity infusion can also not be verified from255

these metrics. Hence, we perform a human evalua-256

tion to understand the efficiency of the model.257

5.2 Qualitative Analysis258

Figure 10 shows an example of generated output by259

the model (see in section A.9). The generated in-260

stance signifies sound capture of subjective phrases261

at the right places. However, it lacks coverage, and262

some wrong information is also generated. Fur-263

ther fine-tuning or the use of a heavier model may264

reduce this problem.265

We perform a human evaluation to asses the gen-266

erated results. 30 randomized samples of generated267

instances were provided to the annotators to assess268

over coherence (Coh.), coverage (Cov.) and Accu- 269

racy(Acc.), and subjectivity capture (Sub. Cap.). 270

They were asked to mark the generations out of 271

10 (10 being highest and 1 being lowest) for each 272

feature and the average scores are shown in table 2. 273

Coh. Cov. & Acc. Sub. Cap.
A 8.4 6.3 9.1
B 7.9 5.2 8.7
C 8 5.7 8.4

Table 2: Human evaluation: the average score of all 20
generated samples over the given features.

From the table 2 it is clearly understandable 274

the generations are able to capture the subjectivity 275

fruitfully and understand the semantics of the data. 276

However, the coverage and accuracy having a low 277

score signifies the room for improvement in this. 278

6 Conclusion and Future Work 279

In this paper, we present a novel perspective on the 280

domain of table-to-text generation by introducing 281

the element of subjectivity, an unexplored dimen- 282

sion of this field. To facilitate our goal, we cu- 283

rate the TaTS Dataset, develop a new linearization 284

technique, and conduct fine-tuning experiments to 285

assess the effectiveness of various models in cap- 286

turing subjectivity. The qualitative evaluations indi- 287

cate that the models exhibit a robust understanding 288

of word knowledge, with subjective phrases be- 289

ing appropriately reflected in the generated text. 290

However, it is evident that there is ample room for 291

further exploration. Expanding the task to encom- 292

pass a larger and more diverse dataset, comprising 293

tables from various genres, would be a valuable ap- 294

proach for future research. Moreover, the increase 295

in metrics, with the current results serving as a 296

benchmark, holds the potential to advance the state 297

of the art in this field. 298
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7 Limitations299

Our dataset contains tables from a single genre.300

Subjectivity in the same type of table can be influ-301

enced by similar semantics, which may not be the302

case for a mixed dataset. Hence, the performance303

may vary based on the genre of tables. Moreover,304

we developed a new table flattening technique to fit305

tables in sequence-to-sequence models which are306

trained on normal text. For even larger tables, a307

table-specific architecture may be needed.308

8 Ethics Statement309

All of our collected data were present in open-310

source mediums and did not contain personal, re-311

stricted, or illegal data. None of the generated texts312

or annotated texts were intended to promote or313

derogate any team or entity.314
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A Appendix452

A.1 Examples of Subjective Text Generation453

from Tables454

Figure 4: Generating text with subjectivity: The points
table is described by the text shown below where the
green marked phrases refer to the infused subjectivity.
These phrases come from the comprehension of the
table data.

The figure 4 is an extended image of the figure 1455

shown in section 1.1 for better visibility.456

Figure 5: Generating text with subjectivity: The price
change table is described in the reference text below
which contains subjectivity.

Figure 5 shows another example of the problem457

statement. The table comprises changes in prices458

with a subjective reference text describing the table459

(manually annotated). This table signifies the utility 460

of this work in other genres as well. 461

A.2 Survey Results 462

To establish the social significance of this research, 463

we conducted a survey with four example tables 464

from different genres and reference texts respec- 465

tively. The four genres are tournament points table, 466

price change table, real-estate property details table, 467

and weather report table. The survey participants 468

were asked to mark each instance as Useful (Yes), 469

Not sure (Maybe), or Not useful (No) whose re- 470

sults are shown in figure 6. To see other survey 471

details, please refer to section 1.2. 472

Figure 6: Survey Report: Percentage of people accept-
ing or denying the use case of the work.

A.3 Data Collection 473

The tables of TaTS Dataset have been scraped from 474

3 sites namely, ESPN Cric Info 1, IPL 2 and Goal 3 475

which are mentioned in the section 3.1. 476

A.4 TaTS Dataset Statistics 477

The dataset contains tables of football and cricket 478

games from different tournaments. Statistics of the 479

dataset have been shown in table 3. As mentioned 480

in section 3.1, a total of 328 tables are collected 481

with an average of nearly 9 teams having nearly 7 482

features. 483

1https://www.espncricinfo.com/
2https://www.iplt20.com/
3https://www.goal.com/en-in
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Tournament No. of tables Avg. no. of rows Avg. no. of columns
Big Bash 12 8 7

IPL 16 8.5 8
CPL 11 6.36 6

Vitality Blast 53 7.16 6
ICC World Cup 27 5.667 6

ICC Women’s World Cup 17 5.882 6
PSL 8 5.75 6

Women’s Big Bash 8 8 6
Other Cricket Tournaments 33 8.969 6.272

Football Tournaments 143 11.18 8
Total 328 8.95 7.03

Table 3: Sources of different web-scraped tables with the average number of rows and columns.

A.5 Complete TaTS Dataset with484

Synthetically Generation485

A number of tables in the TaTS dataset are gener-486

ated synthetically as mentioned in the section 3.3.487

An example of such a synthetically generated table488

is shown in figure 7. The table contains 6 teams489

with 6 features.

Figure 7: Example of a synthetically generated table

490

Having generated 108 table instances syntheti-491

cally, the size of the complete TaTS dataset stands492

at 409 which is shown in table 4.493

Number of
Instances

In scraped dataset 301
Generated by ChatGPT 108

In complete dataset 409

Table 4: Complete dataset statistics with web scraped
tables and synthetically generated tables

A.6 Manual Annotation Example494

The data instances have been manually annotated495

which is mentioned in section 3.4. The annotators496

were given a detailed instruction set to follow and497

were paid a total of 0.20$ per data instance for498

annotation. An example of such an annotation is499

given in figure 8.500

Figure 8: Example of table and reference text annota-
tion

A.7 Example of Table Linearization 501

We used a tagged concatenation of delimiter sep- 502

arated row-major and column-major ordering to 503

generate a flattened sequence of table. The row- 504

major and column-major orders are initiated with 505

tags <rows> and <columns>. Whereas, each row 506

in row-major order and each column in column- 507

major order is separated by <SEP> token. The 508

process of linearization is described in section 4.1. 509
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Here in figure 9 an example of linearization of the510

table in figure 2 is shown.511

A.8 Experimental Setup512

The T5-small, base, and large models are of approx-513

imately 60 million, 220 million, and 770 million514

parameters respectively. We used the Nvidia RTX515

A6000 GPU to train the models where each epoch516

took nearly 15 minutes to complete training and517

validation testing.518

A.9 Qualitative Analysis519

Qualitative analysis was performed on the gener-520

ated samples. The text in figure 10 was generated521

from the table shown above by the T5-large model.522

The phrases marked with green show the subjec-523

tivity that is captured fruitfully at the right places.524

However, some wrong objective information was525

also generated which is marked in red. It signifies526

that the model can understand the semantic mean-527

ing of the data present in the table. See section 5.2528

for details.529
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Figure 9: Example of flattened table (See table in figure 2)

Figure 10: Qualitative Analysis: The text is generated
by the model from the given table. The green phrases
mark the capture of subjectivity occurring in the right
places. Red phrases mark misinformation generated.
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