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Abstract

Users post numerous product-related questions001
on e-commerce platforms, affecting their pur-002
chase decisions. Product-related question an-003
swering (PQA) entails utilizing product-related004
resources to provide precise responses to users.005
We propose a novel task of Multilingual Cross-006
market Product-based Question Answering007
(MCPQA) and define the task as providing an-008
swers to product-related questions in a main009
marketplace by utilizing information from an-010
other resource-rich auxiliary marketplace in011
a multilingual context. We introduce a large-012
scale dataset comprising over 7 million ques-013
tions from 17 marketplaces across 11 lan-014
guages. We then perform automatic translation015
on the Electronics category of our dataset, nam-016
ing it as McMarket. We focus on two subtasks:017
review-based answer generation and product-018
related question ranking. For each subtask, we019
label a subset of McMarket using an LLM and020
further evaluate the quality of the annotations021
via human assessment. We then conduct exper-022
iments to benchmark our dataset, using mod-023
els ranging from traditional lexical models to024
LLMs in both single-market and cross-market025
scenarios across McMarket and the correspond-026
ing LLM subset. Results show that incorpo-027
rating cross-market information significantly028
enhances performance in both tasks.029

1 Introduction030

Online shoppers on platforms such as Amazon post031

numerous questions related to specific products032

every day (McAuley and Yang, 2015). Product-033

related question answering (PQA) involves provid-034

ing accurate and informative responses to these035

questions. By leveraging product-related informa-036

tion, such as reviews and product meta information,037

responses to product-related questions can be ex-038

panded, offering enhanced depth and authenticity039

for potential customers (Gupta et al., 2019).040

The recent success in cross-market PQA under-041

scores the capability to effectively leverage rele-042

Figure 1: An example of enhancing product-related QA
using cross-market data. ① depicts generating answers
with cross-market reviews. ② depicts ranking-related
cross-market questions to find the answer.

vant questions from a resource-rich marketplace 043

to address questions in a resource-scarce market- 044

place (Shen et al., 2023; Ghasemi et al., 2023). 045

In this work, we extend the hypothesis that lever- 046

aging knowledge from popular marketplaces can 047

also enhance the quality of answers in less com- 048

mon marketplaces, even in a different language. 049

As shown in Figure 1, for a question to a prod- 050

uct in the French marketplace (denoted as main 051

marketplace) asking if the clock is a real one, we 052

can either address it by examining reviews of the 053

same product or similar ones in the much larger US 054

marketplace (denoted as auxiliary marketplace), 055

or ranking related questions from both main and 056

auxiliary marketplaces to find the answer. These 057

multilingual reviews and related questions serve 058

as valuable hints, by saying “it’s not a real clock.”, 059

thereby providing crucial information for the perti- 060

nent question at hand. 061

We, therefore, propose a novel task of Multi- 062

lingual Cross-market Product-based Question An- 063

swering (MCPQA). We define this task as pro- 064

ducing the answer to a product-related question 065

in an original marketplace, using information 066

sourced from an auxiliary marketplace with richer 067

resources, within a multilingual setting. To this 068
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end, our initial goal is to address the following re-069

search question RQ1: In a multilingual context,070

how can we utilize an auxiliary marketplace to071

enhance question-answering in the main market-072

place by leveraging product-related resources (i.e.,073

questions, reviews)? To answer RQ1, we propose074

the first large-scale MCPQA dataset, covering 17075

different marketplaces (including the us auxiliary076

marketplace and 16 main marketplaces) across 11077

different languages from real Amazon product QA078

sources. Specifically, our dataset consists of over079

7 million product-related questions with a total of080

52 million product reviews. Different from ex-081

isting PQA datasets, more diverse information is082

provided in the dataset, exploring the possible an-083

swers with both questions and reviews available.084

Additionally, we perform automatic translation on085

the Electronics category of the dataset, naming it086

McMarket. We then perform comprehensive data087

analysis on McMarket to address RQ1. We demon-088

strate a notable increase in the percentage of review-089

answerable questions across all marketplaces, with090

support from the auxiliary us marketplace.091

Given the recent success of large language mod-092

els (LLMs) in NLP tasks (Touvron et al., 2023a;093

OpenAI, 2023), their potential application to the094

MCPQA task prompts our second research ques-095

tion RQ2: Can LLMs benefit the dataset construc-096

tion in the MCPQA task? Delving into RQ2,097

on McMarket, we randomly select some ques-098

tions from each marketplace and perform GPT-099

4 auto-labeling. Specifically, we focus on two100

widely-studied PQA subtasks under the multilin-101

gual cross-market settings, including review-based102

answer generation (AG) (Gao et al., 2019; Chen103

et al., 2019) and product-related question rank-104

ing (QR) (Rozen et al., 2021). For AG, we ask105

LLMs to judge whether a question is answerable106

from associated reviews and provide its correspond-107

ing answer. We denote the subset as McMarketr.108

For QR, given two QA pairs, we ask LLMs to judge109

if one helps answer the other and denote the subset110

as McMarketq. With these two subsets, we con-111

duct human assessment to analyze LLM-generated112

results from multiple perspectives. Surprisingly,113

in McMarketr, 61.8% LLM-generated answers are114

assumed ‘better’ than the human ground truth.115

Finally, we are interested in answering the re-116

search question RQ3: In the multilingual con-117

text, how can we effectively leverage the unique118

features of cross-market information to enhance119

product-related question answering? To this end, 120

we perform experiments of models on AG and 121

QR subtasks. For each task, we report the per- 122

formance of state-of-the-art methods under single- 123

and cross-market scenarios on both McMarket and 124

the corresponding LLM-labeled subset. We bench- 125

mark methods ranging from traditional lexical mod- 126

els (i.e., BM25) to LLM-based approaches (i.e., 127

LLaMA-2, Flan-T5). We demonstrate the superi- 128

ority of cross-market methods against their single- 129

market counterparts on both subtasks. 130

In conclusion, our contributions are as follows: 131

• We propose a novel task named MCPQA, 132

where product-related information from an 133

auxiliary marketplace is leveraged to answer 134

questions in a resource-scarce marketplace in 135

a multilingual setting. Specifically, we inves- 136

tigate two subtasks named AG and QR. 137

• We benchmark a large-scale real-world dataset 138

to facilitate the research in the MCPQA task. 139

We also collect two LLM-annotated subsets 140

and adopt human assessment to analyze their 141

characteristics. 142

• To provide a comprehensive evaluation of the 143

task and verify the superiority of cross-market 144

methods, experiments are performed under 145

both single/cross-market scenarios.1 146

2 Related Work 147

Product-related QA. Product-related QA (PQA) 148

seeks to address consumers’ general inquiries by 149

utilizing diverse product-related resources such as 150

customer reviews, or the pre-existing QA sections 151

available on a retail platform (Yu et al., 2012; Deng 152

et al., 2023). Among the existing literature in this 153

area, retrieval-based methods have been a popular 154

direction that retrieve related reviews for provid- 155

ing the right answer (Wan and McAuley, 2016; 156

Zhang et al., 2019b, 2020b,a; Yu and Lam, 2018). 157

For example, McAuley and Yang (2015) propose 158

a model that leverages questions from previous 159

records for selecting the relevant review for the 160

question. While most of these works assume there 161

are no user-written answers available, Zhang et al. 162

(2020b) rank answers for the given question with 163

review as an auxiliary input. Another line of re- 164

search (Gao et al., 2019; Chen et al., 2019; Gao 165

1The code and dataset will be released via https://
github.coms/anonymous.
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et al., 2021; Feng et al., 2021) investigates answer166

generation grounding on retrieved product-related167

documents. More recently, Ghasemi et al. (2023)168

introduce a novel task of utilizing available data in169

a resource-rich marketplace to answer new ques-170

tions in a resource-scarce marketplace. Building171

upon their research, we expand the scope to a multi-172

lingual scenario, exploring additional marketplaces173

with non-English content. Furthermore, we ex-174

plore both questions and review information from175

the auxiliary marketplace.176

Cross-domain and cross-lingual QA. Our work177

can be seen as a special format of cross-domain178

QA, which involves addressing questions that span179

different domains or fields of knowledge (Qu et al.,180

2020; Liu et al., 2019; Longpre et al., 2020). For181

instance, Yu et al. (2017) propose a general frame-182

work that effectively applies the shared knowledge183

from a domain with abundant resources to a domain184

with limited resources. Also, cross-domain QA is185

often in close connection to cross-lingual QA in186

the sense that both involve transferring knowledge187

and understanding from one domain or language188

to another. (Artetxe et al., 2019; Clark et al., 2020;189

Zhang et al., 2019a). Asai et al. (2020) expand190

the scope of open-retrieval question answering to a191

cross-lingual setting, allowing questions in one lan-192

guage to be answered using contents from another193

language. Recently, Shen et al. (2023) introduce194

a multilingual PQA dataset called xPQA where195

cross-market information is also leveraged to aid196

the product-based question answering.197

3 Problem Formulation198

We investigate two subtasks of the MCPQA task,199

review-based answer generation (AG) and product-200

related question ranking (QR), where answers to201

a product question are obtained by a generative or202

ranking way, respectively.203

Review-based answer generation. In this task, we204

assume that the answer can be obtained from the205

reviews of the product (or similar products). Based206

on the setting in (Gupta et al., 2019), we define207

this task in a multilingual cross-market scenario.208

Given a question Q in the main marketplace MT ,209

we first retrieve and rank all the related reviews210

from similar items within both MT and auxiliary211

marketplace MA. Given the retrieved review set212

Ω = {R1, ..., Rk}, we predict if Q is answerable213

from it by assigning a tag t. If yes, a generative214

function Γ is learned: A = Γ(Q,Ω), so that answer215

A is generated with both Q and Ω as input. 216

Product-related question ranking. Following the 217

problem setting in (Ghasemi et al., 2023), we as- 218

sume that there are similar questions already asked 219

about the product or similar products in other mar- 220

ketplaces. Therefore, given a main marketplace 221

in language LM , denoted as MT , which usually 222

suffers from resource scarcity of the number of 223

knowledgeable users answers, MT consists of sev- 224

eral items {I1, ..., Im}, where each Ik contains a 225

set of question answering pairs {QAk1, ...QAkn}. 226

Besides, there also exists a high-resource market- 227

place MA, denoted as the auxiliary marketplace 228

(the us marketplace in our case) in language LA 229

(note that in some cases LA can be the same as 230

LM ). Similarly, MA also includes several items 231

{I ′1, ..., I ′z}, where we can assume z >> m. The 232

task is defined as, for a given question Q in the 233

main marketplace MT , in a multilingual setting, 234

we rank the questions from both MT and MA to 235

take the corresponding answers of the top ranks as 236

the possible answer to Q. 237

4 Data Collection & Analysis 238

We describe how we collect our dataset and per- 239

form several analysis to answer RQ1 and RQ2. 240

4.1 Data collection 241

4.1.1 Data preprocessing 242

We construct our dataset on top of an Amazon prod- 243

uct dataset called XMarket (Bonab et al., 2021). 244

XMarket includes authentic Amazon product meta- 245

data and user-generated reviews. Specifically, we 246

sample 17 marketplaces covering 11 different lan- 247

guages from it. For each marketplace, we gather 248

metadata and reviews for each product from XMar- 249

ket. We also collect the question-answering pairs 250

posed by the users by crawling the Amazon web- 251

site. We then provide the corresponding English 252

translation for the non-English contents of the Elec- 253

tronics category, naming it as McMarket. Specif- 254

ically, we adopt the professional translation tool 255

by DeepL2 for all the question-answer translation 256

and the pre-trained NLLB model (team et al., 2022) 257

fine-tuned on each non-English language for review 258

translation. To the best of our knowledge, this is 259

the first multilingual cross-market QA dataset with 260

questions and reviews in the community. 261

2https://www.deepl.com/
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Name # markets # languages # products # questions # reviews Average QPM

xPQA (Shen et al., 2023) 12 12 16,615 18,000 - 1,500
XMarket-QA (Ghasemi et al., 2023) 2 1 34,100 4,821,332 - 2,410,666
semiPQA (Shen et al., 2022) 1 1 - 11,243 - 11,243
SubjQA (Bjerva et al., 2020) 1 1 - 10,098 10,098 10,098
ReviewRC (Xu et al., 2019) 1 1 - 2,596 959 2,596
AmazonQA (Gupta et al., 2019) 1 1 155,375 923,685 8,556,569 923,685
Amazon (McAuley and Yang, 2015) 1 1 191,185 1,447,173 13,498,681 1,447,173

Ours 17 11 143,068 7,268,393 52,469,322 427,552

Table 1: Comparison of our dataset with existing PQA datasets. QPM denotes question per marketplace.
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Figure 2: Portion of answerable questions in McMarket
using single/cross-market review information.

4.1.2 LLM annotation262

For the two concerned subtasks, we both provide263

LLM-labeled data for supervised training. Specif-264

ically, we randomly select some data from Mc-265

Market and instruct GPT-4 to perform annotation.266

For AG, we randomly select 1000 questions per267

marketplace.3 Then, we follow the typical top-K268

pooling technique (González and Gómez, 2007)269

and pool the top five retrieved reviews from a270

variety of retrieval methods. After that, we in-271

struct GPT-4 to judge if the question is answer-272

able and write the corresponding answer with the273

question and reviews as input. We denote this sub-274

set as McMarketr. For QR, we randomly select275

200 questions from each marketplace. Employ-276

ing the same strategy, we retrieve the top five re-277

lated question-answering pairs from both the main278

and auxiliary marketplaces. Consequently, we ac-279

quire 1,000 question-answering pairs for each mar-280

ketplace, with 9k pairs in total. Then, GPT-4 is281

instructed to determine if the retrieved QA pairs282

would be useful in answering the original question283

by assigning a score from 0–2, representing ‘Very284

useful’, ‘Partially useful’, and ‘Not useful’, respec-285

tively. We denote this subset as McMarketq. More286

details of the subsets as well as the prompts we287

gave to GPT-4 are listed in Appendix A.288

3For the au marketplace, the total is 584 questions, so we
sample all of them.
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Figure 3: Temporal gap analysis.

4.2 Data analysis 289

4.2.1 Dataset overview 290

Overall, our dataset covers marketplaces ranging 291

from those with a small scale (i.e., au, br) to those 292

with rich resources (i.e., uk, us). It contains over 293

7 million product-related questions, 52 million re- 294

views, and 143k unique products in total. 295

We compare our dataset with existing PQA 296

datasets. According to Table 1, our dataset exhibits 297

advantages in various aspects: (1) contains mul- 298

tiple languages – we provide product, question, 299

and review information in the original text of their 300

respective marketplaces and additionally offer the 301

corresponding English translations; (2) supports 302

cross-market QA – our dataset is designed to facil- 303

itate question answering research across different 304

marketplaces, enhancing its utility for cross-market 305

analyses and evaluations; (3) includes diverse in- 306

formation – compared with existing multilingual 307

PQA dataset, McMarket encompasses comprehen- 308

sive question and review information, paving the 309

way for more diverse research avenues and tasks 310

in the future; (4) is large in scale – overall, Mc- 311

Market surpasses most PQA datasets in terms of 312

size, ensuring it comprises a substantial amount of 313

data for experimentation and analysis. We put the 314

detailed statistics of the whole dataset as well as 315

the McMarket labeled set in Appendix C. 316
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Very Bad Bad Good Very Good
Correctness 2.5 0.9 8.5 88.1

Completeness 4.9 1.3 15.6 78.2
Relevance 3.5 2.7 13.4 80.4

Naturalness 0.8 0.9 5.4 92.9
Better than Ground Truth 61.8

Table 2: Human evaluation on McMarketr. All the
numbers are shown in percentage.

4.2.2 Cross-market QA analysis317

To answer RQ1, we compare the effect of product-318

related resources (i.e., reviews) on question answer-319

ing under both single- and cross-market scenarios.320

Figure 2 shows the comparison of answerable ques-321

tions based on both single- and cross-market re-322

trieved reviews in McMarket.4 We notice that the323

portion of answerable questions gets raised in ev-324

ery marketplace with cross-market reviews, with325

a particularly significant uplift observed in low-326

resource marketplaces (i.e., br). This verifies the327

transferability of knowledge across marketplaces328

and underscores the advantages of leveraging cross-329

market information in enhancing the performance330

of product QA models.331

We further analyze the temporal characteristics332

of McMarket. Figure 3 illustrates the cumulative333

sum of the number of QA data available on all the334

items in all marketplaces. There are several notable335

observations: 1) at the beginning, all marketplaces336

feature very few QA data. 2) At each timestep, the337

most resource-rich marketplace (i.e., us) always338

dominates the number of QA data compared to339

other marketplaces by several orders of magnitude.340

3) Over time, the resource intensity levels of differ-341

ent marketplaces continue to change. For example,342

the number of QA data in mx surpasses that in cn343

and jp after 2018/09. We further observe that, on344

average, over 70% of the questions in the main345

marketplace have already been answered in the us346

auxiliary marketplace under the same item, before347

the first question even receives an answer. These348

findings confirm the practicality and importance349

of exploring how auxiliary marketplaces can be350

utilized as valuable resources for PQA.351

4.2.3 LLM-generated data analysis352

To assess the quality of LLM-generated data, we353

perform several analyses. On both McMarketr and354

McMarketq, we randomly select 50 questions from355

4We adopt the answerable question prediction model in
(Gupta et al., 2019) to predict if a question is answerable or
not given the review information.

Incorrect Partially correct Correct
Portion 6.0 10.9 83.0
Overall Precision 98.2
Overall Recall 97.4
Overall F1 97.6

Table 3: Human evaluation on McMarketq. All the
numbers are shown in percentage.

each marketplace, and hire 3 crowd-workers5 to 356

manually assess the GPT-4 labels. 357

Review-based generation. For McMarketr, we 358

ask the crowd-workers to assess GPT-4-generated 359

answers in terms of correctness, completeness, rel- 360

evance, and naturalness. The detailed definitions of 361

them are listed in Appendix D. For each metric, we 362

asked them to assign a score from −2 to +2 to as- 363

sess the answer quality, with −2 representing ‘very 364

bad’ and +2 representing ‘very good.’ We also 365

asked them to choose the better answer between the 366

GPT-4 generated response and the human-provided 367

ground truth, without disclosing the true category. 368

From Table 2, we note that GPT-4 answers demon- 369

strate reasonable performance in terms of every 370

metric. Surprisingly, our findings reveal that in 371

the majority of cases, human assessors perceive 372

GPT-4 results to be better than human-generated 373

ground truth. It is worth noting that GPT-4’s out- 374

comes are derived solely from review information, 375

whereas human ground truth relies on both reviews 376

and actual user experiences. 377

Question ranking. For McMarketq, we ask the 378

crowd-workers to judge the quality of the question 379

ranking generated by GPT-4, by assigning a score 380

between 0–2 to each sample, where 0 denotes GPT- 381

4 answers are not correct, 1 as partially correct, and 382

2 as completely correct. Furthermore, we instruct 383

the annotators to provide their own judgment of 384

the ranking score if they mark GPT-4 answers as 385

0 or 1. Table 3 shows that the quality of the gen- 386

erated question ranking results by GPT-4 is also 387

deemed satisfactory, achieving over 93% correct- 388

ness in question ranking pairs and an overall F1 389

score of 97.6%. 390

5 Experiments 391

5.1 Experimental setup 392

Dataset. We perform experiments on AG and QR. 393

For each task, we report the single/cross-market 394

5We hire the crowd-workers via a professional data man-
agement company named Appen (https://appen.com/).
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Method
au br ca cn fr in jp mx uk AVG

B R B R B R B R B R B R B R B R B R B R
Si

ng
le

BM25 6.1 7.0 4.9 6.9 6.9 7.7 4.8 5.2 8.0 8.1 4.7 5.9 11.0 9.6 7.0 8.2 10.3 9.3 8.0 7.9
BERT 7.4 7.3 9.0 5.3 7.3 6.8 5.4 5.0 8.5 7.2 5.1 4.8 10.6 8.7 9.4 7.7 9.5 8.2 7.9 7.0
T5 15.5 11.4 14.3 12.6 16.4 12.1 13.5 10.7 16.5 11.5 12.8 9.9 22.6 15.6 20.2 14.4 18.9 13.3 16.9 12.2
Llama-2* 10.2 14.7 16.4 17.1 15.9 13.1 14.8 13.6 18.3 14.2 13.5 13.1 26.6 19.7 22.3 16.6 20.1 18.3 17.8 15.4

C
ro

ss

BM25 10.6 7.9 9.0 6.1 7.8 7.9 4.6 5.4 9.0 8.2 5.6 6.1 11.3 9.5 9.9 9.1 10.4 9.2 8.9 8.0
BERT 10.5 8.1 9.5 6.4 8.5 8.9 5.8 5.1 9.8 8.3 6.1 7.3 11.8 9.6 10.4 8.7 11.4 10.3 9.4 9.0
Exact-T5 14.0 11.8 16.6 13.0 18.2 11.9 13.0 11.0 18.1 11.3 12.5 10.1 22.7 15.0 20.3 14.2 20.6 13.7 17.9 12.3
T5 16.1 11.3 17.0 14.1 17.0 12.7 15.1 11.3 19.4 12.6 13.2 10.6 23.6 16.0 22.3 16.6 20.2 15.4 18.1 13.5
Exact-Llama-2* 19.5 15.1 17.4 15.5 16.4 13.8 15.6 11.4 21.6 17.6 16.9 15.1 27.3 17.8 24.7 17.8 22.4 19.8 20.1 17.0
Llama-2* 21.4 20.6 18.9 19.5 19.5 14.4 17.6 15.5 22.0 19.0 16.5 15.0 29.5 18.6 25.7 19.2 25.0 22.7 21.7 18.3

Table 4: Experimental results of AG on McMarket. Where B denotes BLEU-4, R denoted ROUGE-L. * denotes
LLM based methods. The best-performed model in the single-market setting is highlighted in light grey. The models
in dark grey are highlighted to distinguish from their Exact- counterparts.

Method
au br ca cn fr in jp mx uk AVG

B R B R B R B R B R B R B R B R B R B R

Si
ng

le

BM25 10.3 11.7 10.7 12.5 8.3 13.0 8.5 10.1 11.6 15.7 11.7 14.3 12.8 12.1 13.3 13.6 12.4 14.7 10.7 13.3
BERT 12.4 10.0 14.8 8.7 11.3 8.8 8.5 7.1 11.1 10.2 12.0 10.6 10.9 9.0 14.1 9.5 9.0 11.1 10.8 9.5
T5 29.8 27.0 26.7 33.6 29.2 27.4 31.1 24.2 34.9 30.8 29.0 32.2 31.1 27.0 27.2 26.5 29.5 25.9 29.9 28.4
Llama-2* 35.7 34.3 37.6 40.8 36.3 37.2 38.7 34.3 35.7 32.6 34.4 35.8 34.7 32.4 35.9 34.7 35.4 37.0 35.4 35.9

C
ro

ss

BM25 13.5 11.0 12.9 10.0 13.4 12.2 7.4 8.5 12.8 13.0 14.6 15.0 11.6 10.1 15.5 12.6 12.0 15.2 12.6 12.0
BERT 15.8 10.6 15.7 11.0 14.4 9.8 6.8 8.1 12.2 14.2 13.0 12.1 13.8 11.3 15.7 11.1 10.1 13.1 12.9 11.3
Exact-T5 30.9 28.2 30.1 29.0 29.3 30.7 29.8 26.7 34.7 31.7 31.8 30.3 30.0 24.6 27.3 28.0 29.1 25.9 30.3 28.4
T5 32.0 30.2 31.0 28.6 29.9 29.7 32.1 26.8 32.2 31.5 30.1 32.4 36.3 29.9 29.4 27.6 30.2 26.0 31.4 29.1
Exact-Llama-2* 37.0 34.6 34.1 32.6 38.0 39.9 33.0 35.2 40.8 44.3 36.2 40.2 38.0 34.7 38.4 37.8 35.2 37.9 36.7 37.3
Llama-2* 35.9 37.4 38.0 37.9 39.2 40.2 39.1 36.9 39.6 41.7 37.0 41.0 40.9 35.2 38.8 37.1 35.9 38.5 38.4 38.5

Table 5: Experimental results of AG on McMarketr.

results on the whole dataset and its subset.395

For AG, on the McMarket dataset, we first396

adopt the BERT classifier trained in (Gupta et al.,397

2019). It assesses each question based on the398

review information, categorizing them as either399

answerable or unanswerable. Subsequently, we400

employ it to filter out all answerable questions.401

We then split the training/validation/testing sets402

following the portion of 70/10/20%, resulting in403

183,092/24,973/49,958 samples, respectively. On404

the McMarketr dataset, we also split the data into405

three sets with the same portions. Specifically, we406

adopt the GPT-4 generated answers as the ground407

truth. In the single-market setting, we retrieve the408

top K reviews from the main marketplace before409

generating the answers6. In the cross-market set-410

ting, we retrieve the reviews from both the main411

and auxiliary marketplaces. We report the genera-412

tion performance of baselines on the testing set.413

For QR, we first rank products, then among the414

top N products, we rank the top K questions7.415

Since McMarket does not come with any ground-416

truth ranking results, we perform unsupervised417

training and adopt GPT-4-labeled data, McMarketq,418

as the testing set. Besides, to further test the per-419

6We choose K = 5 in our case.
7Following (Ghasemi et al., 2023), we use N = 3 and

K = 50.

formance of supervised methods on this task, we 420

split McMarketq into three sets, with 1260/180/360 421

samples in each. We then train each model on the 422

training set and report results on the testing set. 423

Evaluation metrics. We adopt several evalua- 424

tion metrics to assess the performance of models 425

on two tasks. For AG, we compare the model- 426

generated answers with ground-truth user answers 427

using BLEU-4 (Papineni et al., 2002) and ROUGE- 428

L (Lin, 2004) scores. For QR, we report major 429

information retrieval (IR) metrics, namely, mean 430

reciprocal rank (MRR) and Precision@3 to evalu- 431

ate the ranking performance of different methods. 432

5.2 Compared methods 433

For AG, we first directly rank and select a review 434

as the answer with methods such as BM25 (Robert- 435

son and Zaragoza, 2009), BERT (Devlin et al., 436

2019). Besides, several generative methods such 437

as T5 (Raffel et al., 2019), LLaMA-2 (Touvron 438

et al., 2023b), are leveraged to train the model 439

to generate the answer given the question and re- 440

views. Specifically, under the cross-market sce- 441

nario, Exact-model means that in the auxiliary mar- 442

ketplace, we only use reviews from the same item 443

before performing answer generation. 444

For QR, on McMarket, we report ranking meth- 445

ods that do not involve any training (i.e., BERT, 446

6



Method
au br ca cn fr in jp mx uk AVG

M P M P M P M P M P M P M P M P M P M P
Si

ng
le

BM25 24.5 16.9 15.2 18.3 31.5 28.7 22.0 28.7 21.0 34.7 44.4 46.0 23.8 31.5 28.9 38.7 38.4 40.2 27.7 31.5
BERT 26.9 43.0 18.2 35.0 30.4 42.8 18.2 34.3 17.7 40.8 47.9 52.7 28.5 34.2 30.0 47.0 40.0 51.8 28.6 42.4
UPR-m 30.4 46.0 21.9 39.3 31.9 48.0 36.2 45.5 36.3 43.7 25.7 56.3 34.7 43.3 39.5 54.2 32.5 52.7 32.1 47.7
UPR-l* 38.9 48.8 27.8 43.3 36.5 49.7 38.1 48.3 42.5 47.3 35.2 59.8 43.3 47.2 49.0 57.2 38.9 55.5 38.9 50.8

C
ro

ss

BM25 51.2 45.2 47.4 40.0 51.0 47.5 50.2 46.8 50.8 44.3 58.0 57.5 54.6 45.5 59.0 54.3 50.8 57.5 52.6 48.7
Exact-BERT 50.7 38.8 49.1 41.8 48.8 47.0 46.2 46.5 50.1 44.7 59.0 57.3 54.8 45.8 59.3 55.7 51.2 57.3 52.1 48.3
BERT 52.3 45.7 49.7 42.8 50.4 48.8 49.3 44.2 49.4 43.5 60.5 58.3 55.9 46.0 59.7 57.0 52.5 59.3 53.3 49.5
CMJim 57.5 56.7 52.4 49.3 53.3 57.7 54.0 50.5 56.9 54.3 62.9 66.8 58.4 53.2 64.9 63.8 52.9 62.7 57.0 57.2
UPR-m 59.1 55.5 57.8 56.0 54.3 58.5 52.8 52.1 54.9 52.3 64.1 64.3 57.5 52.9 62.8 63.7 53.6 64.5 57.4 57.8
Exact-UPR-l* 59.3 56.0 56.3 57.1 59.7 59.5 54.4 53.7 55.4 54.0 65.6 68.8 58.5 53.3 62.4 62.9 54.1 62.8 58.4 58.7
UPR-l* 60.0 59.5 57.7 57.5 59.0 63.2 61.1 54.8 57.8 58.0 67.2 70.5 62.8 56.0 67.2 66.2 59.0 66.3 60.5 60.9

Table 6: Unsupervised experimental results of the QR on McMarket. Where M and P denote MRR and Precision@3,
respectively. * denotes LLM-based methods.

Method
au br ca cn fr in jp mx uk AVG

M P M P M P M P M P M P M P M P M P M P

Si
ng

le

BERT-f 32.7 44.4 25.8 48.9 30.0 42.2 31.7 35.6 45.8 47.8 46.2 64.4 51.1 48.9 46.4 58.9 54.4 61.1 40.5 50.2
T5 29.4 42.2 23.3 41.1 31.7 38.9 31.3 30.9 42.0 45.1 43.8 58.4 49.7 47.8 44.4 54.1 53.9 56.4 38.8 46.1
monoT5 30.1 44.4 23.1 41.1 31.3 43.2 31.4 31.1 43.2 46.7 49.4 63.3 53.5 49.9 47.8 54.4 53.4 58.9 40.4 48.1
Flan-T5* 39.7 51.1 26.9 50.0 34.0 46.7 38.3 42.2 52.2 54.4 51.4 63.3 54.8 64.4 49.3 60.0 55.8 62.2 44.7 54.9

C
ro

ss

Exact-BERT-f 46.4 45.6 40.0 51.1 51.5 47.8 49.4 45.6 52.3 53.2 49.3 66.0 53.4 47.8 48.9 63.3 58.7 66.7 50.0 54.1
BERT-f 58.6 54.4 52.3 54.4 55.3 53.3 56.2 46.7 53.9 55.6 65.8 70.0 56.0 52.2 63.2 71.1 59.6 70.0 57.9 58.6
Exact-monoT5 52.6 48.9 50.7 53.8 54.6 55.6 54.4 44.9 53.2 53.1 63.1 71.0 56.9 52.1 62.8 67.8 59.3 66.8 56.4 57.1
monoT5 52.9 53.3 51.4 52.2 54.1 56.7 56.8 44.4 52.8 52.2 68.1 75.6 56.8 53.3 62.9 68.9 58.2 67.8 57.1 58.3
Exact-Flan-T5* 60.8 60.3 55.7 56.9 61.3 59.2 57.6 55.2 58.1 57.8 67.2 73.3 57.1 54.3 63.9 74.9 63.0 73.9 60.5 62.9
Flan-T5* 63.6 62.2 56.9 55.6 62.9 61.1 59.7 57.8 60.8 61.1 69.7 76.7 60.4 56.7 64.3 75.6 63.6 72.2 62.4 64.3

Table 7: Supervised experimental results of QR using McMarketq .

UPR (Sachan et al., 2022)) or methods that perform447

unsupervised training (i.e., CMJim (Ghasemi et al.,448

2023)). On McMarketq, we adopt supervised fine-449

tuning methods (i.e., BERT-f/monoT5 (Nogueira450

et al., 2020)), and report testing performance. De-451

tails of each method are listed in Appendix E.452

5.3 Experimental results453

5.3.1 Review-based answer generation454

Tables 4 and 5 show the single/cross-market an-455

swer generation performance on McMarket and456

McMarketr datasets. We have the following obser-457

vations: first of all, cross-market models have supe-458

rior overall performance in all marketplaces com-459

pared with methods in the single-market setting.460

This result verifies RQ1 from the model perspec-461

tive, showing that external resources (i.e., reviews),462

from auxiliary marketplaces, can significantly con-463

tribute to improved outcomes in the main market-464

place. A clear advantage of LLMs over traditional465

methods is evident across various marketplaces.466

Notably, LLaMA-2 outperforms the overall cross-467

market McMarket dataset, with a notable ROUGE468

improvement from 13.5 in T5 to 18.3. Similarly, in469

McMarketr, the overall ROUGE score sees signifi-470

cant enhancement, rising from 29.1 to 38.5. This471

provides an answer for RQ3, offering insights into472

the efficacy and potential advancements of LLMs.473

5.3.2 Product-related Question ranking 474

Tables 6 and 7 show the question ranking results 475

within the single/cross-market scenario on two 476

datasets. We notice that most observations from 477

Section 5.3.1 still hold. For example, performance 478

advantages persist in product-related question rank- 479

ing compared to a single-market scenario. This 480

shows that a large number of relevant questions 481

in the auxiliary marketplaces help address simi- 482

lar questions in a low-resource marketplace. Fur- 483

thermore, the performance boost is more obvious 484

in marketplaces with a smaller scale (i.e., au, br) 485

compared with marketplaces with a larger scale 486

(i.e., uk). For instance, the P@3 BM25 perfor- 487

mance exhibits an improvement 28.3 and 21.7 for 488

au and br marketplaces, respectively, compared 489

with 17.3 in uk on McMarket. We also find that 490

in the cross-market setting, the Exact-models have 491

a weaker overall performance than their original 492

counterparts (i.e., Exact-T5/Llama-2 v.s. T5/Llama- 493

2). For example, on McMarketq, the cross-market 494

Exact-Flan-T5 is 1.4 weaker in terms of overall 495

P@3 compared with Flan-T5. This demonstrates 496

that valuable information can be found within sim- 497

ilar products from auxiliary marketplaces, even 498

when they possess slightly different titles. We list 499

some cases in Appendix F to elaborate on this. 500
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Figure 4: K-value analysis across different market-
places on the best-performed model. The upper row
is on AG, and the lower is QR.

6 External Analysis501

6.1 Hyperparameter analysis502

We investigate the effect of the number of retrieved503

product-related resources (i.e., questions, reviews)504

K under both single/cross-market scenarios. We505

report the average performance among every mar-506

ketplace on both McMarket and the corresponding507

subset in Figure 4. We observe that in AG, initially,508

the performance of Llama-2 in the cross-market509

setting is inferior to that in the single market. How-510

ever, after increasing the value of K, the optimal511

K value in the cross-market scenario surpasses that512

in the single market. This tendency indicates that513

richer information is contained in the cross-market514

reviews. In QR, the ranking performance in the515

single-market scenario begins to decline when K516

is around 50. This indicates that some less relevant517

questions are retrieved, negatively impacting the518

results. Conversely, in the cross-market scenario, a519

greater number of relevant questions are accessible,520

helping to effectively mitigate this issue.521

6.2 Multilingual analysis522

We undertake a comparative analysis between trans-523

lated and non-translated content to delve deeper524

into performance variations across non-English525

marketplaces. In particular, within the single-526

market scenario, we compare mBERT with BERT527

in 5 non-English marketplaces. Here, mBERT528

refers to a setup where all contents and the model529
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Figure 5: Multilingual analysis on non-English market-
places. The upper row is on AG, the lower is QR.

itself are preserved and fine-tuned in their origi- 530

nal language without translation. The results are 531

shown in Figure 5. We notice that in the AG task, 532

concerning some non-Latin languages (i.e., cn, jp), 533

the performance of single-market mBERT with- 534

out translation results in higher score compared 535

with BERT on two datasets. However, we observe 536

opposite results in some other non-English mar- 537

ketplaces (i.e., fr). Besides, in the QR task, the 538

performance of mBERT is inferior to the translated 539

BERT model. This underscores a crucial future 540

direction for this task: effectively enhancing per- 541

formance in non-English marketplaces, an aspect 542

that has been relatively underexplored. 543

7 Conclusions 544

We propose the task of Multilingual Cross-market 545

Product-based Question Answering (MCPQA). We 546

hypothesize that product-related information from 547

a resource-rich marketplace can be leveraged to 548

enhance the QA in a resource-scarce marketplace. 549

To facilitate the research, we then propose a large- 550

scale dataset, covering over 7 million questions 551

across 17 marketplaces and 11 languages. Ad- 552

ditionally, we perform automatic translation for 553

the Electronics category, labeling it as McMarket. 554

We also provide LLM-labeled subsets on McMar- 555

ket for each of the two tasks, namely McMarketr 556

and McMarketq. Specifically, we focus on two 557

different tasks: AG and QR. We conduct experi- 558

ments to compare the performance of models under 559

single/cross-market scenarios on both datasets. 560
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Limitations561

The task of PQA holds significant potential in im-562

proving user experiences on e-commerce platforms.563

However, there are several limitations and chal-564

lenges associated. One major challenge is the qual-565

ity and reliability of the information available for566

answering user questions. Even though we make567

sure all of the information comes from real user-568

generated data, the reviews and QA pairs might569

still contain biased or inaccurate information. Fur-570

thermore, language barriers and the availability of571

data in multiple languages add complexity to the572

task of product-related QA, particularly in cross-573

lingual scenarios. The limited availability of data574

in low-resource languages further exacerbates this575

challenge. To address them, continued research and576

development efforts are still under process which577

aim at improving data quality, handling language578

diversity, etc. We discuss it as our future work in579

Appendix B.580

Ethics Statement581

Our dataset is derived from the publicly avail-582

able product question-answering dataset, XMar-583

ket (Bonab et al., 2021). We adhere to the poli-584

cies throughout the creation and utilization of this585

dataset to ensure the protection of user privacy.586

When preparing the question-answering pairs, we587

strictly ensure that no personally identifiable infor-588

mation is exposed or utilized in any form during589

the processes. We prioritize user privacy and con-590

fidentiality to maintain the integrity and ethical591

standards of our dataset.592
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A LLM annotation details 840

We employ GPT-4 as the base LLM to 841

perform automatic annotation. Specifically, 842

gpt-4-1106-preview is adopted in our setting. 843

For review-based answer generation, we pass the 844

question, related reviews into the model, and ask 845

GPT-4 to generate if the corresponding answer can 846

be produced from the given information and write 847

the answer if possible. We also instruct GPT-4 848

to provide the corresponding reason. We use the 849

following prompt: 850

• In this task, you will be given a product ques- 851

tion, and some reviews. You should judge if 852

the reviews are helpful for answering the ques- 853

tion. If yes, please write the corresponding 854

answer and the reason. If no, please give the 855

corresponding reason and provide the answer 856

as no answer. Please output the answer for- 857

mat as: Judgement:yes/no, Reason: , Answer: 858

In our setup for product-related question rank- 859

ing, we follow the annotation setting outlined in 860

(Ghasemi et al., 2023). Here, we utilize GPT-4 861

to evaluate the relevance of other question-answer 862

pairs. The model is presented with two question- 863

answer pairs from distinct products along with 864

their respective product titles. Its task is to assess 865

whether the QA pair associated with the second 866

product proves useful in addressing the questions 867

posed for the first product. Similarly, the model is 868

also requested to provide the reason for making the 869

judgment. The prompt is given as follows: 870

• In this task, you will be given two different 871

products, namely, Product A and B, respec- 872

tively. Each product is associated with a 873

question-answer pair. You should judge if the 874

question-answer pair to Product B is useful 875

for answering the question to Product A. You 876

should assign a score from 0–2, as 0 repre- 877

sents not useful, 1 represents partially useful, 878

and 2 represents very useful. Please also give 879
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Table 8: Overall statistics of the McMarket dataset. The length is reported on the token level.

au br ca cn fr in jp mx uk us Total
Language en pt en cn fr en jp es en en -
Question Num. 584 1,378 101,126 3,324 66,536 115,829 17,418 34,433 164,848 1,782,092 2,287,568
Review Num. 3,062 3,650 575,052 1,893 359,703 240,167 130,604 125,317 775,900 4,169,476 6,384,824
Product Num. 85 95 5,432 210 2,199 2,085 903 1,464 4,406 29,976 30,606
Mean ques. len 12.0±6.6 10.3±6.4 12.7±7.3 10.2±8.1 15.2±6.9 10.1±6.0 20.3±15.7 10.9±6.8 13.6±7.6 13.4±7.8 13.3±7.9
Medium ques. len. 10 8 10 8 14 8 14 9 11 11 11
Mean review len. 25.5±30.0 17.5±25.3 29.9±50.4 56.4±60.2 39.1±49.7 21.8±42.9 28.7±36.8 28.7±36.8 40.1±68.4 59.3±93.0 51.5±84.0
Medium review len. 15 10 14 39 26 10 46 21 20 30 26

the corresponding reason for making the de-880

cision. Please output the answer format as:881

Judgement:[score], Reason:882

B Future Directions883

Future directions for the MCPQA task could in-884

volve several areas of exploration. First of all,885

more efforts could be put in the continued advance-886

ment and refinement of multilingual models ca-887

pable of understanding and generating text across888

multiple languages. Furthermore, as a substantial889

portion of our dataset remains in its original, un-890

translated form, we are actively researching how891

models perform when fine-tuned on this untrans-892

lated data. Our focus lies particularly on assess-893

ing their question-answering performance in mul-894

tilingual contexts. Based on that, investigation of895

cross-lingual transfer learning techniques to facil-896

itate knowledge transfer and adaptation between897

languages could also be a promising direction in898

this task. This includes exploring approaches for899

transferring knowledge from high-resource to low-900

resource languages and vice versa.901

C Dataset Statistics902

Our full dataset contains product information from903

17 different marketplaces, au, br, ca, cn, de, es,904

fr, it, in, jp, mx, nl, sa, sg, tr, uk, us respectively,905

covering 11 languages including en, ar, cn, de, es,906

fr, it, nl, jp, pt, tr. To reduce costs and facilitate907

baseline model training, we automatically translate908

the non-English contents in the Electronics cate-909

gory and abandon marketplaces with insufficient910

QA pairs. We name it as McMarket. Table 8 shows911

the detailed statistics of McMarket.912

D Human evaluation metrics913

• Correctness aims to judge whether GPT-4 an-914

swers accurately serve as correct answers to915

the question, based on the given information.916

For example, if the question is not answer-917

able from the reviews, GPT-4 should make the918

corresponding judgment. Otherwise, GPT-4 919

should first classify the question as answer- 920

able, and then give the corresponding answer. 921

• Completeness is designed to determine 922

whether the GPT-4 generated answers are 923

complete and cover all aspects of the ques- 924

tion. 925

• Relevance is designed to determine whether 926

the GPT-4 answers are relevant to the question, 927

and whether contain hallucination that does 928

not correspond to the original question. 929

• Naturalness aims to determine whether the 930

GPT-4 answers are smooth and natural. 931

Whether there are obvious language errors 932

and inconsistencies. 933

E Baseline details 934

We provide a detailed explanation of the baseline 935

models we implement. 936

Review-based answer generation. In this task, we 937

report performance on McMarket and McMarketr. 938

In contrast to utilizing human answers in McMar- 939

ket, in McMarketr, we employ the GPT-4 generated 940

results as the ground truth. For each dataset, we 941

split the training/validation/testing set with the por- 942

tion 70/10/20% and report the results on the testing 943

set. The detailed information of each baseline is as 944

follows: 945

• BM25 (Robertson and Zaragoza, 2009) re- 946

trieves the top 5 reviews and adopts the top 947

one directly as the answer. 948

• BERT (Devlin et al., 2019) adopts a BERT 949

ranker to re-rank the reviews retrieved by the 950

top 100 BM25 results. Then the top 1 review 951

is selected as the answer. 952

• T5 (Raffel et al., 2019) takes the BM25 top 5 953

reviews as input and is fine-tuned to generate 954

the corresponding answer. 955
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Table 9: Real cases of the single/cross-market question answering results. The first two are review-based generated
answers. The rest shows answers obtained by product-related question ranking. The information in the bracket
shows the retrieved related review/question. All the information is shown in translated English.

Idx Question Single-market ans. Cross-market ans. Gold ans.

1 Which Dell Inspiron
N4010 model can I buy
and be compatible with?

(The express delivery was very fast.
It arrived the next day.) I have no
idea what to answer.

(I bought this to double my RAM on my
new Dell Inspiron 7559.) The Dell Insp-
iron 7559 model is compatible with this
product.

This model
is low volt-
age...

2 Sir is it compatible with
x-T3?

(The picture quality is very sharp.
Very sharp indeed.) The given re-
view information cannot provide the
answer.

(Bokeh is awesome quality of photos is
amazing paired with the xt3) Yes, the lens
is compatible with xt3.

Yes

3 Will this work for a
small fan that’s 18
watts?

(Will this work for charding an elec-
tric razor?) It provides power out the
same as a wall power point. So yes it
should charge an electric razor.

(Will a travel fan work with this?) ... A
travel fan should work this voltage con-
verter. The converter has a maximum of
200 watts...

I think yes
...

4 Does it have an external
microphone input?

(Does it have an audio and hdmi out-
put?) Good morning. It has a micro
HDMI output.

(Can you put an external microphone?) No
microphone input

Doesn’t
have it!

• Exact-T5 (Ghasemi et al., 2023) is an answer956

generation model based on T5, wherein we957

initially identify the exact same item in the958

auxiliary marketplace and exclusively utilize959

the top 5 reviews among them as input.960

• LLaMA-2 (Touvron et al., 2023b) is in a simi-961

lar setting as T5 but adopts LLaMA-2 as the962

backbone.963

• Exact-LLaMA-2 is in a similar setting as964

Exact-T5 but adopts LLaMA-2 as the back-965

bone.966

Product-related question ranking. In this967

task, we also report results on McMarket and968

McMarketq. Given that the McMarketq subset is969

the only portion in McMarket that contains ranking970

labels, Table 6 exclusively showcases unsupervised971

methods that leverage the remaining McMarket as972

the training set and subsequently present results on973

the McMarketq subset. Besides, to show the perfor-974

mance of supervised methods in this task, Table 7975

splits McMarketq as the training/validation/testing976

set following the same portion as before. Perfor-977

mance is then reported on the testing set.978

We first provide details for the unsupervised979

methods in Table 6:980

• BM25 (Robertson and Zaragoza, 2009) re-981

ports the top-50 BM25 ranking results.982

• BERT (Devlin et al., 2019) performs BERT983

re-rank on BM25 top results.984

• UPR-m (Sachan et al., 2022) is an unsuper- 985

vised ranking method where we use a PLM 986

to compute the probability of the input ques- 987

tion conditioned on a related question. We use 988

T5-base as the backbone. 989

• UPR-l adopts the same structure as UPR-m 990

but uses T0-3B as the backbone. 991

• CMJim (Ghasemi et al., 2023) is an unsuper- 992

vised method that ranks products and their 993

corresponding questions across marketplaces. 994

• Exact-{BERT/UPR-l} ranks the questions of 995

the item from the main marketplace as well as 996

the exact same item in the auxiliary market- 997

place. 998

We then detail the supervised methods in Ta- 999

ble 7: 1000

• Bert-f (Devlin et al., 2019) fine-tunes the Bert 1001

ranker on the training set. 1002

• T5 is trained to generate the sequence of the 1003

ranked questions. 1004

• monoT5 (Nogueira et al., 2020) is another 1005

ranking method that takes T5 as backbone. 1006

We fine-tune the model on the training set and 1007

report the results on the testing portion. 1008

• Flan-T5 (Chung et al., 2022) adopts the same 1009

structure as the monoT5 method but replaces 1010

the backbone to the Flan-T5-XL LLM. 1011
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Table 10: Examples of data samples in McMarket.

Market Product title Question Reviews Answer

br Sony - HDRCX405 HD Video
Recording Handycam Cam-
corder (black)

É compatível com
eos 80d?

Objetiva com desempenho muito bom.
Estabilização de imagem (IS) funciona
muito bem para uso sem tripé. STM com
foco silencioso. Cumpre o que promete.

Bom dia, é totalmente
compatível.

cn AKG Pro Audio K612 PRO
Over-Ear, Open-Back, Premium
Reference Studio Headphones

akg品控真有那么
差吗还是一群职
业黑？

一言难尽。买了十几天刚煲开右耳
时响时不响。现在退货中

没有问题，还可以

fr ViewSonic VG2439SMH 24
Inch 1080p Ergonomic Mon-
itor with HDMI DisplayPort
and VGA for Home and Office,
Black

Sur écran webcam
il y a t’il du son
? fait t’il webcam
et micro en même
temps?

Après réception; et déballage : produit
simple et mise en marche facile. J’ai
commandé deux écrans pour une station
de travail. l’utilisateur est à l’aise

Pas le microphone. Web-
cam ok Son ok

jp SanDisk Ultra 64GB USB 3.0
OTG Flash Drive With micro
USB connector For Android
Mobile Devices(SDDD2-064G-
G46)

A1954に多用でき
ますか

小さすぎて使いにくい（笑）商品
は、ゆうメールですぐに配達され
ました。

A1954とは、何です
か？キーボードは、英
語配列です。

mx ZOTAC GeForce GT 730 1GB
DDR3 PCI Express 2.0 x1
Graphics Card (ZT-71107-10L)

hola, es compati-
ble con Lenovo TS-
140?

Excelente producto y buen desempeño.
Muy recomendable.

No conozco este equipo,
solo se puede instalar en
interfaces PIC x16.

uk Peachtree Audio Deepblue2
High Performance Wireless
Bluetooth Music System
(Black)

Can you play music
through this speaker
as a wired device
from an mp3 player.

Reluctant to pay so much but couldn’t be
more happy. Amazing sound quality and
worth every penny. You will be blown
away.

Yes, with the supplied ca-
ble plugged into the head-
phone jack on the MP3
player and the auxiliary
input on the deepblue2.

• Exact-{BERT-f/monoT5/Flan-T5} (Ghasemi1012

et al., 2023) ranks the questions of the item1013

from the main marketplace as well as the exact1014

same item in the auxiliary marketplace.1015

F Case study1016

Table 9 demonstrates four real cases concerning1017

single/cross-market question answering. We see1018

that the absence of useful information, such as re-1019

lated reviews or questions, within a single market-1020

place leads to inaccurate answers. For instance, in1021

case 1, the retrieved reviews fail to provide suffi-1022

cient information, resulting in a generated answer1023

of “I have no idea what to answer.” In contrast,1024

relevant and useful information is more likely to be1025

available in the larger auxiliary marketplace. For1026

instance, in case 4, the model successfully retrieves1027

a similar question, “Can you put an external mi-1028

crophone?” from the us marketplace, aligning the1029

answer more closely with the ground-truth answer.1030

G Dataset Examples1031

We show some examples from McMarket to pro-1032

vide a more comprehensive view of our data. Table1033

10 shows some examples from McMarket. For each1034

example, we show the title of a product, a random1035

review, and a question-answer pair of the product.1036

To provide a more comprehensive understanding 1037

of our dataset and task, we also show some exam- 1038

ples of the GPT-4 annotated McMarketr (Table 11) 1039

and McMarketq (Table 12), respectively. 1040
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Market Question Reviews GPT-4 ans. Gold Ans. GPT-4 reason

au Can you use this
with Xbox one?

... These however do not
work as an Xbox one
gamechat since there is
no mic ...

No, you cannot use
these headphones with
Xbox One as there is
no mic

Yes. Review 1 mentions that these
headphones do not work as an
Xbox One gamechat as there is
no mic.

ca Will it work with
the Nikon D3200

I have the lens fixed on
to my Nikon D3200 al-
most permanently...

Yes, it will work with
the Nikon D3200.

Works on my
d3100.

The reviews mention that the
product is compatible with the
Nikon D3200 and they are us-
ing it effectively.

in Does it has diopter
correction ring?

Extremely well built.
Great lens and use it
mostly for bird watch-
ing during my hikes...

No answer. Yes. None of the reviews mention a
diopter correction ring for the
product.

jp Does it come with
a conversion plug
to connect to an
amplifier?

...They don’t come with
an adapter that can ad-
just to the standard plug,
so be careful.

No, it does not come
with a conversion plug
to connect to an ampli-
fier.

N/A. Review 1 states explicitly that
the headphones do not come
with an adapter to adjust to the
standard plug...

mx How quiet is it? ...Good performance,
very quiet; Nice and
quiet easily installed
and works well...

The product is very
quiet.

It is very quiet,
reliable, highly
recommended

Reviews 2, 3, 4, and 5 directly
address the noise level of the
product by stating it is ‘very
quiet’ and ‘nice and quiet’

Table 11: Examples of data samples in McMarketr. All the data is translated into English.

Market Product A Product A QA Product B Product B QA tag GPT-4 reason

au Neewer 48
Macro LED
Ring Flash
Bundle with
LCD Display
Power Con-
trol...

Will this work with fuji x-t3
and x-t20? -> As long as
they have a hot shoe, it will
work. There is several lens
ring adaptors for various lens
sizes (talking about change-
able lenses of course).

Neewer 48
Macro LED
Ring Flash
Bundle with
LCD Display
Power Con-
trol...

Is this compatible with
FujifilmX-T3? -> As
long as you have a hot-
shoe it should work.

2 Both Product A and Prod-
uct B are the same
Neewer 48 Macro LED
Ring Flash Bundle, and
the questions for both are
concerning the compat-
ibility with Fujifilm X-
T3...

cn Kingston
Digital Multi-
Kit/Mobility
Kit 16 GB ...

Hello, what is the writing
speed of this micro sdxc?
-> Write: 14Mo/s | Read:
20Mo/s ...

Kingston
Digital Multi-
Kit/Mobility
Kit 16 GB...

Speed of the card? ->
Class 4 IE 4MB/sec.

1 The answer to Product
B provides the class rat-
ing of a microSDHC
card, though different
from Product A...

fr iPad Air New
iPad 9.7 inch
2017 Case...

Good evening, is this case
compatible with an iPad 2?
Thank you -> Yes, no prob-
lem.

iPad Air New
iPad 9.7 inch
2017 Case...

Does this case fit the
ipad air 2? -> Hi, This
case is not compatible
with the iPad Air 2.

0 Product A is asking about
iPad 2, while Product B is
about compatibility with
an iPad Air 2...

in AmazonBasics
USB 2.0 ...

Is it compatible with Nin-
tendo switch? -> Dono but
working good nice product.

AmazonBasics
USB 2.0 ...

Is this compatible with
MacOS? -> Yes.

0 The answer to Product
B’s question does not pro-
vide information for A...

uk HDMI Media
Player, Black
Mini 1080p
Full-HD
Ultra...

Is it possible to power this
through a usb cable? -> It
has to be plugged in using the
power lead...

MDN
HD1080B
1080p Full-
HD Ultra
Portable Dig-
ital Media
Player...

Can it be powered by a
USB cable? I see on the
pictures that power ca-
ble is USB on one end
-> The USB port is for
an external drive.

2 The question for both
Product A and Product
B pertains to the power
source of the media play-
ers and whether they can
be powered through a
USB cable...

Table 12: Examples of data samples in McMarketq . All the data is translated into English.
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