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Abstract

Reinforcement learning (RL) has shown great effectiveness for fine-tuning large
language models (LLMs) using tasks that are challenging yet easily verifiable, such
as math reasoning or code generation. However, extending this success to visual
perception in vision—language models (VLMs) has been impeded by the scarcity
of vision-centric tasks that are simultaneously challenging and unambiguously
verifiable. To this end, we introduce ViCrit (Visual Caption Hallucination Critic),
an RL proxy task that trains VLMs to localize a subtle, synthetic visual hallucina-
tion injected into paragraphs of human-written image captions. Starting from a
200-word captions, we inject a single, subtle visual description error—altering a
few words on objects, attributes, counts, or spatial relations—and task the model
to pinpoint the corrupted span given the image and the modified caption. This
formulation preserves the full perceptual difficulty while providing a binary, exact-
match reward that is easy to compute and unambiguous. Models trained with the
ViCrit Task exhibit substantial gains across a variety of VL benchmarks. Cru-
cially, the improvements transfer beyond natural-image training data to abstract
image reasoning and visual math, showing promises of learning to perceive rather
than barely memorizing seen objects. To facilitate evaluation, we further intro-
duce ViCrit-Bench, a category-balanced diagnostic benchmark that systematically
probes perception errors across diverse image domains and error types. Together,
our results demonstrate that fine-grained hallucination criticism is an effective and
generalizable objective for enhancing visual perception in VLMs.

1 Introduction

Reinforcement learning (RL) has recently emerged as a dominate paradigm [[17, [23]] for fine-tuning
large language models (LLMs) when training tasks are both challenging and automatically verifiable.
Successful examples include mathematical reasoning tasks with concise numerical answers [[19} 41]],
and software engineering problems [78| 138] whose correctness can be checked in a sandboxed
environment. By focusing on tasks that strike this balance—sufficiently challenging to have room
for improvements yet straightforward to grade deterministically—RL can explore the solution space
effectively, extract genuinely useful strategies, and transfer those gains to broader domains.

Despite its success in textual reasoning, RL training with verifiable rewards has yet to demon-
strate a comparable significance in improving the visual perception abilities of vision—language
models (VLMs). This is largely due to the lack of vision-centric tasks that are both perceptually
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The image showcases a social gathering of Caucasian individuals, both male and female, . ° °
ranging from middle age to about 60, seated at multiple tables inside a room that appears to = r
be a café or restaurant. The café's walls are a light brown to mustard yellow, adorned with o A
an eclectic mix of picture frames and flags, including one particularly striking black flag with .
curved white stitching that reads both *true” and "false." There is a tall vertical window on 0
the left side, offering a view of trees and parked cars outside.
Hanging from the ceiling are two distinct light fixtures: a black wrought iron chandelier with
six gold-colored bulbs, and a single glass pendant light with a black wire. Additionally, a
lamp occupies the corner on the left side. Near this window, a woman dressed in black and
wearing glasses is seated alone with an iPad on the table, a coffee cup beside her, and she
is gazing out the window. Nearby, a group of four individuals, predominantly young men, are
engaged in conversation and one is looking at his phone.
To the right, there are smaller tables, where pairs of people, including some young women,
are conversing. At one table in the lower right comer, a man with headphones and a blue
jacket looks down, perhaps immersed in his own world. The atmosphere is lively, with a mix
of discussions and some quiet moments of individual focus.

Verifiable reward via string match

Figure 1: Overview of the ViCrit framework. Starting from high-quality image—caption pairs, we
synthetically inject visual hallucinations by minimally altering noun phrases. The model is trained to
localize incorrect spans in the caption given the image, receiving a verifiable reward through exact
string matching. This fine-grained perceptual objective improves visual perception in vision-language
models (VLMs) and generalizes to downstream reasoning tasks across diverse visual domains.

challenging and automatically gradable. Whereas multi-hop math problems naturally compress
numerous premises into a single verifiable answer, the semantic elements within an image rarely
collapses into such a tidy question-answer pair. Even advanced visual-question-answering bench-
marks [35]] often probe only fragments of a scene, allowing shallow perception to suffice.
Attempts to increase the perceptual difficulty, such as exhaustive image captioning that enumerates
every visual element [45[12} 29,7 [2,165]], yield paragraph-length outputs (200+ words) that are nearly
impossible to grade unambiguously. The central challenge, therefore, is to craft a task that forces the
model to perceive the full scene yet produces a concise, deterministically verifiable response.

To bridge this gap, we propose ViCrit (Visual Caption Hallucination Critic), a reinforcement learning
proxy task that offers both perceptual difficulty and evaluation simplicity. ViCrit trains VLMs to
localize synthetic visual hallucinations injected into paragraph-length image captions. It is designed
to be both challenging, requiring fine-grained visual perception, and verifiable, enabling rule-based
deterministic reward signals for scalable RL training. As shown in Figure[T] the task begins with
human-annotated detailed image captions with more than 200 words [12]], and synthetically injects
visual hallucinations. Such subtle errors misdescribe object, attribute, count, scene text, or spatial
relation as its visually similar alternative. The model is trained to act as a critic: given an image and
its corrupted caption, it must identify the specific tokens that are incorrect. This token-level span
detection can be easily graded via string matching yet requires fine-grained visual perception across
the entire image, encouraging the model to internalize robust visual perception strategies extracted
during the RL exploration trajectories.

Training Qwen2.5-VL-7B-Instruct and 72B-Instruct with the proposed ViCrit RL task yields con-
sistent gains across ten vision-language benchmarks. In addition to better hallucination benchmark
results, these improvements extend well beyond the natural-image domain seen during ViCrit RL
training, onto abstract image reasoning and visual math: Qwen2.5-VL-72B-Instruct improves from
35.2% to 40.1% on MathVision [57]], from 61.3% to 65.8% on VLMsAreBlind [46], and from 45.5%
to 49.4% on Charxiv [63]]. These cross-domain improvements indicate that the learned perceptual
strategies transfer effectively to general VL domains. By training models to pinpoint fine-grained
errors, ViCrit encourages the development of internal perception strategies that cross-check textual
claims against visual evidence. Unlike supervised fine-tuning on captioning data [49} 15| 54]], which
can lead to surface-level memorization, our RL task rewards perceptual correctness and penalizes
hallucinations directly. As a result, the model moves beyond merely memorizing the seen object
lists, towards learning to decide how to perceive an image. Comprehensive analyses on how ViCrit-
induced chain-of-thoughts generalize to a broad spectrum of downstream VLM tasks further reveals
the effectiveness and working mechanism of the ViCrit RL training.

In addition to ViCrit training, we present a benchmark named ViCrit-Bench for evaluating VLMs on
hallucination detection. We group images into four categories and hallucination types into eight fine-



grained hallucination classes, enabling detailed diagnostic analysis. We then manually curate a set of
images selected from PixMo-Cap [12]] and inject eight types of hallucinations into their corresponding
captions. This process results in a high-quality, fine-grained, and highly challenging hallucination
detection benchmark, containing 607 samples. The benchmark supports zero-shot evaluation and
exposes clear correlations with downstream perception tasks, making it a powerful probe of VLMs’
perception limitations. We benchmark a range of state-of-the-art open-source and closed-source
vision-language models on ViCrit-Bench. Even proprietary systems such as OpenAl-03 and Gemini-
2.5-Pro achieve only 47.7% and 45.2% accuracy. After in-domain reinforcement learning with
the ViCrit task, Qwen2.5-VL-72B attains an improved accuracy of 43.0%. The gains are uniform
across all four image categories and are especially pronounced on document and abstract images,
highlighting the efficacy of ViCrit-based RL for strengthening generalizable visual perception.

Our contributions are summarized as follows:

e We introduce ViCrit, an RL task for visual perception that requires VLMs to identify token-level
visual hallucinations in paragraph-length image captions. The task is both perceptually challenging
and automatically verifiable, enabling scalable RL training with precise, unambiguous supervision.

e Training VLMs with the ViCrit Task significantly enhances their performance on a wide range of
VL benchmarks. The improvements also generalize to other image domains such as abstract image
reasoning and visual math, which shows the advantage of ViCrit incentivizing models to verify
visual detail against text, rather than merely memorize seen objects.

e We present ViCrit-Bench that systematically probes eight hallucination types across four image
domains. The benchmark supports zero-shot evaluation and serves as a diagnostic tool for assessing
fine-grained visual perception capabilities in VLMs. Furthermore, its scores track averaged VLM
accuracy monotonically, making it a strong indicator of the overall VLM performance.

2 Related Work

Large language model reasoning. Prompting-based Chain-of-thought methods [64} [25]] first ex-
plored the reasoning abilities of large language models (LLMs) [5 [10] by eliciting chains of in-
termediate thoughts, markedly improving arithmetic and commonsense benchmarks [11} 143} [26].
Subsequent decoding strategies aim to further improve test-time performance with extra test-time
computation. For example, Self-Consistency sampling [62] that votes over multiple thought paths
to boost reliability. Expanding beyond linear traces, structured search frameworks like Tree-of-
Thoughts [[71] and Graph-of-Thoughts [24]] let the model explore a branching space of candidate
“thought” states before committing to an answer. Studies [39] also explore hacking the thought
process to generate long CoT that is beyond the CoT length distribution. Moving from test-time
scaling to training, process reward models [30L 55} 58] grade each reasoning step rather than only final
answers, which can be coupled with Monte Carlo Tree Search [67] for fine-grained value estimates.
Most recently, large-scale reinforcement learning [[17, 23] with outcome-based rewards alone can
induce emergent multi-step reasoning skills. The key to its success is challenging tasks that can be
automatically verified, such that the RL can be effectively scaled up with minimal noise in its reward
signals. The goal for this study is to find such tasks for VLMs’ visual perception.

VLM reasoning. Based on the modern vision language models [42} |56} 32} 22 311 13} 19} 53} 128 |69]],
recent studies explore the use of multimodal CoT to further improve vision-language reasoning
tasks [[18} 157,133} [72]] with both grounded textual thoughts [34,[77]] and multimodal thoughts [48. |66,
16]. Techniques like rationale distillation and self-reflection further boost these models’ reasoning
capabilities [76, [70, [811 59} 68| 161} [14]]. Inspired by the success on outcome-based reward based
RL in LLMs, recent studies [13} 120, 137} 1361 160, 144! 16, 79, 140] applies similar techniques to visual
math and other visual-question-answering benchmarks. Despite the improvements in visual math and
STEM questions, they still fall short of significantly advancing fine-grained visual perception.

Visual-centric VLMs and reasoning. One threads of works aim to improve visual perception in
VLMs via text-supervised visual representation learning [49, [15) 54]], which trains the model to gener-
ate a good description of the image. This line of work show great promises with the recent success in
obtaining ultra-descriptive image captions [45] 12} 29,7} 2} 4] 65]. However, supervised fine-tuning
on captioning data may lead to superficial object memorization, while paragraph captioning task does
not have reliable rewards for RL training. In this work, we present an RL proxy task to close this

gap.



ViCrit Task: Which noun phrase is replaced by the hallucinated noun phrase in this image description?

= s Perturbed caption: (209 words)
& 4 4 The image captures a detailed overhead view of a grey and white granite or formica tabletop. Central to the
# composition, towards the bottom, is a yellow tray found in grocery store
meat departments. The tray is neatly lined with two rows of raw chicken drumsticks.
Just to the right edge of the tray, a small black jar labeled "Fly and Saucy Medium" in red and white lettering
is positioned. Adjacent to this, a red-capped container with a label reading "Zatarain's Creole Seasoning" is
placed prominently. Near the top right corner of the tray, a large bottle of Frank's RedHot Wing Sauce, filled
to the brim with its fiery red contents, stands upright.
In the background, slightly to the right, a charming small statue of a brown corgi dog adds a whimsical
touch. The dog wears a sign around its neck, albeit unreadable, and is flanked by salt and pepper shakers
nestled in tiny ornate dog bowls.
In the upper right corner of the image, a brown bottle with a white plastic wrap around its top can be seen.
Its white label, featuring "Mark's Lone Star Certified Good Stuff Honey Barbecue" in white lettering against a
tan background, completes the scene with a hint of delectable flavor.

Visual hallucination (GT): (2 words) 1= Bop 16100

Perturbed caption: (226 words)

In this outdoor photograph, a musical band is performing beneath a white festival tent with open walls,
supported by gray struts and metal supports. A prominent black banner with the text "Friday Nights Live" in
pink, white, and yellow is displayed at the front of the tent. The banner also features logos and the word
"Hospital" in white text. Spotlights, including orange and reddish hues, cast a glow over the band.

The band features a variety of musicians: On the left, a Caucasian man in his 30s with dark hair, wearing a
gray long-sleeved shirt and blue jeans, plays a golden-colored saxophone. Beside him, to the right, the lead
singer stands front and center, dressed entirely in black with a black fedora and a lighter gray belt. He holds
a microphone close to his mouth and a tambourine at his hip. To the right of the lead singer, a man whose
face is obscured plays a guitar. In the deep background, a young woman with a black billed baseball cap,
gray hoodie, and blue jeans smiles, her role in the band undetermined. There are also black music stands
placed around the musicians.

Behind the open tent walls, a green tree line stretches across the background, meeting a clear blue sky at
the horizon. Small white text at the bottom corner of the photograph reads "Chuck Willie."

»

Visual hallucination (GT): (2 words) P alm ¥onys

Figure 2: Instead of asking the model to write a paragraph-long caption that is hard to grade (e.g.,
the 200-word example above), ViCrit feeds the model an almost-correct caption containing a single,
deliberately inserted visual hallucination and trains it to locate that error. The short, token-level
response is just as demanding in terms of visual perception, yet it is far easier to verify automatically.

3 ViCrit RL Training

Recent progress in outcome-based reinforcement learning shows that LLMs learn richer reasoning
procedures when trained with hard questions whose answers can be unambiguously verified. The
same recipe, however, is not immediately available to visual perception in VLMs. The traditional
caption-supervision objective optimizes a model for recalling a fixed list of objects, but never for
deciding where to look next. Our goal is therefore to turn visual perception into an RL problem
whose reward (i) compels the model to interrogate every visual details and (ii) remains as cheap and
deterministic to evaluate as in code or math.

Examples of our proposed ViCrit task is shown in Figure 2} Instead of asking a model to generate
a perfect, paragraph-length caption (200+ words), which is difficult to grade, we present it with an
almost-correct caption containing a single, synthetically injected visual error and reward the model
for pinpointing the mistaken span (2 words). Solving this task is as hard as perfect captioning: a critic
that can reliably spot any hallucination must perceive and understand the entire scene; yet the answer
collapses into a few words that can be matched exactly. This simple reshape of the objective delivers
the two missing ingredients for perception-centric RL: a genuinely challenging perception task and
an evaluation rule that reduces to simple string equality.

3.1 ViCrit Task

Task description. For every training instance we start with an image [ and its exhaustive,
human-annotated caption C' drawn from the PixMo-Cap dataset [12], with an average caption
length of 196 words. We then prompt GPT-4 [42]] to select one object description o within that
200-word-length paragraph and perturb it into a visual hallucination o, such that the perturbed object
is visually similar, semantically plausible, and without ambiguity. We also sample two examples from
a small set of manually crafted in-context examples when prompting the LLM. The complete prompt
is in Appendix. The desired output is a minimally modified caption C that differs from C' by exactly
one visual span (e.g., two words in Figure 2. We instruct for diverse types of selected objects o and
resulted hallucination 6, such as object substitution, attribute flip, scene-text error, relation swap, efc..

After data generation we task the model to identity the visual hallucination o given the image I and
caption C'. A positive reward is given if predicted words matches ground-truth 6. Because the reward
depends purely on exact string match, it is deterministic and easy to scale in RL training.



Discussion on task difficulty. Perfectly performing the ViCrit task requires the model to perceive
the entire visual scene, which is the same level of visual perception demanded of an “oracle” visual
captioner that can exhaustively describe every image elements. Indeed, a flawless ViCerit critic could
be repurposed into such an oracle by iteratively proposing refinements to an image caption. Thus,
ViCrit imposes the same visual perceptual requirements as paragraph captioning, yet its single-span
output is easily verifiable, enabling scalable outcome reward based reinforcement learning.

Data. We build the image I caption C starting from all samples in the PixMo-Cap dataset [12].
Filtering out the invalid image URLSs yields 384K image caption pairs. We then prompt LLM to
create the visual hallucination 6 and use it to replace the original object description o to create the
minimally modified caption C'. In the end, we collect 875K pairs of images and modified captions.

3.2 Model Training

We use Qwen2.5-VL as the base VLM for experiments and finetune all model parameters via the
ViCrit RL proxy task. We train the model with Group Relative Policy Optimization (GRPO) [50]:

Loreo = Ejmin(A4;-p;, Ai-clip(pi, 1 —€,1+¢€))], Ai=(ri—7), pi= %

The sample reward r; is computed based on a deterministic string matching between the injected

+, ifo ::, % We relax the
0, otherwise.

string matching such that the model is not penalized for copying additional words before or after the
selected span o, as long as they are an exact copy from the original caption C. In addition to answer
correctness reward, we also follow the standard practice to instruct the model to follow a specific
prompt format, which group thoughts with special tokens <think>. . .</think> and final answers
with special tokens \boxed{}. The format reward 7,y is 1 if it correctly uses the special format
tokens and 0 otherwise. The final reward for sample 7 is 7; = 0.9 * Tanswer + 0.1 % 7 format-

visual hallucination string 0 and the model prediction o: Tanswer = {

4 ViCrit Benchmark

Motivated by the substantial gains yielded by reinforcement learning with the ViCrit task, we
hypothesize that zero-shot ViCrit accuracy also correlates with a VLM’s perception capability and can
therefore anchor a diagnostic benchmark. We thus present ViCrit-Bench, a high-quality, fine-grained,
and highly challenging benchmark for hallucination detection. In this section, we first present the
image domains and hallucination task categories defined in ViCrit-Bench. We then describe the
human annotation procedure and dataset construction pipeline. Finally, we provide comprehensive
statistics and distributional insights of ViCrit-Bench.

4.1 Image Domains and Hallucination Categories

ViCrit-Bench partitions its images into four broad domains, each chosen to probe a complementary
slice of visual perception: (1) Natural images: everyday photos of landscapes, animals, people,
and objects captured in the wild; (2) Documents: images dominated by structured content such as
tables, charts, plots, diagrams, or dense textual screenshots; (3) Scene-text-heavy images: images
where scene text is appeared in the scene, such as street signs, memes, comic panels, and illustrative
layouts; (4) Abstract images: images that do not directly depict real-world objects or scenes, but
instead convey meaning through geometric shapes, symbols, color patterns, synthetic compositions,
or artistic illustrations; these images emphasize structure, style, or conceptual abstraction rather than
natural realism or textual content.

We note that the training data distribution from the PixMo-Cap dataset contains dominated natural
images. The annotation on a subset of 4k randomly sampled PixMo-Cap images shows a category
percentage of 59%, 10%, 24%, and 7% for image domains 1-4, respectively. Human annotators thus
go through additional candidate images to find the proper sources for categories 2 and 4. Based on the
image domains above, we then systematically categorized all visual hallucinations into eight distinct
hallucination task types, defined as follows: (1) Count: evaluates whether the quantity of objects or
elements is incorrectly described; (2) Material: assesses the model’s ability to accurately recognize
the material composition of objects; (3) Spatial: determines whether the spatial configuration and
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Figure 3: Data examples from ViCrit-Bench, which involve four image categories and eight visual
hallucination types. We manually verify each image’s long caption, and carefully inject different
kinds of proper visual hallucinations.

relative positioning of entities are misrepresented; (4) Color: examines the consistency between the
described and actual color attributes of visual elements; (5) Object: identifies cases where objects
are incorrectly classified into wrong semantic categories; (6) Condition: checks whether the physical
state, dynamic action, or emotional expression of entities is appropriately conveyed; (7) Shape:
measures the accuracy of describing the geometric structure or contour of objects; (8) Text: verifies
whether embedded textual content within the image is correctly detected and interpreted.

4.2 Annotation Pipeline

All samples in ViCrit-Bench originate from PixMo-Cap, whose 200-word, detailed captions provide
a fertile substrate for hallucination synthesis. The construction pipeline proceeds in three stages.

Stage 1: Image selection and caption sanitization. For the four image categories, we first employ
OpenAl-03 model to perform an initial classification over the entire PixMo-Cap dataset, identifying
candidate images that align with the definitions of natural images, document images, scene-text—heavy
images, and abstract images. Subsequently, human annotators manually filter the candidates and
select 20 images for each hallucination task with each image category, ensuring images strictly adhere
to the domain-specific criteria.

Besides, given that some image captions in PixMo-Cap contain annotation errors, we first used o3 to
review and automatically correct the captions, addressing the majority of semantic and factual issues.
During the final annotation phase, each caption is individually reviewed and validated by human
annotators to guarantee its accuracy and consistency. A total of four human annotators are involved
in this process.

Stage 2: Hallucination injection. Each image category is assigned to a dedicated annotator, who
injects the selected hallucination types by surgically replacing a single noun phrase. This is done
by replacing noun phrases with semantically plausible but misleading alternatives that are visually
similar, as shown in Figure [3] Each image is allowed to be modified with only one hallucination.
For each image category, the number of images per hallucination task is capped at 20. However, in
certain categories, some types of hallucinations may be inherently rare or difficult to instantiate—for
example, material hallucinations in abstract images—which may result in fewer than 20 finalized
examples for those specific tasks.

Stage 3: Cross-validation. A final round of cross-validation by two independent annotator ensures
the correctness and clarity of the injected hallucinations across all task types.



Table 1: Comparison between ViCrit-RL-7B and ViCrit-RL-72B with other open-source VLMs.
After training on the ViCrit task using Qwen2.5-VL-7B-Instruct and Qwen2.5-VL-72B-Instruct as
base models, hallucination rates are significantly reduced, achieving the best performance across all
three hallucination benchmarks. Moreover, training on the ViCrit task substantially improves general
vision-language performance. On eight general VL benchmarks, ViCrit-RL-72B achieves SOTA
results on seven tasks, with the average accuracy increasing from 59.78 to 63.16.

| | Hallucination Benchmark | General benchamrk
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LLaVA-OneVision-7B 350 55 3.12 63.2 174 262 488 61.7 575 40.1 31.3 43.28
7B InterVL2.5-8B 292 54 3.65 644 220 395 549 628 68.8 476 329  49.11
Qwen2.5-VL-7B-Instruct 28.0 5.1 3.74 67.8 236 445 506 61.7 66.0 493 41.4 50.61
ViCrit-RL-7B 252 45 3.77 70.7 257 463 520 619 67.1 526 478 53.01
A (Ours - Qwen2.5-7B) 28  -0.6 +0.03 +29 421 +1.8 +14 +02 +1.1 +33 +64 4240
Molmo-72B-0924 28.8 5.7 3.54 61.1 247 309 483 584 655 469 352 4638
LLaVA-OneVision-72B 274 49 3.71 67.5 293 39.1 56.8 66.1 63.7 49.6 38.2 51.29
72B InterVL2.5-78B 259 52 3.89 723 349 517 687 689 723 59.8 424 58.75
Qwen2.5-VL-72B-Instruct | 26.4 4.8 3.82 748 352 533 634 684 763 613 45.5 59.78

773 401 598 660 698 771 658 494  63.16
+25 +49 +65 +26 +14 408 +45 +39 +3.38

ViCrit-RL-72B 21.0 39 391
A (Ours - Qwen2.5-72B) | -54 -0.9 +0.09

4.3 Statistics Object Condition

Following the aforementioned image selection and hallucina-
tion injection procedures, the final ViCrit-Bench contains 607 Tt
images, each paired with manually verified and edited captions 13.2% 13.0%
containing a total of 607 fine-grained hallucination instances.

The distribution of hallucination tasks across the dataset is 7.9%

illustrated in Figure[d] All hallucination task types, except for v

Material, are relatively balanced, each comprising around 13% P shave
the total instances. This reflects the comprehensive and well-
balanced design of ViCrit-Bench. Due to its unique nature, the
Material task appears mostly in first three categories, resulting

in a lower overall proportion of 7.9%. Figure 4: Hallucination task distri-
bution of ViCrit-Bench.

13.2% 13.0%

13.2%

Spatial
Count

4.4 Metric and Evaluation

For each sample, we combine the image I and corrupted caption C' with a predefined evaluation
prompt template (see Appendix [A.2) to form the final evaluation model input. Given this prompt,
a VLM must locate the hallucinated span inside C as an open-ended QA task. A prediction is
considered correct if the model’s prediction o exactly matches 6. We take this string exact match
accuracy as the metric for ViCrit-bench.

S Experiments
5.1 Effectiveness of ViCrit RL Training

We evaluate the effectiveness of ViCrit-based RL on various VL benchmarks. Through extensive
comparisons with SOTA VLMs, we demonstrate the effectiveness of ViCrit as an RL training task
and show that reinforcement fine-tuning on this task leads to general VL performance improvements.

Baseline VLLMs. We start from the Qwen2.5-VL-7B-Instruct and Qwen2.5-VL-72B-Instruct check-
points. Applying RL training with the ViCrit task produces our ViCrit-RL-7B and ViCrit-RL-72B,
respectively. Qwen2.5 models thus constitute our primary models of interest as well as a fairly com-
parable baselines for ablation. For external comparison, we report benchmark results for three widely
used open-source VLMs: Molmo [12], LLaVA-OneVision [27], and InternVL2.5 [9]], including both



their 7B-level and 72B-level variants. We also reference proprietary models include GPT-40 and ol.
All training and evaluation is conducted with 8 x80G A100 GPUs.

Evaluation benchmarks. (i) Hallucination mitigation: we first quantify ViCrit training’s impact on
dedicated visual hallucination benchmarks. (ii) Broad VLM generalization: we then examine if the
perceptual skills instilled by ViCrit-based RL transfer to general vision-language benchmarks.

* (i) Hallucination mitigation. We adopt two widely used benchmarks: CHAIR [47] and MMHal [52]].
Specifically, CHAIR quantifies the proportion of hallucinated content in image captions. Following
the setting in previous works [80} [81]], we randomly sample 500 images from the COCO Val2014
dataset and use prompts from the LLaVA-150k detailed description dataset, and calculate CHAIR as

. _|{hallucinated objects}| _ |{captions with hallucinated objects}|
follows: CHAIR; = [{all mentioned objects}\vCHAIRS = [{all captions} | . MMHal serves

as a complementary benchmark for evaluating hallucination in VLMs on VQA tasks. We employ
GPT-4 as the scoring model to assess the hallucination severity in model responses.

* (ii) Broad generalization. We use 8 widely adopted VLM benchmarks covering mathematical
reasoning (MathVista [33]], MathVision [S7], MathVerse [75]]), general knowledge (MMMU [74]],
MMStar [8]], MM Vet 72, (73]]), visual understanding (Blind [46]), and chart reasoning (ChartXiv [63])).

The middle three columns of Table([T|compares our ViCrit-RL with other VLMs on visual hallucination
benchmarks [47,152]. At the 7B scale, compared with the baseline Qwen2.5-VL-7B, ViCrit-based RL
training reduces CHAIRs and CHAIRI from 28.0 and 5.1 to 25.2 and 4.5, respectively. The MMHal
increases to 3.77, which surpassing multiple 72B-level models. At the 72B scale, the improvement
is even more pronounced: CHAIRs and CHAIRI reaches 21.0 and 3.9, and MMHal improves to
3.91, outperforming all SOTA VLMs across all three hallucination metrics. The consistency of
the improvements across scales and benchmarks validates ViCrit’s effectiveness in reducing visual
hallucination and improving perception across various description types.

Beyond curbing hallucinations, the right side of Table 1| shows that ViCrit-RL consistently lifts
accuracy on the eight heterogeneous VLM benchmarks that constitute our “general vision—language”
suite. Because the ViCrit proxy forces the model to verify every noun phrase against the image, it
refines low-level perception and yields more faithful intermediate representations. These improve-
ments appear to propagate to downstream reasoning tasks, with an averaged improvement of 2.4%
on 7B scale and 3.4% on 72B scale. More importantly, the improvements generalize well onto the
low-source training image domains. For example, the 72B model improves +4.9% on MathVision,
+4.5% on VLMsareBlind and +3.9% on ChartXiv, despite math and abstract images only account for
7% of the PixMo-Cap training data, and 10% for chart and document images. This indicates that the
model is not merely memorizing object lists but has learned a transferable strategy for “how to look”
at an image before generating text. We provide a qualitative chain-of-thought analysis in Section[5.3|
to probe this generalization pattern further.

5.2 ViCrit-Bench Results

We benchmark a broad range of SOTA VLMs on our ViCrit-Bench, which probes eight fine-grained
visual hallucination types across four image domains. For closed-source models, we evaluate OpenAl-
GPT-series which includes 40, ol and 03, and Gemini-series which includes 2.0-Flash, 2.5-Flash,
and 2.5-Pro. For open-source models, we follow the same experimental setup as Section [5.1] and
evaluate Molmo, LLaVA-OneVision, InternVL2.5, and Qwen2.5-VL series. Table E] shows that
ViCrit-Bench is markedly challenging: the best model 03 reaches only 47.7% correctness, while the
best open-source model Qwen2.5-VL-72B-Instruct achieves 42.4%.

Spatial hallucination emerges as the dominant failure mode, with the top-performing model achieving
only 28.40%, whereas object hallucination and material hallucination looks easier on paper. However,
the higher number is because of an easier question subset on foreground objects, and it remains
nontrivial to perform perfectly on any one of these eight classes (cf. the “corgi” object example
in Figure[2]) With respect to image types, “Document Image” and “Abstract Image” are the most
challenging ones, as nearly all models exhibited significantly lower accuracy on these two types
compared to image types.

Furthermore, RL training with ViCrit task leads to substantial gains on ViCrit-Bench. ViCrit-RL-7B
and ViCrit-RL-72B achieves an improved accuracy of 35.6% and 43.0%, respectively. Among four
image categories, the largest gains occur on the Document and Abstract image domains, precisely the



Table 2: Evaluation results of a range of closed-source and open-source VLMs on ViCrit-Bench.
The results indicate that ViCrit-Bench poses a substantial challenge to current models—even the
best-performing model, OpenAl-03, achieves only 47.7 accuracy. After reinforcement fine-tuning on
the ViCrit task, ViCrit-RL-72B achieves the highest accuracy of 43.0 over all opensouce models on
the benchmark. Moreover, we observe a strong correlation between performance on ViCrit-Bench
and the average accuracy on general vision-language tasks for open-source models. Models that score
higher on ViCrit-Bench tend to perform better on general benchmarks, suggesting that ViCrit-Bench
serves as a reliable indicator of overall reasoning and understanding capabilities.

| | | Hallucination Type | Image Type

= _ 5 = SE -

E N 202, 2 % &

s Iz %oz ot o 3B oz &
Models O< | Overall o O = 2 o] 2 = O ZE =] AT <E
OpenAI-GPT-40 - 233 4750 17.50 27.08 13.58 16.25 18.75 26.58 20.25 | 27.04 25.00 15.09 26.17
OpenAl-ol - 45.8 60.00 48.10 64.58 2593 4375 4051 57.69 3291 | 5346 3929 42.14 47.26
OpenAl-o03 - 47.7 67.50 46.25 6042 2222 50.00 62.50 5443 2278 | 51.57 49.29 4340 46.31
Gemini-2.0-Flash - 19.3 30.00 2250 3958 6.17 1625 13775 1899 1519 | 25.16 1929 1635 16.11
Gemini-2.5-Flash - 444 60.00 41.25 6042 2840 4750 40.00 50.63 3291 | 4843 4286 44.65 40.94
Gemini-2.5-Pro - 452 68.75 50.00 66.67 20.99 4375 50.00 39.24 30.38 | 46.54 46.43 52.83 34.23
Molmo-7B-D-0924 40.48 9.6 2500 875 1042 9.88 500 375 6.33 7.59 566 1357 881 10.74
LLaVA-OneVision-7B 43.28 124 20.00 11.25 1042 1235 625 1500 12.65 10.13 | 17.61 7.86 9.43 14.09
InternVL-2.5-8B 49.11 20.0 2625 11.25 2500 2222 1250 1500 30.38 1899 | 27.04 15.00 1321 24.16
Qwen-2.5-VL-7B 50.61 219 30.00 23.75 39.58 9.88 12,50 875 4557 12.66 | 3522 12.86 20.13 18.12
ViCrit-RL-7B ‘ 53.01 ‘ 35.6 ‘ 4750 46.25 68775 6.17 3875 3750 21.52 31.65 ‘ 41.51 30.00 3899 30.87
Molmo-72B 46.38 18.2 3625 11.25 1042 11.11 6.25 13.75 2532 27.85 | 2390 18.57 1321 16.78
LLaVA-OneVision-72B | 51.29 245 4250 20.00 25.00 2222 17.50 21.25 2278 24.05 | 30.82 19.29 2453 22.82
InternVL-2.5-78B 58.75 32.7 46.25 21.25 45.83 2222 20.00 2625 46.84 3797 | 3899 2929 3145 30.20
Qwen-2.5-VL-72B 59.78 424 57.50 36.25 5833 2840 2625 4625 5443 3797 | 47.17 40.71 44.03 3691

ViCrit-RL-72B 4780 4143 44.65 37.58

63.16 | 43.0 | 60.00 4875 70.83 1728 40.00 56.25 2532 39.24

areas where baseline models struggle. This improvement also foreshadows the model’s enhanced
performance on downstream benchmarks involving multimodal mathematical reasoning and chart
understanding after ViCrit-based training, as shown in Table[I}

However, we observe a significant drop in accuracy for the Spatial and Text tasks after RL training.
We attribute this to data imbalance in the construction of the training set. Furthermore, RL training
led to substantial performance gains for the 7B model on ViCrit-Bench, whereas the improvements
for the 72B model are relatively marginal. We hypothesize that this is due to the constructed training
set being insufficiently challenging for Qwen-2.5-VL-72B, which already possesses strong visual
perception capabilities. To further enhance the performance of the 72B model, more complex and
demanding data may be required.

Beyond the raw results, Table 2] exposes a monotonic link between the ViCrit-Bench results and the
general VLM performance. Models rank in precisely the same order in the ViCrit-Bench Overall
column, as in the averaged VLM performance column quoted from Table[I} Figure [5|demonstrates a
strong positive linear correlation between average VLM task performance and ViCrit-Bench scores.
ViCrit-Bench scores rise almost linearly with a model’s average performance across eight vision-
language tasks (r = 0.96), showing that the benchmark effectively evaluates the visual perception,
and is a strong proxy for overall VLM capability. In the 7B class, performance rises step-wise from
Molmo-7B through LLaVA-OneVision-7B, InternVL 2.5-8B, and Qwen2.5-VL-7B, to ViCrit-RL-7B
that tops every metric. The pattern repeats at the 72B scale where ViCrit-RL-72B achieves the best
performance on both ViCrit-bench and general VLM evaluation.

This finding echoes our original motivation in building ViCrit-bench, with the hypothesis that
ViCerit accuracy could foreshadow a VLM’s perception capability as well as the overall multimodal
performance. Furthermore, the consistency of the ordering across scales suggests that ViCrit-RL'’s
better hallucination performance in Finding 1 is not a by-product of merely training on hallucination
detection. Rather, models that learn to “cross-check textual claims against visual evidence” via ViCrit
also perceive and reason better on general VL problems, such as chart, math, and abstract images.

5.3 Qualitative Results

We showcase two representative cases (Figure [6)) that reveal how training on the ViCrit task sharpens
visual perception and, consequently, improving VLM performance. Example 1. ViCrit-RL-72B is
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Figure 5: Correlation between average VLM task performance and ViCrit-Bench performance (Task
Avg. and Overall columns in Table[2)). Each point represents a different model, and the fitted linear
regression line highlights a strong positive relationship, indicating that better ViCrit-Bench results
are associated with higher stronger VLM capabilities.

Question: Subtract all small blue rubber objects. Subtract Qwen-2.5-VL-72B-Instruct

all brown shiny balls. How many objects are left? To solve the problem, we need to follow these steps:\n\n1. Identify all objects in the image.\n2. Identify the small blue rubber objects and subtract them.\n3. Identify the brown
shiny balls and subtract them.\n4. Count the remaining objects.\n\nStep 1: Identify all objects in the image.\n- There are 9 objects in total: 2 cubes, 1 red cylinder, 1 yellow
sphere, 1 green sphere, 1 blue sphere, 1 purple sphere, 1 brown shiny sphere, and 1 cyan cube.\n\nStep 2: Identify the small blue rubber objects and subtract them.\n- There is
1 small blue rubber sphere.\n- Subtracting this leaves us with 8 objects.\n\nStep 3: Identify the brown shiny balls and subtract them.\n- There is 1 brown shiny sphere.\n-
Subtracting this leaves us with 7 objects.\n\nStep 4: Count the remaining objects.\n- After subtracting the small blue rubber sphere and the brown shiny sphere, we are left with
7 objects.

The final answer is: 7

ViCrit-RL-72B

<think>\nTo solve the problem, | need to follow these steps:\n\nL. Identify all objects in the image.\n2. Subtract all small blue rubber objects.\n3. Subtract all brown shiny
balls.\nd. Count the remaining objects.\n\nStep 1: Identify all objects:\n- Small yellow metallic cube\n- Small purple rubber sphere\n- Small red rubber cylinder\n- Large cyan
metallic cube\n- Small brown shiny sphere\n- Large yellow rubber sphere\n- Small green rubber sphere\n- Small blue rubber sphere\n\nStep 2: Subtract all small blue rubber
objects:\n- There is 1 small blue rubber sphere.\n- Removing this leaves 7 objects.\n\nStep 3: Subtract all brown shiny balls:\n- There is 1 small brown shiny sphere.\n- Removing
this leaves 6 objects.\n\nStep 4: Count the remaining objects:\n- Small yellow metallic cube\n- Small purple rubber sphere\n- Small red rubber cylinder\n- Large cyan metallic
cube\n- Large yellow rubber sphere\n- Small green rubber sphere\n\nThere are 6 objects left.\n</think>

\boxed{6}

Question: Can you find the missing shape in this Qwen-2.5-VL-72B-Instruct
picture puzzle? To find the missing shape in the picture puzzle, let's analyze the pattern:\n\n1. The first shape is a black hexagon.\n2. The second shape is a white hexagon.\n3. The fourth shape
is a white trapezoid \n\nThe pattern seems to alternate between black and white shapes, and the shapes themselves are changing. The sequence of shapes is hexagon, hexagon,
and then trapezoid. \n\nGiven this pattern, the missing shape should be a black trapezoid to maintain the alternating color pattern and the sequence of shapes.\n\nLooking at
. D ) D the options:\n- A is a black pentagon.\n- B is a white pentagon.\n- C is a black hexagon.\n- D is a black trapezoid \n\nThe correct option is D, as it is a black trapezoid.
[ The final answer is: D
ViCrit-RL-72B
find the missing shape in the picture puzzle, let's analyze the pattern:\n\n1. The first shape is a black heptagon (7-sided polygon).\n2. The second shape is a white
hexagon (6-sided polygon) \n3. The third shape is missing.\nd. The fourth shape is a white trapezoid \n\nWe need to determine the pattern in terms of the number of sides and
the color of the shapes.\n\n- The heptagon has 7 sides and s black.\n- The hexagon has 6 sides and is white.\n- The trapezoid has 4 sides and is white.\n\nThe pattern seems to
be alternating between black and white shapes, and the number of sides is decreasing. Following this pattern:\n\n- The next shape should have 5 sides (since 7, 6, 5, 4 is
decreasing sequence) \n- The color should be black (since the sequence is black, white, black, white) \n\nLooking at the options:\n- A s a black pentagon (5 sides) \n- B is a white
pentagon (5 sides).\n- C s a black hexagon (6 sides)\n- D s a black trapezoid (4 sides) \n\nThe correct shape s a black pentagon, which is option A\n</think>
A B c D \boxed{A}

Figure 6: Two examples demonstrate the behavioral differences between models before and after
training with the ViCrit task. It can be seen that ViCrit-RL-72B pays closer attention to image details
and arrives at the correct final reasoning through its enhanced perception capabilities.

able to accurately identify all objects in the image in a clockwise order, capturing detailed attributes
such as color and shape, and successfully making the correct calculation. Example 2. ViCrit-RL-72B
correctly identifies all relevant visual details—including colors and the number of edges of each
object—and uses this information to derive the correct answer. In contrast, Qwen2.5-VL-Instruct
fails to capture the complete visual content due to its limited perception ability, leading to incorrect
reasoning. These examples demonstrate that training on ViCerit task significantly improves visual
perception, which is a crucial foundation for enhancing the VLM performance.

6 Conclusion

We have presented ViCrit, an RL proxy task that trains VLMs to pinpoint fine-grained, synthetically
injected visual hallucinations in paragraph-length captions. Because each targeted span is unambigu-
ously verifiable, ViCrit provides a challenging yet noise-free reward signal that compels models to
internalize stronger perceptual strategies, yielding consistent gains across a broad suite of benchmarks.
Furthermore, we release ViCrit-Bench, a carefully curated dataset that enables rigorous evaluation of
VLM perception. We hope this new task will spark further breakthroughs in multimodal RL, from
standalone VLMs to end-to-end-trained tool-augmented multimodal agents.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.
* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes] .
Justification: See Abstract and Introduction sections.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes] .

Justification: Refer to Section ??.
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Guidelines:
* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.
* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

 If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA] .
Justification: [NA] .
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes] .
Justification: Refer to Section[3and Sectiond]
Guidelines:

* The answer NA means that the paper does not include experiments.
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* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes] .
Justification: Will provide in Supplementary Material.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes] .
Justification: Refer to Section[3]
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes] .
Justification: Refer to Section[3]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes] .
Justification: Refer to Section[3.11
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
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9.

10.

11.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes] .
Justification:
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss both potential positive societal impacts and negative societal
impacts in Section ??.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA] .
Justification: The paper poses no high misuse risks.

Guidelines:
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» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

13.

14.

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes] .
Justification: The paper properly credits the creators of existing assets (e.g., VLLM, Qwen)

with citations, explicitly stating their licenses and confirming compliance with their terms of
use.

Guidelines:

» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes] .
Justification: This paper includes all benchmark data in supplementary materials.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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15.

16.

Answer: [NA] .
Justification: The paper does not involve crowdsourcing or research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

¢ Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA] .

Justification: The annotation was conducted by the authors or their collaborators solely
for dataset construction purposes. No personal or sensitive data were collected, and the
annotators are not considered research subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes] .

Justification: We used GPT-4 to generate synthetic training data as part of the data construc-
tion process. This LLM-generated data was then used to train our model, making it a critical
component that influences the methodology and experimental results. Also GPT-4 is used to
evaluate model performance.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

23


https://neurips.cc/Conferences/2025/LLM

Appendix

A Prompts used in experiments

A.1 Prompt for Training Data Generation

We provide the prompt used for generating ViCrit task training data in Table [6]

A.2 Prompt for ViCrit-Bench Evaluation

We provide the prompt used for ViCrit-Bench evaluation in Table [3]

Table 3: Prompt template used for ViCrit-Bench evaluation.

Prompt Template:

You are provided with an image and the description corresponding to this image. There is
one hallucination in this description. Find out the hallucination phase and answer with
the hallucination phase directly in a list. Your output should only be a list that contains
the hallucination phase you find.

Description:

B Training Hyperparameter

We provide the training hyperparameters in Table 4]

Table 4: Training Hyperparameters

Name Hyperparameter
Global batch size 64
Learning rate 1x10°6
Weight decay 1x1072
KL coefficient 1x1072
Max response length 2048
Min response length 1024
Max pixels 802816
Rollout n 8

Rollout batch size 512
Rollout temperature 1.0
Rollout top-p 0.99

GPU memory utilization 0.6

C Comparison with SFT

In this section, we perform SFT on Qwen-2.5-VL-7B and 72B using 900k captioning samples
from PixMo-Cap, and compare the results with ViCrit-RL models trained using the same amount
of data through ViCrit task RFT. As shown in Table [5| we find that although SFT significantly
reduced hallucination in VLMs, it do not lead to notable performance improvements on general
benchmarks—in fact, the 7B model even shows a performance drop. This highlights the effectiveness
of ViCrit task RFT, which not only reduces hallucinations but also generalizes well to enhance VLM
performance on general reasoning tasks.
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Table 5: Comparison between ViCrit-RL and ViCrit-RL with using same captioning data for SFT.
We find that although hallucinations in the VLM are significantly reduced after SFT, the performance
improvement is difficult to generalize to general tasks.

| Hallucination Benchmark | General benchamrk
8 .5 2 on
- = 2z £ b 2 5 3 2E
g & F |& £ 2 8 & 2 . &
< < s <& Sz e=h- = s s < S2
jan} e S5 8= §~ = R=l]
Model o, Oy =5 =84+ =Bt =Er =t =4 =1 @t U817 Awg
Qwen2.5-VL-7B-Instruct 280 5.1 3.74 7.8 23.6 445 506 617 660 493 14 50.61
Qwen2.5-VL-7B-CapSFT 255 44 3.78 674  20.1 443 521 534 647 473 38.0 48.41
ViCrit-RL-7B 252 45 3.77 70.7 257 463 520 619 67.1 526 47.8 53.01
A (Ours - Qwen2.5-7B) 28 -0.6 +0.03 +2.9 +2.1 +1.8 +14 +02 +1.1 +33 +64 4240
Qwen2.5-VL-72B-Instruct | 26.4 4.8 3.82 748 352 533 634 684 763 613 45.5 59.78
Qwen2.5-VL-72B-CapSFT | 21.6 3.6 3.89 76.1 348 579 653 689 765 63.0 447 60.78
ViCrit-RL-72B 21.0 39 391 773 40.1 598 660 698 77.1 65.8 494 63.16
A (Ours - Qwen2.5-72B) 54 -09 +0.09 +2.5 +49 +65 +26 +14 +0.8 +45 +39 +3.38
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Table 6: Prompt used for training data generation.

You are a helpful assistant designed to manipulate text with precision. Your task is as follows:

1. Identify all noun phrases in a given paragraph. A noun phrase consists of a noun and its modifiers
(e.g., "the wooden bridge," "a flock of birds"). Noun phrase is two to five words long. Do not output a
list of multiple noun phrases.

2. Randomly select one noun phrase from the list, it can be small background objects, scene text,
foreground objects. Try to select scene text and small background objects more often when possible.
3. Replace the chosen noun phrase with another phrase that is visually similar, such as changing the
object attributes, replacing the object with a visually similar noun, or adding and removing characters
within the scene text. The replacement should be visually similar but not identical to the original phrase.
Be creative and don’t always focus on the most obvious or common replacements such as color.

4. However, the replacement should introduce clear change, such that it is impossible to be ambiguous.
The change should be directly related to image and be a visual description. Do not only change words
to its synonyms or make ambigious changes. Do not merely change words to its synonyms. Do not
merely change words to its synonyms. Do not merely change words to its synonyms.

5. Ensure the edited paragraph is still be a plausible image description, and the change is not too
obvious.

6. Group the original phrase in <Before>original</Before>, and changed phrase in <Af-
ter>changed</After>. <Caption> is used to give input caption and should not be generated. Perform
this transformation accurately and naturally.

Here are some examples:

1. <Caption>This image appears to be a screenshot taken from an iPhone displaying the interface of a
food delivery app, likely DoorDash, around the Chicago and Gary, Indiana area. The top of the screen
indicates the time as 2:30 PM, with the phone connected to an LTE network. The battery icon suggests
a low battery level of 15-20

Central to the image is a map highlighting various regions with color codes: red areas represent high
traffic or demand, likely meaning those areas are "busy" for delivery drivers, as indicated by a red text
banner. Lighter red and green sections represent varying levels of demand.

At the top of the image, a black banner labeled "Promos" is displayed, accompanied by a blue notification
bell icon with the number two beside it, indicating two notifications.

The bottom of the screen shows a black navigation bar. It contains options for "Dash," "Schedule,"
"Account," "Ratings," and "Earnings." The "Dash" option is highlighted in red, suggesting it is currently
selected. Centrally located in this bar is a red "Dash Now" button, implying that the user can begin
delivering immediately. An additional black banner, located just above the navigation bar, reads "In...
Hammond."

Overall, this detailed caption gives a comprehensive idea of the app’s functionality, likely indicating
areas of high demand where food delivery services are needed the most.</Caption>

<Before>a low battery level of 15-20%</Before>

<After>a high battery level of 75-80%</After>

2. <Caption>The image depicts a screenshot from a strategy video game with a third-person, aerial
view. The central character, named Anselm, navigates through a complex, industrial-style building that
evokes the aesthetic of games like Metal Gear. The environment is dark and futuristic, with certain areas
illuminated, revealing various paths and stairs. The top left corner displays the yellow text “Instructor
Eastwood,” alongside a graph-like design. The upper center features game-related instructions in white
text stating “Defensive Measures — Use Range to Your Advantage,” with the notations “5” and “5.1”
accompanying the instructions. Additionally, a map of the area is situated in the lower left corner, while
the bottom right corner features interactive elements or a key potentially indicating available weapons.
The overall scene suggests a mission-focused gameplay scenario requiring strategic maneuvering and
tactical decision-making.</Caption>

<Before>text “Instructor Eastwood,’</Before>

<After>text “Instructor Westwood,’</After>

3. <Caption>The image depicts a three-dimensional panoramic view of a conference room where a
business meeting is taking place. The setting is a typical meeting room with white walls, fluorescent
lighting, and windows equipped with blinds on some, including wooden slats on one. At the center of
the room is a round, yellow table that appears slightly distorted due to the panoramic effect. On this
table, there are various items, including a box of tissues, a white mug, a teacup, and pamphlets.
Surrounding the table, seated in a circle, are eight individuals. They appear to be a mixed group of
men and women, predominantly of Asian descent, and are dressed in a variety of attire ranging from
business to casual. All attendees are wearing name tags on the left side of their chests, indicating their
participation in the meeting. Their seating arrangement includes black chairs with green backs, and
each person either has their hands folded in their laps or is holding something, possibly a drink.

From left to right, the attendees include a woman in a peach-colored t-shirt with writing, a man in a blue
shirt, a woman in a gray sweater, a woman in a green shirt, another woman in a blazer, an empty chair,
a man in a yellowish shirt, a man wearing a ball cap, and a man in a blue and green jacket. One notable
aspect is that the meeting environment, though professional, is quite understated with minimalistic
decor and standard conference room furnishing2€/Caption>

<Before>eight individuals</Before>

<After>seven individuals</After>

Here is the input caption: <Caption>{ CAPTION}</Caption>
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