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Abstract

With the advent of deep learning methods, Neu-
ral Machine Translation (NMT) systems have
become increasingly powerful. However, deep
learning based systems are susceptible to adver-
sarial attacks, where imperceptible changes to
the input can cause large, undesirable changes
at the output of the system. To date there has
been little work investigating adversarial at-
tacks on sequence-to-sequence systems, such
as NMT models. Previous work in NMT has ex-
amined attacks with the aim of introducing tar-
get phrases in the output sequence. In this work,
adversarial attacks for sequence-to-sequence
tasks are explored from an output perception
perspective. Thus the aim of an attack is to
change the perception of the output sequence.
For example, an adversary may want to make
an output sequence have an exaggerated posi-
tive sentiment. In practice it is not possible to
run extensive human perception experiments,
so a proxy deep-learning classifier applied to
the NMT output is used to measure percep-
tion changes. Experiments demonstrate that the
sentiment perception of NMT systems’ output
sequences can be changed significantly, with
only small, imperceptible changes at the input
sequences .

1 Introduction

Deep learning based Neural Machine Translation
(NMT) systems are used ubiquitously for auto-
matic translation of texts. However, deep learn-
ing based systems are susceptible to adversarial
attacks (Szegedy et al., 2013), where small imper-
ceptible changes at the input of the system can re-
sult in significant, undesired, changes at the output.
In the natural language domain, many papers (Lin
et al., 2014; Samanta and Mehta, 2017; Rosenberg
et al., 2017; Huang et al., 2018; Papernot et al.,
2016; Grosse et al., 2016; Sun et al., 2018; Cheng
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et al., 2018; Blohm et al., 2018; Neekhara et al.,
2018; Jia and Liang, 2017; Niu and Bansal, 2018;
Ribeiro et al., 2018; Lyyer et al., 2018; Zhao et al.,
2017; Raina et al., 2020) have identified methods
to generate adversarial examples. To date most
works have focused on text classification: the aim
is to alter the textual input such that the system
miss-classifies (e.g. sentiment classification).

NMT systems, however, perform a sequence-to-
sequence task, where an input, source text sequence
is mapped to an output target text sequence, which
for NMT is the translation of the source. The def-
inition of an adversarial attack needs to be modi-
fied for sequence-to-sequence tasks. Cheng et al.
(2018) expands the adversarial attack definition
for sequence-to-sequence models by introducing
the concept of non-overlapping attacks (output se-
quence should be completely changed) and target
keyword attacks (insert target words in the out-
put sequence). Ebrahimi et al. (2018); Zou et al.
(2019); Zhang et al. (2021) describe methods to per-
form target keyword attacks specifically for NMT
systems. Although this is a realistic setting for
an adversarial attack, it does not capture attacks
that seek to change the perception of the output
sequence. An adversary may, for example, want to
change the input text (in an imperceptible manner)
such that the output text reads excessively nega-
tively to a human reader, without the content of the
translation actually changing, e.g. an attack may
cause an output sequence I won the competition to
become I hardly won the competition.

To the best of our knowledge, an attack on the
perception of sequential outputs has not previously
been examined. Thus, the main contribution of
this work is the generalisation of the definition of
adversarial attacks for sequence-to-sequence sys-
tems to include attacks that target the perception
of the output. To demonstrate this form of attack,
we perform experiments to change the sentiment
of the output of NMT systems.



2 Perception-Based Adversarial Attacks

Sequence-to-sequence models, with parameters 6,
map a T'-length input sequence, x1.7, to a L-length
output word sequence, ¥,.;,

gl:ﬁ = fa(ml:T) = arg max{p(y1:L|x1:T; 9)}

Y1:L
)
A perception-based adversarial attack aims to gen-
erate an adversarial example, 7,7, that is mapped
to the output sequence Fy(Z,.5-) where the "per-
ception” of this output sequence has changed,

O(Fo(T1.7)) # &(Fo(z1.1))- ()

Here ¢() is a proxy function that mimics human
perception of the output. For example the percep-
tion could be how positive a sequence is, thus ¢()
would be a sentiment classifier. To prevent easy
detection of adversarial examples, it is necessary
for the adversarial attack to satisfy an impercepti-
bility constraint, G(), which again mimics human
perception,

G(r1.1,71.5) < €, 3)

where € is the threshold of imperceptibility. It is
difficult to define an appropriate function G() for
word sequences. Perturbations can be measured at
a character, word or sentence level. Alternatively,
the perturbation could be measured in the vector
embedding space, using for example /,-norm based
(Goodfellow et al., 2015) metrics or cosine similar-
ity (Carrara et al., 2019). However, constraints in
the embedding space do not guarantee human im-
perceptibility in the original word sequence space.
This works uses a normalised variant of a Leven-
shtein, edit-based measurement (Li et al., 2018),

1
G(x1.1,2.5) = Tﬁ(CL'l:T’jLT)' 4)

The Levenshtein distance £() counts the number of
changes between the original sequence, x1.7 and
the adversarial sequence .7, where a change is a
swap/addition/deletion.

This work only examines word-level attacks, as
these are considered more difficult to detect than
character-level attacks (character level attacks can
be easily detected using spelling and grammatical
checks (Sakaguchi et al., 2017; Mays et al., 1991;
Islam and Inkpen, 2009)). Specifically, this work
restricts itself to an attack that substitutes N = €T’
words (recall € is the maximum fraction of edits

permitted by the imperceptibility constraint). As
an example, for an input sequence of 1" words, a
N-word substitution adversarial attack, 2.y, ap-
plied at word positions ny,ng,...,ny gives the
adversarial sequence, .7

. 7$n1—17i.17$n1+17 ey

» LT - (5)

It is challenging to select which words to replace,
and what to replace them with. As suggested
by Ren et al. (2019), a simple approach is to use
saliency to rank the word positions in x1.77. The
N most salient words are then substituted. To en-
sure little change in semantic content, only word
synonyms are considered for the substitutions. In
this work, the aim is to attack the perception of the
output sequence (Equation 2). The mapping from
input sequence, 1.7 to perception score, ¢(), is
non-differentiable, demanding a modified version
of the saliency score for each word, S(x¢|x1.7),
that measures the "sentiment saliency"

S(xi|r1ir) = |o(Fo(21:6—1, Teg1:7))
— ¢(Fo(x1r))]- (6)
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3 Experiments

Experiments are performed using the NMT data
from the WMT19 news translation task (Founda-
tion). Results are presented for the Russian (ru)
to English (en) and German (de) to English (en)
tasks, where there are 2000 test examples. The best
performing models, submitted by FAIR (Ng et al.,
2019), are used as the baseline?. Table 1 gives
the performance of these models on the WMT19
test set (respectively for each language), calculated
using the SacreBleu tool (Post, 2018).

Task BLEU CHRF TER
de-en 4120 65.11 47.66
ru-en  38.81 63.37 49.73

Table 1: Model performances on WMT19 test sets

Each translation model is attacked using the
saliency-based synonym substitution attack de-
scribed in Equation 5, where the aim is to in-
crease the positivity sentiment of the output En-
glish text sequence. The sentiment of the output

INMT trained models available at: https:
//huggingface.co/facebook/wmtl9-de-en

and https://huggingface.co/facebook/
wmtl9-ru—-en
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Figure 1: Perception adversarial attack on NMT systems
to increase positive sentiment. NMT attack: sentiment
of prediction sequence. Direct attack: sentiment of
target reference text with adversarial attack directly on
sentiment classifier.

sequence is measured using a standard, pre-trained
(on 58M tweets) Roberta based English sentiment
classifier 3. Synonyms in the source Russian lan-
guage are found using the wiki-ru-wordnet
tool (wiki-ru wordnet), whilst synonyms for the
source German language are given by the OdeNet
tool (odenet). Examples of the attacks on the Ger-
man NMT system are given in Table 2 4.

Figure 1 shows the impact (curves NMT attack)
of the adversarial attacks of increasing strength
(fraction of words substituted), measured by the
percentage of test samples classified as positive .
Both the Russian and German NMT systems ob-
serve more than a two-fold increase in the number
of English translation samples classified as having
a positive sentiment. For reference, the change in
sentiment of the source Russian ® and German ’
languages is also calculated. Both the German and
Russian NMT systems, as expected, have a negligi-
ble increase in the positive sentiment of the source
sequences. To be specific, when going from no
attack to an attack strength of 40% of words sub-
stituted, the fraction of positive sentiment samples
increases by 2% and 3%, for German and Russian

*English sentiment classifier available at:
https://huggingface.co/cardiffnlp/
twitter-roberta-base-sentiment

“Examples of the attacks on the Russian NMT system are
given in Table A.1

SPredictions are made using a max-class classification rule.

®Russian sentiment classifier: https:
//huggingface.co/blanchefort/
rubert-base—cased-sentiment-rusentiment

"German sentiment classifier: https:
//huggingface.co/oliverguhr/
german—-sentiment-bert

source sequences respectively. This demonstrates
that it is possible to have an imperceptible change
at the input sequence (measured by sentiment and
by the fraction of words substituted), that can cause
a significant change in the perception of the output
sequence.

Figure 1 gives one further curve for each NMT
system: direct attack. Here, the same synonym
substitution attack approach of Equation 5 is used
to directly attack the output English sequence ® to
increase the positive sentiment score predicted by
the English sentiment classifier. The substitutions
are again limited to word synonyms. For the ru-en
system, as would be expected, this direct attack
of the sentiment classifier gives an upper-bound to
the indirect NMT attack - an attack on the source
language text is not expected to perform as well as
an attack directly on the target language text. Note
that this upper-bound direct attack is unrealistic
for two reasons: 1) an adversary only has access
to the source text; and 2) the direct attack on the
English sequence is not imperceptible with respect
to sentiment (for the NMT attacks, the Russian
and German source texts had changed negligibly
in their sentiments). However, the indirect NMT
attack on the de-en NMT system is more powerful
for up to 30% words substituted, than the direct
attack on the English sentiment classifier. This
suggests that an attack on the NMT system can
generate an output sequence (in English) that is
in fact more powerful in deceiving a sentiment
classifier than a direct synonym substitution attack
on the sentiment classifier. This observation can be
easily explained: the NMT attack has the potential
to introduce words with a high positive sentiment
in the output English sequence, whilst the direct
attack on the output English sequence can only
make substitutions with synonyms, limiting how
positive a sequence can be made. Hence, it can
be concluded that an attack on the NMT system to
change the sentiment of the output translation can
be more powerful than an equivalent direct attack
on the sentiment classifier.

All experiments in this section have used a sim-
ple metric to measure the success of adversarial at-
tacks: the fraction of samples classified as positive,
when using a max-class classifier. Table 3 presents
equivalent results using instead the average (across
the test dataset) predicted sentiment probabilities

8This experiment used the reference English sequences
from the WMT109 test sets.
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| Original

Attacked

Source

Prediction

Sentiment

Die Fans der Gunners, denen Granit Xhaka
durchspielte, mussten sich gegen das Uber-
raschungsteam aus der Grafschaft Hertfordshire
bis in der 81. Minute
gedulden.

However, the Gunners fans, with Granit Xhaka
on the bench, had to wait until the 81st minute
for news of their success against the surprise
Hertfordshire team.

[0.21, 0.67, 0.12]

Die Fans der Gunners, denen Granit
Xhaka durchspielte, mussten sich gegen das
Uberraschungsteam aus der Grafschaft Hertford-
shire bis in der 81 . Minute

gedulden.
The Gunners fans, who were joined by Granit
Xhaka, certainly had to endure a good display
against the surprise Hertfordshire team until the
81st minute.
[0.01, 0.19, 0.80]

Source

Prediction

Sentiment

Neun Minuten vor buxierte Watford-
Verteidiger Craig Cathcart eine Hereingabe von
Alex Iwobi ins eigene Tor, nur zwei
Minuten spiter sorgte Mesut Ozil mit seinem
dritten Saisontreffer fiir die .

Nine minutes from the end Watford defender
Craig Cathcart unluckily booked an own goal
from Alex Iwobi, and just two minutes later
Mesut Ozil secured the win with his third goal
of the season.

[0.35, 0.57, 0.08]

Neun Minuten vor buxierte Watford-
Verteidiger Craig Cathcart eine Hereingabe von

Alex Iwobi ins eigene Tor,
nur zwei Minuten spiter sorgte Mesut Ozil mit
seinem dritten Saisontreffer fiir die .
Nine minutes from time Watford defender Craig
Cathcart netted an own goal from Alex Iwobi,
and just two minutes later Mesut Ozil made sure
with his third goal of the season.

[0.01, 0.38, 0.61]

Table 2: Adversarial attack examples on de-en NMT system. Sentiment is: [negative, neutral, positive].

frac Russian German

Negative Neutral Positive Negative Neutral Positive
ref ‘ 0.22340.272  0.60040.275 0.178+0.259 ‘ 0.22140.270 0.55640.270  0.22310.287
0 0.22410.274 0.603+0.277 0.17310.256 | 0.22310.272 0.556+0.271  0.219+0.284
0.1 | 0.180+0.246 0.566+0.263 0.257+0.2092 | 0.13210.205 0.530+0.275 0.338+0.327
0.2 | 0.162+0.234 0.548+0.262 0.290+0.303 | 0.10140.175 0.49140.284 0.408+0.342
0.3 | 0.160+0.232 0.546+0.264 0.294+0.306 | 0.085+0.157 0.466+0.287 0.447+0.343
04 | 0.158+0.231 0.545+0.262 0.297+0.305 | 0.080+0.151 0.45640.287 0.46440.344

Table 3: Average (over test dataset) sentiment probability (with frac percentages of words substituted) of ru/de-en
NMT system’s predicted sequence. ref is the reference target English sequence.

(for each of the negative, neutral and sentiment
classes). The results in this table also indicate the
standard deviation over the test dataset. The trends
visible for the positive class in Table 3 are identical
to the trends identified so far in this section - the
average positive probability increases significantly
with the adversarial attack. When considering the
negative and neutral classes, it can be seen that
for small attack strengths (frac=0.1), the average
negative probability decreases dramatically, whilst
the neutral class probability surprisingly increases.
This is revealing of an ordering of the sentiment
classes: the adversarial attack converts negative
prediction sequences into more neutral prediction
sequences, which in turn are transformed into more
positive prediction sequences.

4 Conclusions

Best performing sequence-to-sequence systems,
such as Neural Machine Translation systems, are

dominated by deep learning based architectures.
Like other deep learning systems, sequence-to-
sequence systems are also vulnerable to adversarial
attacks. An adversary can make a small, impercep-
tible change to the input sequence that causes a sig-
nificant change in the output sequence. For NMT
systems, existing works in literature propose ad-
versarial attack methods that are designed to insert
target phrases in the output sequences. This work
argues that this form of attack is not encompassing
of all styles of adversarial attacks. Specifically, an
adversary may attempt to change the perception of
the output translation, as opposed to inserting some
target phrase. This work shows that the perception
of sentiment, as measured by a standard sentiment
classifier, of the output translation of NMT systems
can be easily attacked, where only small changes
are made to the source language text. Future work
will explore robustness of sequence-to-sequence
systems to perception adversarial attacks.
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Appendix A

A.1 Results

| Original | Attacked

Source On Tak»Ke He MCKJIIOYUJ, 4TO peasbHble | OH TakKe HE MCKJIIOYUJI, YTO PEAIbHbLIE
uudpbl TPU3BAHHBIX B ADMUIO YKPAWHIEB | 1udPbl IPU3BAHHBIX B ADMHIO YKPAWHIEB
MOTYT OBITH yBEJUYEHDI B CJIydae HeOOXO- | MOTYT ObITh yBEJIUYIEHBI cirygae
JMIMOCTH. HEOOXOIMMOCTH.

Prediction | He also did not rule out that the real | He also did not rule out that the real
number of Ukrainians drafted into the army | number of Ukrainians drafted into the army
could be increased if necessary. could be increased for good if necessary.

Sentiment | [0.11, 0.84, 0.04] [0.03, 0.66, 0.30]

Source JlaHubIit JIOJI2KEH PEIIUTDb He Janubrit JIOJIPKEH PEIUTh He

MHOTOJIETHUI CIIOp O HA3BAHUU CTPAHbBI, | MHOTOJIETHUI CIIOP O HA3BAHUM CTPAHBI, HO
Ho 1 oTKpbITH Crombe yTh 8 HATO u EC. | u orkpsirs CKOIlbe IIyTH HATO
u EC.

Prediction | The treaty should resolve not only the | The deal should not only resolve the long-
long-standing name dispute, but also open | standing name dispute, but also pave the
Skopje’s path to NATO and the EU. way for Skopje to benefit NATO and the

EU.
Sentiment | [0.04, 0.76, 0.21] [0.01, 0.50, 0.48]

Tabmuma A.1: Adversarial attack examples on ru-en NMT system. Sentiment is: [negative, neutral, positive].

frac Russian German

Negative Neutral Positive Negative Neutral Positive
0.0 | 0.22340.272 0.60040.275 0.178+0.259 | 0.22140.270 0.556+0.270 0.223+0.287
0.1 | 0.11640.180 0.625+0.266 0.258+0.202 | 0.109+0.175 0.57640.272  0.315+0.312

Table A.2: Average (over test dataset) sentiment probability (with frac percentages of words substituted in synonym
substitution adversarial attack) of ru/de-en NMT system’s target sequence (direct attack on Roberta based sentiment
classifier).

A.2 Limitations

The perception adversarial attack experiments in this work focus solely on NMT systems, as opposed to
considering a range of sequence to sequence systems. A further limitation is that the perception of output
sequences is measured using proxy deep models as opposed a direct human evaluation. However, human
evaluations are expensive and impractical for large scale experiments.

A.3 Risks and Ethics

Experiments in this work reveal methods by which an adversary can deceive state of the art, deployed
Neural Machine Translation systems. However, these forms of attacks are in their infancy and therefore it
is not considered a realistic threat for real-world applications.



