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Abstract
Incrementally fine-tuning foundational models001
on new tasks or domains is now the de facto002
approach in NLP. A known pitfall of this ap-003
proach is the catastrophic forgetting of prior004
knowledge that happens during fine-tuning. A005
common approach to alleviate such forgetting006
is to rehearse samples from prior tasks during007
fine-tuning. Several existing works assume008
a fixed memory buffer to store prior task ex-009
amples, while relying on inferences (forward010
passes) with the model at hand for choosing011
examples for rehearsal from the buffer. How-012
ever, given the increasing computational cost013
of model inference, and decreasing cost of data014
storage, we focus on the setting to rehearse sam-015
ples with a fixed computational budget instead016
of a fixed memory budget. We propose a sam-017
pling scheme, mix-cd, that prioritizes rehearsal018
of “collateral damage” samples, which are sam-019
ples predicted correctly by the prior model but020
forgotten by the incrementally tuned one. The021
crux of our scheme is a procedure to efficiently022
estimate the density of collateral damage sam-023
ples without incurring additional model infer-024
ences. Our approach is computationally ef-025
ficient, easy to implement, and outperforms026
several leading continual learning methods in027
compute constrained settings.028

1 Introduction029

The advent of pretrained foundational models030

has led to a paradigm shift in machine learning,031

wherein, a single model can be trained to learn a032

wide variety of tasks. Incrementally learning of a033

new task or domain is carried out by fine-tuning034

some or all parameters on the new task. Such learn-035

ing is both compute and data efficient as it benefits036

from the patterns learned during learning of pre-037

vious tasks (as well as pretraining). It is common038

to sequentially fine-tune foundational models over039

various datasets in order to teach the model new040

tasks, or improve performance on new domains for041

an already learned task.042

Unfortunately, such incremental tuning of the pa- 043

rameters may lead to forgetting of tasks or dmains 044

learned previously. For instance, consider a mul- 045

tilingual translation model that can translate from 046

other languages to English. When we incremen- 047

tally tune this model to learn translation from an 048

additional language (Danish in this case), we find 049

that its performance degrades on previously learned 050

languages; see Figure 1. Similar forgetting of prior 051

skills/knowledge happens when instruction-tuned 052

language models are aligned on human preferences 053

using reinforcement learning; this is referred to as 054

the alignment tax (Lin et al., 2024). 055

In this work, we study computationally-efficient 056

methods for incrementally training foundational 057

models on new tasks or domains, while preventing 058

such catastrophic forgetting of knowledge from 059

selected previous tasks. A common strategy to 060

reduce catastrophic forgetting during fine-tuning is 061

to “rehearse” samples from previous task by mixing 062

them into the fine-tuning set. The rehearsal samples 063

are typically drawn from a limited rehearsal buffer 064

holding samples from previous tasks. 065

However, there are two main criticisms for exist- 066

ing rehearsal settings. First, most rehearsal meth- 067

ods assume only a small rehearsal buffer, citing 068

storage costs and data access restrictions as the 069

reason. This limits the space for drawing reheasal 070

samples, which can lead to overfitting (Verwimp 071

et al., 2021). Second, many rehearsal methods re- 072

quire high computational cost, in the form of infer- 073

encing with the model at hand, to select examples 074

for rehearsal. Many existing rehearsal methods fall 075

short when we take into account the computational 076

cost of sampling examples for rehearsal. Recent 077

work (Prabhu et al., 2023) shows that several high 078

performing methods cannot beat random uniform 079

rehearsal in compute constrained settings. 080

Over the last decade, storage costs have dramat- 081

ically reduced to nearly 2 cents/gb (Prabhu et al., 082

2023). On the other-hand, the size of foundational 083
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ती सरळ बाटलीतून प्यायली. She drank straight from the 
bottle.

She drank straight out of the 
bottle. She drowned.

Figure 1: Examples of collateral damage in prior language translations after fine-tuning on Danish-to-English.

models has grown exponentially, keeping computa-084

tional costs1 of training and inference high. Thus,085

in this work, we seek rehearsal methods that are086

computationally-efficient but are allowed full ac-087

cess to prior fine-tuning sets. We assume a setting088

where the multi-stage fine-tuning is performed by089

the same party, and therefore there are no data ac-090

cess restrictions.091

In this work, we propose mix-cd, a rehearsal092

method that is no more expensive than random uni-093

form rehearsal, but achieves a strictly better trade-094

off between new and previous task performances.095

This is significant as uniform sampling is known to096

be a really strong baseline in compute-constrained097

settings. The key insight in our method is that098

it is beneficial to prioritize rehearsing collateral099

damage samples. Collateral damage is defined as100

being predicted correctly by the existing model, but101

incorrectly by the incrementally tuned one.102

A key technical challenge is that the naive ap-103

proach for obtaining collateral damage information104

requires making a forward pass with the fine-tuned105

model on the prior dataset. This incurs signifi-106

cant computation costs. To overcome this, we pro-107

pose an efficient method for estimating the collat-108

eral damage density within the data distribution.109

The estimated density is updated throughout the110

fine-tuning process to keep track of the dynamic111

changes in where collateral damage occurs.112

Overall, our scheme retains the desirable quality113

of being general, lightweight, and easy to imple-114

1Performing inference on N tokens with a transformer
model with D parameters requires approximately 2ND FLOPs.
Thus, inferencing on a sequence of 100 tokens with a 1B
parameter model would involve a staggering 2 · 1011 FLOPS.

ment, and can serve as a drop-in replacement for 115

the random uniform rehearsal approach. Through 116

experiments on multiple tasks, we demonstrate that 117

our scheme outperforms random uniform rehearsal 118

and several other offline and online continual learn- 119

ing baselines in striking a favorable trade-off be- 120

tween new and previous task performances. 121

2 Background and Related Work 122

2.1 Multi-stage fine-tuning framework 123

The multi-stage fine-tuning framework finds appli- 124

cations across various domains and tasks within 125

the field of machine learning. In natural language 126

processing, pretrained language models such as 127

BERT (Devlin et al., 2018), T5 (Raffel et al., 2020), 128

and others are extensively fine-tuned for specific 129

tasks like sentiment analysis (Sun et al., 2019), 130

text summarization (Liu and Lapata, 2019), and 131

question answering (Roberts et al., 2020). Large 132

generative language models such as GPT (Brown 133

et al., 2020) and Llama (Touvron et al., 2023) 134

are instruction-tuned (Wei et al., 2021) on human- 135

provided feedback to align their generation with 136

human responses. In computer vision, pretrained 137

vision transformers are commonly fine-tuned for 138

image classification, object detection (Li et al., 139

2022), and segmentation tasks (Thisanke et al., 140

2023). Transfer learning through continual fine- 141

tuning is also prevalent in medical imaging (He 142

et al., 2023) for tasks like disease diagnosis and 143

organ segmentation. 144

2.2 Retaining Prior Performance 145

One major challenge for multi-stage fine-tuning is 146

retaining prior performance while improving on 147
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the current fine-tune task. In some cases where the148

fine-tuned model is only expected to perform well149

on a limited set of fine-tune examples, in which150

case, disregarding the prior task is acceptable. On151

the other hand, studies have shown that maintaining152

the prior performance is beneficial to not overfit on153

the fine-tune data and other desiderata (Lin et al.,154

2023; He et al., 2021).155

Forgetting prevention by weight regularization156

Weight regularization (Lin et al., 2023) methods157

prevent prior task forgetting by directly restricting158

the weights of the fine-tuned model. The weights159

can be constrained during fine-tuning by anchoring160

them to the prior model weights (Panigrahi et al.,161

2023; Xuhong et al., 2018; Kirkpatrick et al., 2017).162

The constraint can also be in the form of low-rank163

weight adaptation with LoRA (Hu et al., 2021). On164

the other hand, Wortsman et al. (2022) proposes165

WiSE-FT to ensemble the prior and fine-tuned166

weights post-hoc to achieve a balanced tradeoff167

of performance between tasks. In general, weight168

regularization methods rely on the assumption that169

the new model optima post-fine-tuning lie close to170

the prior optima.171

Forgetting prevention by rehearsal Rehearsal-172

based methods prevent prior task forgetting by in-173

cluding a portion of prior data into the fine-tuning174

phase. A common approach is to sample uni-175

formly at random from the prior data and mix them176

into the fine-tuning set (He et al., 2021; Kazemi177

et al., 2023). Some prior works consider the setting178

where prior data must be selected offline before ac-179

cessing the next task. Yoon et al. (2022) proposed180

Online Coreset Selection, which selects important181

samples while streaming through the prior dataset.182

They prioritize data points with high minibatch sim-183

ilarity and sample diversity. Mok et al. (2023) pro-184

posed Dynamic Instance Selection, which selects185

the highest and lowest predictive entropy samples186

to allow easier and more difficult examples to be187

represented evenly. However, such offline selection188

methods fail to consider the impact of the new fine-189

tune task, and are unable to tailor the selected sam-190

ples to best mitigate the induced forgetting. Aljundi191

et al. (2019) proposed Maximally Interfered Sam-192

pling (MIR), where high loss difference points are193

sampled from a small replay buffer. Prabhu et al.194

(2023) has shown that all existing continual learn-195

ing methods evaluated fail to beat the random mix-196

ing baseline in a computationally-constrained set-197

ting without the memory constraint. Our work198

adopts the computationally-constrained setting mo- 199

tivated by Prabhu et al. (2023). 200

3 Evaluation Protocol and Key Idea 201

Our objective is to: Improve performance on the 202

fine-tune task while avoiding performance deterio- 203

ration on prior tasks. In this section, we define our 204

evaluation protocol, and motivate the design of our 205

method via some key empirical observations. 206

3.1 Problem Setting and Evaluation protocol 207

We start with a model trained on a prior task, and 208

we assume that the training losses on the prior task 209

examples are stored and accessible without any 210

extra computational costs. Our objective is to im- 211

prove the fine-tune task performance while balanc- 212

ing prior task performance given limited compu- 213

tational budget. Thus, we compare different re- 214

hearsal strategies by examining the Pareto curve of 215

the prior (y-axis) and fine-tune (x-axis) task perfor- 216

mances. Different points on the same pareto curve 217

corresponds to different instantiations of the same 218

rehearsal strategy with different mix ratios β given 219

a fixed computational budget c. Mix ratio is defined 220

as the proportion of computation budget allocated 221

to rehearsing the prior task and fine-tuning on the 222

new task. 223

For example, if β = 0.1 then cp ::= 0.1 ∗ c is 224

the budget allocated to rehearsal whereas cf ::= 225

0.9 ∗ c is the buddget allocated to fine-tuning. The 226

rehearsal budget includes both the cost of sampling 227

the rehearsal instances as well the cost of training 228

on those instances. The fine-tuning budget includes 229

the cost of training on the new task instances. By 230

ablating the mix ratios, the computational budget is 231

traded between rehearsing and fine-tuning, which 232

forms the Pareto curves. For instance, fine-tuning 233

with β = 0.5 would emphasize rehearsal more than 234

β = 0.1. 235

All points on the Pareto frontier have the exact 236

same computational cost but differs in how they 237

spend the computational budget between prior task 238

and fine-tune task. Methods with a Pareto frontier 239

towards the top right direction are more preferable. 240

3.2 Key Idea: Rehearse Collateral Damage 241

Our key idea is to sample collateral damage exam- 242

ple more efficiently during rehearsal, i.e., examples 243

that were predicted correctly by the prior model 244

but were “forgotten” during fine-tuning. We mo- 245

tivate this by ablating random uniform rehearsal 246
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Figure 2: Preliminary observations suggest that while
random rehearsal of prior data helps mitigate collateral
damage, upweighting collateral damage samples in the
prior data distribution benefits the joint performance on
the both tasks even more. Curves closer to the top right
are more preferable.

mixed with different proportions of collateral dam-247

age samples in Fig 2.248

The fine-tune baseline suffers significant collat-249

eral damage as the prior task is catastrophically250

forgotten. Random uniform rehearsal helps retain251

the prior task performance at the cost of worse252

fine-tune performance. However, random uniform253

rehearsal is sub-optimal as it does not take into254

account the “utility” of the prior samples. Mixing255

in 50% collateral damage samples improves the256

Pareto curve and achieves better joint performance257

in both experiment settings. We hypothesize that258

the reason why rehearsing collateral damage re-259

duces forgetting is that since the model predicted260

correctly on these samples before, it could predict261

correctly again after rehearsal.262

One major technical challenge is that determin-263

ing whether a sample is collateral damage requires264

at least an additional inference on the current fine-265

tune model. This makes the cost of sampling col-266

lateral damage sample much higher than random267

uniform rehearsal, which has a negligible sampling268

cost. As mentioned earlier, the computational bud-269

get for rehearsal cp is split into budgets for sam-270

pling cp,s and training cp,t. Consequently, methods271

with high sampling cost will have less budget avail-272

able for training, and will therefore afford fewer273

rehearsal samples.2 In the next section, we propose274

a method that efficiently estimates the density of275

collateral damage samples, and affords the same276

number of rehearsal samples as random uniform277

rehearsal.278

2We assume that the number of training steps needed for
convergence is independent of the number of rehearsal sam-
ples, and cannot be lowered.

4 Methodology 279

We propose mix-cd, a rehearsal sampling scheme 280

that efficiently prioritizes collateral damage points. 281

Our key idea is to estimate the collateral damage 282

distribution at each fine-tuning iteration by using 283

only the samples mixed in during the previous it- 284

erations. Since these mixed in samples are already 285

part of the fine-tuning set, we get inference (for- 286

ward pass) on them for free as part of the standard 287

training loop. This makes the procedure as compu- 288

tationally efficient as random uniform rehearsal. 289

4.1 Formal Definition of Collateral Damage 290

Let us denote the base (prior) model as f , fine- 291

tuned model as f ′, prior data samples as zp, and 292

fine-tune data samples as zf . Let ϕ denote the 293

indicator function for collateral damage. For clas- 294

sification tasks, a sample zp = (x, y) suffers from 295

collateral damage, denoted by ϕf,f ′(zp), if it is 296

predicted correctly by f but incorrectly by f ′. 297

ϕf,f ′(zp) :=
(
argmax f(x) ≡ y

)
∧ 298(

argmax f ′(x) ̸= y
)

299

For non-classification tasks, collateral damage 300

can be defined using the losses of the base and fine- 301

tuned models. Specifically, a sample zp suffers 302

from collateral damage if its loss on f is less than 303

a threshold τ , and loss on f ′ is greater than τ . 304

ϕτ
f,f ′(zp) =

(
loss(f, zp) < τ

)
∧
(
loss(f ′, zp) > τ

)
305

In our experiments, we set τ as the 90th percentile 306

of the loss of the prior model on the prior data. 307

4.2 Main procedure: mix-cd 308

Our main procedure mix-cd is defined in Algo- 309

rithm 1. The key is estimating the probability that 310

a prior sample zp suffers from collateral damage 311

without inferencing zp on f ′. We first partition 312

the prior data distribution into K bins. At each 313

fine-tuning iteration, we estimate the conditional 314

probability (denoted by αk) that a sample from bin 315

k suffers from collateral damage. Formally, 316

αk := P (ϕf,f ′(zp) = 1 | b(zp) = k) 317

where b(zp) ∈ [K] is the bin that sample zp falls 318

in. We discuss different partitioning schemes in 319

Section 5.4. Once we have estimates α̂k, we se- 320

lect a randomly drawn pretraining sample zp with 321

probability α̂b(zp) · P (b(zp)). 322
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Algorithm 1 mix-cd-sample

1: Input: number of iterations N , prior dataset
Zp, fine-tune dataset Zf , base model f , mix
ratio β, number of partitions K, number of
training samples per iteration n.

2: // Initialize estimates α̂k

3: for k = 1 to K do
4: Initialize α̂k ← 0.5
5: Initialize uk ← 0, nk ← 0
6: end for
7: Initialize fine-tune model f ′ ← f
8: for n = 1 to N do
9: Initialize dataset Df ← (1− β) · n random

uniform samples from Zf

10: Initialize dataset Dp ← {}
11: repeat
12: zp ← sample from Zp with probability

α̂b(zp) · P (b(zp))
13: Dp ← Dp ∪ {zp}
14: until |Dp| ≥ β · n
15: Train f ′ for one iteration on Df ∪ Dp

16: // Update estimates α̂k

17: for k = 1 to K do
18: Update uk, nk according to Eq 1 and 2
19: α̂k ← uk/nk

20: end for
21: end for

Estimating αk. A straightforward scheme for es-323

timating αk is to sample uniformly from the prior324

distribution, perform inference on the samples us-325

ing the fine-tuning model, and then compute the326

fraction of samples falling in bin k that suffer from327

collateral damage. While this provides an unbiased328

estimate of αk, it incurs additional inference cost.329

To completely avoid any additional inference, we330

propose estimating αk at each iteration using the331

prior data samples mixed into the fine-tuning step332

during the previous iteration. For the first iteration,333

the prior data samples are drawn uniformly at ran-334

dom with αk set to 0.5 for all k. For subsequent335

iterations, we maintain running counts of the num-336

ber of samples (nk) mixed in from bin k, and the337

number of collateral damage samples (uk) among338

them. Specifically, at the end of each iteration, we339

update these counts as follows. Let Dp be the prior340

data samples mixed in during the iteration.341

nk ← nk + |{zp ∈ Dp | b(zp) = k}| (1)342
343

uk ← uk+|{zp ∈ Dp | b(zp) = k, ϕf,f ′(zp) = 1}|
(2)344

for all k ∈ [K]. We then set our estimate α̂k := 345

uk/nk. Since Dp is already part of the fine-tuning 346

set, we have the forward pass from f ′ on them 347

available as part of the standard training loop. We 348

further assume that predictions of the prior model 349

on all prior data samples are cached, allowing us to 350

compute ϕf,f ′(zp) at no additional inference cost. 351

Remark. Our estimation procedure is not unbi- 352

ased as we use samples seen during fine-tuning to 353

estimate collateral damage distribution for unseen 354

samples. In a sense, we trade off computational 355

cost for this bias. Fortunately, despite the bias, our 356

scheme selects sufficiently large number of collat- 357

eral damage samples, which helps it outperform 358

several baselines; see Section 5.2.2). 359

4.2.1 Partitioning Prior Data 360

The intuition behind mix-cd is that by partition- 361

ing the prior data distribution into bins, we can 362

identify regions that suffer more from collateral 363

damage. We can then prioritize rehearsing from 364

such regions over others during fine-tuning. We can 365

use any type of partitioning as long as the collat- 366

eral damage is not conditionally independent of the 367

partitions. If collateral damage is conditionally in- 368

dependent, mix-cd degenerates to random uniform 369

rehearsal. To avoid partitioning with ineffective 370

bins, we calculate the KL divergence between col- 371

lateral damage ratios of partitions with a uniform 372

distribution. A partition is effective if the KL diver- 373

gence exceeds a certain threshold. Empirically we 374

found that 0.01 is an effective threshold for iden- 375

tifying effective partitions. In practice, after the 376

first iteration of fine-tuning with random rehearsal, 377

the KL statistics for partitions can be calculated for 378

partition selection with no additional computation 379

required. Next, we discuss some partition strate- 380

gies that work well with mix-cd, and are common 381

to obtain in datasets. 382

Partition with prior data loss. Prior data can be 383

partitioned according to their losses on the prior 384

task. Bins can be defined based on fixed-sized 385

loss quantiles. Typically, examples with higher 386

(lower) loss in prior tasks are typically far from the 387

decision boundary, and thus more (less) likely to 388

be forgotten during fine-tuning. Thus, partitioning 389

with prior data loss is useful to identify slices where 390

collateral damages happen more (less) frequently. 391

Partition with auxiliary information. Prior data 392

can also be partitioned with auxiliary informa- 393

tion such as class labels and/or other meta labels. 394
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Usually these meta labels convey semantic mean-395

ing that helps distinguish whether certain regions396

would suffer more from collateral damage. For mul-397

tilingual translation datasets, the language serves as398

a natural partition. For instruction-tuning datasets,399

the source instruction-tuning task also naturally400

partitions the instruction data. In our experiments,401

we find that partitions based on combining prior402

loss and auxiliary labels perform the best.403

Combining multiple partitions. Multiple par-404

titions can be combined to form even more finer-405

grained partitions. Given two partition strategies406

A = a1, · · · , an and A′ = a′1, · · · , a′m, the com-407

bined partition is simply the set product of A and408

A′ with n×m bins. If A is independent of A′, then409

the collateral damage likelihood of bin ai∩a′j is es-410

timated by factoring with respect to the individual411

partitions:412

p(ϕ|bai,a′j ) ∝ p(ϕ|bai) · p(ϕ|ba′j )413

On the other hand, if A is conditionally indepen-414

dent of A′ given collateral damage, then we can415

estimate the collateral damage likelihood by factor-416

ing and accounting for the conditional dependency:417

p(ϕ|bai,a′j ) ∝
p(bai) · p(a′j)
p(bai,a′j )

· p(ϕ|bai) · p(ϕ|ba′j )418

When the (conditional-)independence relation be-419

tween partitions holds, estimating the collateral420

damage likelihood by factoring is more sample ef-421

ficient since only n + m statistics needed to be422

maintained, as opposed to n×m when estimating423

jointly. In practice, we can test for whether such424

relation holds by the end of the first iteration of425

fine-tuning with no additional computational cost.426

5 Experiments and Discussion427

5.1 Experiment Setup428

We experiment on three different tasks that com-429

monly utilize a multistage-fine-tuning pipeline:430

text classification, closed-book QA, and multilin-431

gual translation. More technical details can be432

found in Appendix A.433

Text classification: MNLI-Scitail We start with434

a DistilBert (Sanh et al., 2020) fine-tuned on435

MNLI (Kim et al., 2019) for natural language in-436

ference (NLI), then fine-tune it on Scitail (Khot437

et al., 2018), a NLI dataset for scientific statements.438

The ground truth class labels and genre labels are439

used for partitioning. The prior and current task 440

performances are defined as the classification accu- 441

racy on the holdout test sets for MNLI and Scitail 442

respectively. 443

Closed-book QA: SquadV2-BioASQ We start 444

with a tiny Roberta (Liu et al., 2019) fine-tuned 445

on SquadV2 (Rajpurkar et al., 2018) for general 446

domain question answering, then fine-tune it on 447

BioASQ (Nentidis et al., 2020), a closed-book QA 448

dataset for biology domain knowledge. Binary 449

labels of whether a sample is answerable or not 450

are used for partitioning. The prior and current task 451

performances are defined as the exact-matching 452

accuracy on the holdout datasets for SquadV2 and 453

BioASQ respectively. 454

Multilingual translation: translating Danish 455

to English We start with mBart50 (Tang et al., 456

2020), a multilingual translation model that trans- 457

lates from 50 different languages to English, fine- 458

tuned on Opus100, a multilingual, English-centric 459

dataset that consists of sentence pairs translating 460

from 100 other languages (excluding Danish) to 461

English. We additionally fine-tune the model on 462

Danish, which is previously not supported by the 463

base mBart50 model. The prior language labels are 464

used for partitioning the data distribution, as we 465

expect different languages suffer collateral damage 466

with different severity. The prior task performance 467

is defined as the average loss of all language sam- 468

ples excluding Danish in holdout Opus100 and the 469

fine-tune task performance is defined as the average 470

loss of Danish samples in holdout Opus100. 471

Training configuration For each experiment, we 472

report the joint performance of the pretrain and fine- 473

tune task on holdout datasets, evaluated at the end 474

of fine-tuning. The results are averaged over 5 475

repetitions for the NLI task, 10 for QA, and 5 for 476

translation. The mix ratio β is chosen to be in the 477

range of [0.01, 0.9] such that all rehearsal methods 478

cover similar fine-tune performance. 479

5.2 Mix-cd Outperforms Baselines 480

To demonstrate the general effectiveness of mix-cd 481

in diverse fine-tuning settings, we compared it with 482

other rehearsal strategies of equal computation cost. 483

Recall an iteration of fine-tuning refers to fine- 484

tuning the model on every n samples. 485

5.2.1 Baseline Descriptions 486

Baseline methods can be classified into two cat- 487

egories: offline and online. Offline methods se- 488
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Figure 3: Pareto frontiers of prior and fine-tune performance. Curves closer to the top right are more preferable.

lect important prior samples to rehearse before the489

fine-tuning begins. During fine-tuning, important490

selected samples are rehearsed randomly. These491

method are computationally efficient as they do not492

require additional sampling cost. However, they493

suffer from lacking information regarding the new494

fine-tune task since selection happens offline before495

fine-tuning. Thus, the selected prior samples can-496

not be targeted to mitigate the incurred collateral497

damage.498

On the other hand, online methods select sam-499

ples for rehearsal when the prior samples are500

streamed online during fine-tuning. Specifically, a501

set of np prior samples are first randomly sampled502

for each batch of nf fine-tune data. The online503

method assigns a priority score to the np prior sam-504

ples and filter the top k % to mix into the batch505

for rehearsal. Recall the prior rehearsal computa-506

tional budget cp consists of the sampling cp,s and507

training cp,t cost. The effective number of prior508

samples to actually train on depends on the sam-509

pling cost, which further depends on the cost of510

assigning priority scores and the filter ratio k. We511

adopt a filter ratio of 50 % for all online methods512

to balance between the effectiveness selection and513

budget for training. To factor in the priority assign-514

ment, we approximate the computation cost of a515

forward pass as half of a backward pass in terms of516

FLOPs. For example, suppose the priority assign-517

ment requires one forward pass on the model. Then518

the assignment is worth training 1/3 of a sample,519

since training one sample requires one forward and520

one backward pass. We calculated the effective521

numbers of each method (which might be differ-522

ent depending on the sampling cost) to control for523

equal total computational budget.524

Offline baselines Online coreset selection 525

(mix-ocs) is a coreset selection method proposed 526

by Yoon et al. (2022). Dynamic instance selection 527

(mix-dis) is a rehearsal method for continual 528

learning proposed by Yoon et al. (2022). For 529

both methods, a subset of size equivalent to the 530

fine-tune dataset is selected offline and rehearsed 531

randomly during fine-tuning. 532

Online baselines Online methods differ in the 533

definition of priority score. mix-uncertainty 534

prioritizes samples with high uncertainty, a com- 535

mon objective for active learning and datas selec- 536

tion. The uncertainty is estimated with predic- 537

tion entropy for classification tasks and sequence 538

log likelihood for generative tasks. mix-mir++ is 539

a modification of Maximal Interfered Retrieval 540

(MIR) (Aljundi et al., 2019) for a computation- 541

constraint setting. Typical MIR calculates the on- 542

line difference in prior sample loss between the 543

current fine-tune model and a copy of the model 544

with one additional gradient step on the fine-tuned 545

data, which is too costly. Instead, we modified their 546

method to calculate the difference in prior sample 547

loss between the current fine-tune model and the 548

cached base model. We observed the performance 549

of mix-mir++ to be significantly better than MIR in 550

our Pareto frontier curves, and thus we only report 551

the performance of mix-mir++. 552

5.2.2 Result analysis 553

The main result is presented in Fig 3, where mix-cd 554

consistently outperforms the random baseline over 555

all experiment settings. This supports mix-cd as 556

the drop-in replacement for random since the per- 557

formance gain comes at no additional computation 558

cost. Online baselines perform similar to or worse 559

than random since for the given computation bud- 560
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get, spending the budget on sampling is not a desir-561

able tradeoff for performance. The performance of562

offline methods is the worse since the selection ob-563

jective does not take the fine-tune task information564

into consideration. This highlights the importance565

of the adaptivity in online methods.566

5.3 How many more collateral damage567

samples does mix-cd rehearse?568

The design goal of mix-cd is to sample collateral569

damage samples more efficiently. Fig 4 compares570

the actual proportion of collateral damage samples571

in all sampled data, for mix-cd and random uni-572

form sampling. mix-cd consistently samples twice573

or more collateral damage for rehearsal compared574

to random uniform sampling for all mix ratios. The575

empirical result supports that mix-cd achieves its576

intended purpose and also explains the superior577

performance over random uniform sampling.578
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Figure 4: Proportion comparison of collateral damage
per sample between random uniform and mix-cd across
different mix ratios. mix-cd consistently samples twice
or more collateral damage for rehearsal compared to ran-
dom uniform, which explains the superior performance.

5.4 Selecting bins with collateral damage579

signal is crucial for mix-cd580

Recall the partition selection strategy proposed in581

Section 4.2.1. Fig 5 demonstrates the effective-582

ness of the selection strategy on SquadV2. There583

are four types of partitions available for SquadV2.584

Prior loss partition splits the data distribution with585

the prior loss values evaluated on the base model586

and bin them according to 5 fixed size loss quantile587

intervals. Answerable partition splits the data dis-588

tribution by the binary label of whether the answer589

can be found in the given context or not. Genre590

partition splits the data distribution by the genre of591

the specific question into 5 bins (e.g. geology, his-592

tory, technology). Sequence length partition splits593

the data distribution by the sequence length of the594

samples and bin them according to 5 fixed size se- 595

quence length quantile intervals. After evaluating 596

the KL divergence with the uniform distribution, 597

the loss and answerable bins are selected as the best 598

candidate for mix-cd partitions. The right subfig- 599

ure in Fig 5 verifies that indeed coupling loss and 600

answerable partitions are the best combination for 601

joint performance. 602
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Figure 5: Ablation study on different partitions for the
data distribution. Partitions with higher KL divergence
in collateral damage ratios between bins (e.g. loss and
answerable partitions) provide better signal for prioritiz-
ing collateral damage samples.

6 Conclusion 603

In this paper, we proposed a rehearsal-based sam- 604

pling strategy to prioritize collateral damage sam- 605

ples during fine-tuning. The simplicity and ef- 606

fectiveness makes it an appealing drop-in replace- 607

ment for the typical random uniform rehearsal strat- 608

egy. Future work can investigate better hybrid 609

methods that combine both rehearsal and weight- 610

regularization for forgetting prevention. 611

Limitations We assume the last-epoch predic- 612

tion or loss of the prior data on the base model is 613

saved during the fine-tuning phase. The loss or 614

prediction information provides important signal 615

to identify collateral damage regions in the prior 616

data distribution. More investigation is also needed 617

to examine whether the original prior performance 618

can be fully recovered with mix-cd. 619

Potential risks It is possible that non-uniform 620

rehearsal with mix-cd prioritizes the region suffer- 621

ing from the most collateral damage. This might 622

introduce bias in the fine-tuned model that cannot 623

be detected merely with the prior task performance. 624

Further study is required to examine whether collat- 625

eral damage in minority sample regions is affected 626

by the rehearsal scheme. 627
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A Experiment Technical Details 794

A.1 Text classification: MNLI-Scitail 795

We first fine-tune a DistilBert model on 796

MNLI (Kim et al., 2019), which is a natural 797

language inference (NLI) dataset, and then the 798

model fine-tune on Scitail (Khot et al., 2018), a 799

natural language entailment dataset for scientific 800

statements. NLI tasks aim to determine the 801

relationship (entailment, contradiction, or neutral) 802

between a pair of input sentences. The model 803

is fine-tuned with AdamW with learning rate of 804

2 · 10−6 and weight decay of 10−5. There are 805

393,000 samples in the MNLI pretrain training 806

dataset. In additional to relation label, additional 807

genre labels (e.g. fiction, government, travel) for 808

the sentence pairs are also provided. To implement 809

mix-cd-sample, we use the ground truth class 810

labels and genre labels for partitioning. For each 811

iteration, we fine-tune on 1,000 samples from 812

the Scitail training set (iterating over the entire 813

training set of 23,600 samples after 25 iterations). 814

The pretrain and fine-tune task performances are 815

defined as the classification accuracies on MNLI 816

and Scitail, respectively. 817

A.2 Closed-book QA: SquadV2-BioASQ 818

We first fine-tuned a Tiny Roberta (Liu et al., 819

2019) on SquadV2 (Rajpurkar et al., 2018) for gen- 820

eral domain closed-book QA, then fine-tune it on 821

BioASQ (Nentidis et al., 2020), a closed-book QA 822

dataset for biology domain knowledge. The model 823

is fine-tuned with AdamW with learning rate of 824

1·10−5, warming up the learning rates from 1·10−7 825

for 5 iterations, then cosine annealing the learning 826

rate to 1 · 10−6, and weight decay of 10−5. There 827

are 130K samples in the SquadV2 training dataset. 828

To implement mix-cd, we use the binary labels of 829

whether a sample is answerable or not are used for 830

partitioning. For each iteration, we fine-tune on 831

1,000 samples from the BioASQ training set for 20 832

iterations. The prior and current task performances 833

are defined as the exact-matching accuracy on the 834

holdout datasets. 835
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A.3 Multilingual translation: translating836

Danish to English837

The experimental setting for multilingual transla-838

tion is slightly different from classification tasks.839

Instead of fine-tuning on a new dataset, we take a840

multilingual translation model that translates from841

50 different languages to English, and fine-tune it842

to perform translation on one additional language.843

To implement mix-cd, we use the language type844

for partitioning. We would like to prevent any de-845

terioration in the performance of the existing 50846

languages due to fine-tuning. It is expected for the847

translation for some languages in the pretrain lan-848

guage to deteriorate after fine-tuning. We leverage849

the pretrain language as auxiliary information for850

partitioning to identify and fix the languages with851

more collateral damage.852

The base model of choice is mBart50 (Tang853

et al., 2020), a generative language model pre-854

trained on translation sentence pairs of 50 different855

languages to English. The model is fine-tuned with856

AdamW with learning rate of 10−5 and weight de-857

cay of 10−5. The training data pairs (both prior858

and fine-tune) are taken from Opus100, a multilin-859

gual, English-centric dataset that consists of sen-860

tence pairs translating from 100 other languages861

to English. We fine-tune the model on Danish,862

which is previously not supported by the pretrained863

mBart50 model. For each iteration, we subsample864

10,000 new Danish-English sentence pairs to fine-865

tune. The prior dataset consists of 10,000 random866

uniform samples from the languages that mBart50867

was originally capable of translating. The prior task868

performance is defined as the average loss of all869

prior language samples and the fine-tune task per-870

formance is defined as the average loss of Danish871

samples.872
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