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Abstract

Despite the widespread use of “artificial intelli-
gence” (Al) framing in Natural Language Pro-
cessing (NLP) research, it is not clear what re-
searchers mean by “intelligence”. To that end,
we present the results of a survey on the no-
tion of “intelligence” among researchers and its
role in the research agenda. The survey elicited
complete responses from 303 researchers from
a variety of fields including NLP, Machine
Learning, Cognitive Science, Linguistics, Neu-
roscience. We identify 3 criteria of intelligence
that the community agrees on the most: gen-
eralization, adaptability, & reasoning. Our re-
sults suggests that the perception of the current
NLP systems as “intelligent” is a minority po-
sition (29%). Furthermore, only 16.2% of the
respondents see developing intelligent systems
as a research goal, and these respondents are
more likely to consider the current systems in-
telligent.

1 Introduction

Whether machines can be considered intelligent has
long been a question of interest to both researchers
and industry. Researchers have a rich tradition of
devising intelligence tests for machines, starting
from the Turing test (Turing, 1950), and the indus-
try increasingly markets “smart” and “intelligent”
systems. A recent iteration of that is LLM-based
systems, also referred to as “generative AI”,! which
have been suggested to show “sparks of artificial
general intelligence” (Bubeck et al., 2023).
Irrespective of one’s position on whether sys-
tems based on current machine learning technol-
ogy can be intelligent, there is undeniably an in-
'The term “Generative AI” is used for models of various
modalities, but this study is concerned only with systems based
on Large Language Models (LLMs), i.e., models trained on
large text corpora that are used for transfer learning (Rogers
and Luccioni, 2024). We use the term “Al” in line with its
common use in the field, but we note that it entails that the

term “intelligence” is applicable, which, as our results suggest,
is not accepted by the majority of the respondents.
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Figure 1: Correlation between criteria that the survey
respondents selected as relevant for their notion of “in-
telligence”. Darker edges indicate stronger correlations,
larger nodes indicate higher relevance. Only edges with
¢ > |0.1] are shown.

crease in the phenomenon we refer to as seeming
intelligence: the user’s perception that a system is
intelligent, based on their interaction with that sys-
tem. This perception arises from the Eliza effect:
humans have a strong tendency to attribute to their
conversational partners, even simple chatbots, “all
sorts of background knowledge, insights and rea-
soning ability” (Weizenbaum, 1966). Kim and Im
(2023) conclude that the perception of intelligence
in interactive systems is a key driver of anthropo-
morphization, irrespective of whether the system is
presented via an avatar or not.

The tendency to anthropomorphize Al systems
is not limited to the lay public or marketing by tech
companies:> Mitchell (2021) points out that even

’To mention a few examples, OpenAl describe their base
class of models as "a set of models without instruction follow-
ing that can understand (...) natural language and code", and



researchers mislead themselves by using terms
like “understanding”, which have long been criti-
cized as “wishful mnemonics” (McDermott, 1976).
In particular, we have a longstanding tradition of
benchmarks of “understanding” (e.g. Wang et al.,
2018, 2020), “reasoning” (e.g. Vilares and Gémez-
Rodriguez, 2019; Srivastava et al., 2023), “behav-
iors” (e.g. Chang and Bergen, 2023) and “‘capa-
bilities” (e.g. Chen et al., 2024; Srivastava et al.,
2023).

Given the above tendency towards anthropomor-
phization and the long history of “wishful mnemon-
ics” in the academic literature, the goal of this study
is to provide a snapshot of how researchers think
about “intelligence” two years after the release of
ChatGPT (OpenAl, 2022). We pose the following
research questions:

RQ1 What are key criteria for a system to be con-
sidered “intelligent”, and to what degree do re-
searchers in different fields, occupations, and ca-
reer stages agree?

RQ2 What is the perception of the “intelligence”
of current LLM-based systems such as ChatGPT?

RQ3 What role, if any, does the research agenda
of respondents play in the notion of “intelligence”?

Our results indicate a high level of coherence
across groups in terms of the criteria that are rel-
evant for intelligence. Independent of one’s field
of research, occupation, and career stage, most re-
searchers believe that generalization, adaptability,
and reasoning are key aspects of intelligence (RQ1,
illustrated in Figure 1). We additionally observe
a general skepticism regarding the attribution of
intelligence to LLM-based systems, although it de-
creases for the future systems based on a similar
technology (RQ2). For RQ3, we find that only a
small subset of respondents consider it their goal
to build intelligent technology, with the majority
rather aiming to add to the scientific knowledge.
Interestingly, the survey shows that those who con-
sider ‘creating intelligent systems’ as their research
goal are also more likely to attribute intelligence to
the current systems (RQ2, RQ3).

GPT-4 is better "... thanks to its broader general knowledge
and advanced reasoning capabilities." and finally the ol class
of models "think before they answer" (OpenAl). Anthropic
stated that the fundamental limitation of "logical reasoning"
has already been solved with current systems (Anthropic).

2 Background

2.1 Defining ‘“Intelligence”

According to Legg and Hutter, a fundamental prob-
lem in the field of Al is the fact that no one knows
what “intelligence” is. Legg and Hutter (2007) pro-
vide a list of 72 definitions of intelligence from
various fields, highlighting two key features as fun-
damental. First, intelligence is often ascribed to
agents in the context of an environment. Second,
many definitions emphasize the ability to adapt to
novel situations.

As emphasized by their list, there are many dif-
ferent definitions of “intelligence” coming from a
variety of research fields, which focus on differ-
ent aspects. In the machine learning (ML) com-
munity, definitions tend to focus on skill acquisi-
tion (e.g. Chollet, 2019; LeCun, 2022). In contrast,
psychological and dictionary definitions typically
emphasize behavioral aspects and social dimen-
sions (Legg and Hutter, 2007; Albus, 1991). The
definitions, and tests, developed for human intel-
ligence may be directly applied to machines, e.g.
via benchmarks that purport to test mathematical
reasoning, which is then taken as a proxy for in-
telligence. Gignac and Szodorai (2024) highlight
this methodological tension, arguing for clearer
nomenclature and Al-specific evaluation metrics.

2.2 Relevant NLP Research Directions

There are countless research directions relevant to
the discussion of “intelligence” which span many
fields, and which we cannot do justice in scope of
this work. The remainder of this section provides
pointers to three prominent directions within the
field of NLP.

The meaning debate. There is an active debate
on whether terms like “meaning” and “understand-
ing” apply to LLMs, with prominent opponents
(Bender and Koller, 2020; Merrill et al., 2021) and
proponents (Li et al., 2024).

“Science of datasets”. Benchmarks such as Su-
perGLUE (Wang et al., 2020), MMLU (Hendrycks
et al.), and GSMS8K (Cobbe et al., 2021) are used
widely both for academic evaluation of LLM-based
systems, and in their marketing. But how much
we can deduce from the current benchmark results
is up for debate. Ideally, the creation of bench-
marks and training resources should consider the
construct validity of the phenomena being mod-
eled, and hence rely on specific definitions of their



target phenomena and representativeness of their
samples (Schlangen, 2021; Raji et al., 2021), but
we do not yet have solid methodology for doing
this well for complex and underdefined constructs
like “reasoning”. Related research directions in-
clude documenting (Bender and Friedman, 2018;
Gebru et al., 2020) and ‘measuring’ the existing
datasets (Dodge et al., 2021; Mitchell et al., 2023),
in particular to identify shortcuts in them (Gururan-
gan et al., 2018; Gardner et al., 2021) and measure
test contamination (Deng et al., 2024; Dong et al.,
2024; Jacovi et al., 2023). Another relevant direc-
tion is creating adversarial datasets to ‘catch’ the
models relying on shallow heuristics (e.g. McCoy
etal., 2019).

Interpretability research. The field of inter-
pretability (Belinkov and Glass, 2019; Rogers et al.,
2020), including the mechanistic camp (Saphra and
Wiegreffe, 2024; Olsson et al., 2022; Nanda et al.,
2023), aims to identify the internal mechanisms
of the models through which they arrive at their
predictions. Assuming that we know what the “cor-
rect” reasoning steps should be, this could allow
us to check whether the model adheres to them, or
relies on shallow heuristics (e.g. Ray Choudhury
et al., 2022).

3 Survey Structure and Distribution

The survey was developed using the SurveyXact
platform?. We initially provide the introductory in-
formation regarding anonymity and informed con-
sent, followed by questions related to basic demo-
graphic information relevant for the analysis. This
is followed by questions pertaining to the respon-
dents’ perspectives on the notion of “intelligence”.
Responses were collected between November 2024
and January 2025. The survey form and response
data (with coarse-grained geographic data for in-
creased anonymity) is provided* in the supplemen-
tary materials of the submission, and a full list of
questions can also be found in Appendix A.

The survey was distributed through social media
(Bluesky and LinkedIn) as well as the mailing lists,
the full list is available in the Appendix (Table 6).
The mailing lists were selected to collect diverse
responses from researchers in multiple fields in
which the term “intelligence” is used, including

3https ://www. survey-xact.dk/

“Upon the publication of the paper all the accompanying
data will be made available for research purposes under CC
BY-NC 4.0 license.

Criterion Sources
Prob. solving Turing (1950); Mitchell (2021)
Knowledge acq. Piaget (1947); Chollet (2019)
Adaptability Legg and Hutter (2007); Pfeifer (2006)

Marcus (2003); Tenenbaum et al. (2011)
Piaget (1952); Van Gerven (2017)

Generalization
Goal achievement

Reasoning Legg and Hutter (2007); Lake et al. (2017)
Understanding Gardner (1983); Tenenbaum et al. (2011)
Perception Smith and Gasser (2005); Van Gerven (2017)
Planning Albus (1991)
Creativity Wiggins (2020)
Env. interaction Piaget (1952); Pfeifer and Scheier (2001)
Consciousness Wiggins (2020)

Embodiment Smith and Gasser (2005); Pfeifer (2006)

Table 1: The criteria of “intelligence” presented to the
survey participants, and their sources (methodology de-
scribed in subsection 4.2).

NLP, ML, Cognitive Science, Philosophy, and Psy-
chology. We additionally distributed the survey
through internal mailing lists in research groups
within the authors’ networks (mostly NLP, Com-
putational Social Science and Human-Computer
Interaction).

4 Question Design

This section provides a brief overview of the ques-
tions included in the survey and the rationale for
including them. An overview of the questions is
provided in Appendix A.

4.1 Demographics

The survey includes the following background
questions: the respondents’ primary/secondary
area of research (Q1-1.2), career stage (Q2), work
sector (Q3), regions of origin and workplace (Q4-
5), and gender (Q6). When asking for region (of
origin/workplace), we used the UN geo-scheme,
containing 22 sub-regions. The question about gen-
der followed the standards used in the European
Social Survey (ESS ERIC, 2024). The responses
to these questions are used to describe the sample
of the researchers who responded to the survey.

4.2 Intelligence Criteria

As discussed in section 2, there are over 70 def-
initions of “intelligence” in various fields, many
of them overlapping. This would be unfeasible
to present in a survey. Hence, we analyzed this
list of definitions to identify recurring criteria. We
also considered other relevant criteria, based on our
own literature review (with sources not covered by
the list of Legg and Hutter (2007), from the fields
of NLP, ML, Al, Neuroscience, Psychology, and
Philosophy). The result was a list of 13 criteria,
which we presented to the survey participants as
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options to Q7 (Which of the criteria are relevant
for your use of the term ‘intelligence’?). Our full
set of criteria is shown in Figure 1 and Table 1. The
latter also lists the key sources for each criterion.
In Q9, the respondents were asked to identify
the subset of the criteria that they believe to be
lacking from current LLM-based systems. In the
case of both Q07 and Q9 we opted to present this as
a binary choice in order to reduce the complexity of
the survey. This issues is discussed in the section 7.

4.3 Intelligence of LLMs

Consistently with Q7 and Q9, our Q8 (Do you
agree that current LLM-based systems are intelli-
gent?) entails a binary conceptualization of “in-
telligence”, with 4 Likert scale answer options
(‘strongly agree’, ‘agree’, ‘disagree’, ‘strongly dis-
agree’). An argument can be made that intelligence
rather exists on a spectrum (Dennett, 2018). How-
ever, the “degrees of intelligence” framing is also
problematic in terms of the survey as it presupposes
that some entities are more intelligent than others,
while it is also possible to have different kinds
of cognition not following a hierarchy (De Waal,
2016). Our solution was to present Q8 as a question
specifically targeting the current LLM-based sys-
tems. We further supplemented it with Q11: Which
of the following [entities] would you consider in-
telligent? The answer options for this question
presented a range of biological and artificial enti-
ties.

Using a similar 4-point Likert scale, we also ask
the respondents whether they believe that future
systems based on a similar technology would sat-
isfy their notion of intelligence (Q10).

4.4 Perspectives on the Field

Inspired by Michael et al. (2023), we pose Q12: To
what extent is your notion of intelligence shared
by other researchers in your field?. This allows
us to estimate to what degree real disagreement
on “intelligence” matches the perceived disagree-
ment. We further ask the participants which of the
currently used methods for evaluating LLM-based
systems they consider applicable to their notion of

5Biological entities: amoebas, ants, cats, average human
adults. Artificial entities: current LLM-based chatbot systems
(e.g. ChatGPT), ants, current autonomous LLM-based agents
(e.g. based on ChatGPT), current autonomous robotic systems
(e.g. self-driving cars), current ‘narrow’ systems performing a
specific task (e.g. chess, protein structure prediction), earlier
chatbot system (e.g. customer support bots). The options were
randomized, with ‘none of the above’ as the final option.
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Figure 2: The number of respondents by research area.

“intelligence” (Q13), and what they consider their
research goals (Q14).

4.5 Free-form questions

The survey contains two optional free-form text
boxes, giving respondents the opportunity to de-
scribe any criteria they find missing among the
options given, and to add any additional comments
they may have had.

5 Results

5.1 Survey Completion

We received a total of 303 responses which were
completed to the end, and 86 partially complete re-
sponses. The counts of responses to each question
can be found in Appendix A. We found that many
participants dropped out of the survey at the start
of the section with questions about intelligence
(Q7), which begins with the criteria of intelligence.
We believe this is an interesting finding by itself:
even researchers sufficiently interested in “in-
telligence” to volunteer for a survey may find
it hard to specify what they mean by this term
(even as a multi-choice question with a relatively
limited set of commonly mentioned criteria rather
than full definitions).

5.2 Demographics

As shown in Figure 2, the survey respondents span
a wide variety of research areas, although we re-
ceived the most responses from NLP, ML, Neuro-
science, and Computational Linguistics. The Other
category includes researchers from fields such as
Political Science, Robotics, Economics, and Engi-
neering.

Respondents work in a wide variety of geo-
graphic locations, but the majority are employed at
organizations in North-Western Europe and North



America. Other areas were selected more often
as regions of origin than current employment (see
Appendix C for more details). The occupational
background of respondents was dominated by 240
respondents working in academia (including stu-
dents), with an additional 59 respondents from in-
dustry, 24 working in government or non-profit
organizations and an additional 8 respondents who
did not wish to disclose their occupation®. The
survey is thus skewed towards the academic per-
spective. = 66% of respondents identified as male,
~ 25% identified as female, and the remaining 9%
either chose not to disclose or selected Other.

5.3 Intelligence Criteria

RQ1: What are key criteria for a sys-
tem to be considered “intelligent”, and
to what degree do researchers in differ-
ent fields, occupations, and career stages
agree?

First we assess whether there are significant group
differences in the intelligence criteria selected by
the respondents (see the list of criteria in Table 1).
We compute the phi (¢) coefficients using 2x2 con-
tingency tables for each pair of criteria. For binary
data the ¢ coefficient is equivalent to the Pearson
correlation coefficient. This analysis thus assesses
whether respondents are likely to select a criterion
A if they have selected a criterion B.

Figure 1 illustrates the criteria selected by re-
spondents (nodes) as well as correlations between
criteria (edges). Considering the number of respon-
dents who selected specific criteria of intelligence,
the three top criteria are generalization (~ 86%),
adaptability (=~ 83%), and reasoning (~ 83%).
Reasoning is not strongly correlated with the other
two top candidates, whereas generalization and
adaptability show the strongest correlation of all
criteria (¢ = .451, p < 0.01).

Figure 3 shows the distribution of criteria selec-
tion by occupation. To investigate the connection
between selected criteria of intelligence and demo-
graphic factors we use Fisher’s exact test, to ac-
count for the small sample size observed in respon-
dent groups such as HCI, philosophy, and math-
ematics. We construct a contingency table with
selection rates for each group and compare crite-
rion selection rates. The strength of association is
quantified via Cramer’s V (¢.). We observe no

The question is multi-select, as it is possible to be em-
ployed in both academia and industry simultaneously.
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Figure 3: The percentage of respondents (x-axis) who
selected a given intelligence criteria (y-axis) by primary
occupation (color). Other is removed for readability.

significant differences in the selection of intel-
ligence criteria when grouping by either occu-
pation, career stage, or primary research area.
The only exception is an effect of career stage on
consciousness (¢, = .215, p = .006) and embod-
iment (¢, = .218, p = .01), which is driven by
low selection rate of these criteria by post-docs.
Likewise, we observe an effect for environment
interaction (¢, = .225, p = .003), which is driven
by its low selection rate by students. These results
indicate an overall coherence in perspectives on
“intelligence” that contrasts with career stage effect
on the perceived intelligence of current LLM-based
systems (subsection 5.4).

We additionally asked which of the 13 crite-
ria are lacking in the current LLM-based systems.
Table 2 shows the percentage of respondents who
selected various criteria as important and who con-
sider them lacking in the current systems. For most
criteria, more respondents listed them as impor-
tant for their notion of “intelligence” than those
who listed them as lacking in the current systems,
which suggests that researchers are hesitant to state
definitively what current systems cannot do.



Criterion Important Lacking
% Important overall > % Lacking in LLMs
Reasoning 83% 59%
Generalization 86% 54%
Adaptability 83% 55%
Planning 70% 58%
Knowledge acquisition 79% 44%
Perception 63% 47%
Problem solving 74% 32%
Creativity 56% 50%
Understanding 57% 36%
Env. interaction 45% 43%
Goal Achievement 55% 32%

% Lacking in LLMs > % Important overall
Consciousness 35% 63%
Embodiment 23% 53%

Table 2: Percentage of respondents who selected the
listed criteria as important for their notion of “intelli-
gence”, and who consider them lacking in the current
LLM-based systems.

For the top 3 criteria of intelligence selected by
the majority of respondents (generalization, adapt-
ability & reasoning), all of them are considered
to be lacking in the current systems by 54-59%
of respondents. On the other end of the spectrum,
only 32-36% of respondents stated that the current
systems are lacking in goal achievement, problem
solving, & understanding. The latter is surprising,
given that many respondents come from NLP &
Computational Linguistics communities, where nu-
merous studies and position papers highlighted the
model reliance on statistical patterns as evidence
against “understanding” (Bender and Koller, 2020;
Ray Choudhury et al., 2022; Mitchell and Krakauer,
2023; Wu et al., 2024, among others). This number
indicates a change since 2022, when a different
survey found an even split in the participants asked
whether text-only generative models could be said
to “understand natural language in some non-trivial
sense” (Michael et al., 2023).

The only criteria which are considered lacking in
LLMs by a higher percentage of respondents than
those who consider it overall relevant for “intelli-
gence” are consciousness & embodiment. For the
latter it is particularly hard to make a case that it is
present in the current systems like ChatGPT, yet,
surprisingly, 47% do not select it as lacking.

35 of the 303 respondents described additional
criteria. They highlighted, in particular, social
and emotional traits, and the fact that intelligence
should be understood as a spectrum rather than
a binary. Self-awareness and being alive or con-
scious was also a recurrent comment, and a few
respondents emphasized abilities in knowledge-

Disagree Strongly
disagree
“Current LLM-based systems are intelligent”
3% 27% 40% 31%
“Future systems* will be intelligent”

7% 33% 44% 16%

Strongly
agree

Agree

Table 3: Difference in responses on whether current
LLM-based systems or future systems (*based on a
similar technology) are intelligent.

acquisition and more abstract generalization. Re-
spondents additionally emphasized the difficulty
in defining some of the criteria we use to pinpoint
their notion of intelligence. A sample of free-text
comments is available in Appendix E.

5.4 Intelligence of LLMs

RQ2: What is the perception of the “in-
telligence” of current LLM-based sys-
tems such as ChatGPT?

Table 3 shows that the majority of the survey
respondents do not consider the current systems
intelligent (=~ 71%). When they are asked about
future systems (based on a similar technology),
skepticism remains the majority position (~ 60%),
but there are respondents moving both from ’agree’
to ’strongly agree’, and from ’strongly disagree’
to ’disagree’. The increase in strong agreement
indicates a stronger belief that future LLMs will be
intelligent, but the decrease in strong disagreement
could also signal the unwillingness to strongly com-
mit to a prediction of the future developments. We
visualize these trends for specific groups as Sankey
diagrams. Figure 4 presents these results for the
senior researchers, and similar diagrams for other
career stages are available in Appendix D.

Next, we examine the possible effect of demo-
graphic factors on the beliefs of intelligence in the
current LLM-based systems.

Career Stage Effect. We observe a significant
effect of career stage (¢, = 0.164, p = 0.033).
Early-career researchers (postdocs and students)
are more likely to consider the current systems
intelligent (= 48% of postdocs agree or strongly
agree, for students that number is ~ 56%). Senior
researchers demonstrate greater skepticism, with
~ T7% disagreeing or strongly disagreeing.

Research Area Effects. We observe a significant
effect of research area (¢, = 0.270, p = 0.001).
Researchers are generally skeptical of LLM intelli-
gence, with the majority of respondents either dis-
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Figure 4: Sankey diagram illustrating the flow of beliefs
concerning intelligence in current and future LLM based
systems for senior researchers. See Appendix D for
additional groups.

agreeing or strongly disagreeing in every research
area except for HCI (60% agree that LLM-based
systems are intelligent). However, we have rela-
tively few responses from HCI researchers (8), and
do not consider this result reliable. Following HCI,
researchers from Cognitive Science and CSS are
the most positive regarding LLM intelligence, both
with =~ 45% positive responses. Interestingly, the
most skeptical groups are the respondents who se-
lected “AI” or “Computational Linguistics”. The
vast majority in both groups did not agree that “cur-
rent systems are intelligent” (= 73% and =~ 86%
respectively).

We conducted a similar analysis with respect
to views on the intelligence of future systems,
and found no significant differences among demo-
graphic groups.

Are LLMs as intelligent as other entities? As
discussed in subsection 4.3, we opted for a binary
perspective on whether the current LLM-based sys-
tems are intelligent. However, we also provided
the respondents with the opportunity to rate a wide
range of biological and artificial systems as intel-
ligent or not. The distribution of their answers
is presented in Figure 5. Almost all respondents
stated that humans are intelligent. All biological
entities except amoebas have more respondents rat-
ing them as intelligent, than all artificial systems.
Within the latter, the LLM-based systems are se-
lected as intelligent more often than others (though
the difference is not as significant as between the
biological entities). In the order of number of re-

Figure 5: Number of respondent selecting an entity
when asked whether the entity should be considered
intelligent.

searchers rating various entities as intelligent, the
current LLM-based systems rank between ants
and amoebas. Interestingly, the agentic systems
have slightly fewer supporters than the non-agentic
ones.

5.5 Perspectives on the Field

RQ3: What role, if any, does ones re-
search agenda play in the notion of “in-
telligence”?

Research Agenda. Following the same method-
ology as used in subsection 5.3, we assess whether
the research agenda of the respondents influences
their selection of intelligence criteria and their per-
ception of intelligence of LLM-based systems. We
observe no significant differences with regards to
the former. For the latter, we find that the re-
searchers focusing on the interaction of tech and
society are more likely to ‘strongly disagree’ with
the statement that these systems are intelligent (for
the current systems ¢, = .248, p = .001, for
the future systems ¢, = .187, p = .032). Like-
wise, the researchers who aim at creating intelli-
gent systems are more likely to consider LL.M-
based systems as intelligent (for the current sys-
tems ¢, = .208, p = .004, for future systems
¢ = .216, p = .01). This is an interesting obser-
vation, given the above finding that the respondents
identifying their primary field of research as “Al”
are among the most skeptical about the current sys-
tems. This suggests a dissociation between “Al” as
a research field and “intelligent technology™ as a
research goal.

Perception of what other researchers believe.
We find that ~ 45% of respondents believe that



Research Goal Selection rate

Adding to Scientific Knowledge 72.5%
Creating Intelligent Technology 16.2%
Creating Practically Useful Technology 58.1%
Discussing Tech / Societal Interaction 21.8%
Other 4.6%

Table 4: Overview of respondent research goals. Re-
spondents were allowed to select multiple options.

more (or most) of their peers would agree than
disagree with their notion of “intelligence”. A
further ~ 35% are unsure about the perspective of
their peers. A minority of the respondents believe
that their notion of “intelligence” is in the minority
(=~ 20%).

Tests of Intelligence. The vast majority of re-
spondents (62 %) do not believe that we have a
test adequately measuring ““intelligence””. The
respondents generally rejected all listed options (in-
cluding composite benchmarks, Turing test, IQ and
professional knowledge tests). The option that had
the most support was generalization tests (37%).

Feedback on the survey and additional com-
ments. We received 33 unstructured comments.
A part of them was feedback on the survey. Some
respondents commented that the question options
were too forced, that intelligence is a spectrum (see
subsection 4.3), and a few argued that intelligence
is not a useful concept for assessing neither humans
nor systems.

We also received more general comments to-
wards the discussion of intelligence, including dif-
ferent perspectives on how we could understand
this term as something an entity can have or be-
have according to, rather than something an entity
can be (see Appendix E for a sample of free-text
comments).

6 Discussion

This survey provides concrete numbers to a core
source of confusion in the field: what we mean
when we use the term “intelligence”. While most
papers using this term do not provide a definition,
and many researchers struggle to specify what they
mean (subsection 5.1), we do observe a degree of
coherence. The majority of respondents (> 80%),
regardless of their career stage, primary research
area and occupation, agree that this notion relies
on the criteria of generalization, adaptability and
reasoning (RQ1). The high agreement on these cri-
teria offers the community an opportunity to make

the discussion of “intelligence” more specific, and
encourage evaluation that focuses on them. This
would also be consistent with the fact that general-
ization tests, such as the ARC challenge (Chollet,
2019), was the most selected among respondents
(~ 37%).

Given that there is some consistency to the core
criteria of “intelligence”, we would expect signifi-
cant agreement on whether this term applies to the
current LLM-based systems (RQ2). Indeed, this
is what we find: the majority of respondents are
skeptical about both current (=~ 71%) and future
systems based on a similar technology (=~ 60%)
(subsection 5.4). This skepticism stems in part
from the limitations of current systems to general-
ize and reason (Table 2). Given that most respon-
dents consider these criteria core to the notion of
“intelligence”, they would be expected to be skepti-
cal of definitions that do not rely on these criteria’.

Finally, the results of this survey provide context
for the recent debate on the relation between the
fields of “NLP” and “AI” (Bender, 2024; Goldberg,
2024; Mortensen, 2024). The majority of survey
respondents do not see their goal as creating in-
telligent systems, focusing instead on advancing
the scientific knowledge. However, we found an
interesting correlation between research goals and
beliefs regarding the intelligence of current sys-
tems (RQ3). The respondents who do aim to create
intelligent systems were more likely to attribute
intelligence to both the current and future LLM-
based systems.

7 Conclusion

The term “intelligence” is often used, but rarely
defined in the current research on Large Language
Models. Despite that, we find a high degree of
consensus across research fields that generaliza-
tion, adaptability, and reasoning are key to this
notion. The majority of the survey respondents are
skeptical of applying this term to the current and
future systems based on LLMs. We find that the
senior researchers tend to be more skeptical, and
those respondents whose research agenda aligns
with creating intelligent systems are more likely to
attribute intelligence to current and future systems.
Our results highlight a discrepancy between how
researchers conceptualize intelligence and how this
term is used in public discourse and marketing.

"Notably, OpenAl was reported to define ‘AGI’ in terms
of profit that this technology can yield (Zeft, 2024).



Limitations

Comprehensiveness. Defining “intelligence” is
in many ways an impossible task even in a long-
form text. This study covered only a small subset
of criteria that can be found in existing definitions
of “intelligence” (and for which the scope of this
study would not allow for a full literature review).
As discussed in subsection 4.2, we aimed to present
at least the core criteria, and most of the criteria
we chose are commonly mentioned in the current
literature on LLM-based systems.

Intelligence as a binary attribute. To keep the
survey question complexity manageable, we had
to simplify many questions, including the binary
choice of different criteria as either present or not
present in different systems. Given the difficulty
that our respondents had even with this design (sec-
tion 5), we recommend that future work on this
issue would consider either more focused surveys
that ask fewer questions in greater detail, or a dif-
ferent methodology.

Our Likert scale questions about applicability of
the term “intelligence” to the current/future LLM-
based systems could present it as a variable on a
spectrum, but we opted for the binary presentation
for the reasons outlined in subsection 4.3.

Assumption of coherent notion of ““intelligence”.
Our survey targets the use of the term “intelligence”
by researchers, on the assumption that for each in-
dividual there is a coherent notion underlying their
use of this term. It is possible that this assumption
is false, and researchers use this term differently
for different entities (cf the proposal to consider
LLMs as “a new type of intelligence” by McCoy
et al. (2024)). This possibility necessitates further
research.

Definitions of intelligence criteria. Many of the
criteria we listed, especially “reasoning” and “‘un-
derstanding”, are themselves lacking clear defini-
tions, and merit similar surveys. Hence, while we
can conclude that respondent views on intelligence
criteria are highly coherent, we cannot be certain
that each of the 13 intelligence criteria have the
same definition for every respondent.

Representativeness. The survey respondents
necessarily present only a sample of the researcher
population, which poses questions of its represen-
tativeness. As discussed in subsection 5.2, our sam-
ple is skewed towards academics from the “west-

ern” world, and may not represent the views of
researchers in other regions and organization types.
To mitigate that, we recommend that future work
should identify and reach out to distribution chan-
nels beyond the mailing lists and social media
based in the West.

Selection bias. We acknowledge the possibility
that since the respondents sample is affected by
self-selection bias, drawing the attention of the re-
searchers who are more interested in “intelligence”
than average. Given that, our result of 16.2% re-
spondents who view intelligent systems as a re-
search goal may be an overestimate.

Ethical Considerations

Broader impact This study maps the criteria that
are believed by researchers to be important for
building intelligent systems. The survey merely
provides a snapshot of the sentiment in ‘AI’ related
research communities, but we hope that our results
will help frame the discussion on what intelligence
is and how to develop intelligent systems. It is fur-
ther the hope that our survey can serve as a useful
point of comparison for future studies in a field that
is evolving at a rapid pace.

Personal and sensitive information All re-
sponses were completely anonymous and thus de-
signed to not solicit any personally identifiable in-
formation or fine-grained demographic information
about participants. Since no personal or contact
information was collected, it was not possible to
provide the respondents with the option to with-
draw or alter their responses after the completion
of the survey.

Due to low response-rates for certain subgroups,
the publicly available dataset is curated to remove
some demographic information. In particular, we
remove the gender data, and merge the subdivisions
of geographical regions, so that e.g. both Eastern
and Middle Africa are coded as “Africa”.).

Data and code availability All code used to per-
form statistical tests and report results, as well as
survey data and full questionnaire is included in
the supplementary materials, and will be publicly
available under CC BY-NC 4.0 license upon the
publication of this study.
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A Appendix: Survey Questions

Table 5 provides a full list of survey questions to-
gether with answer options. The survey is also
available as a form in the supplementary materials.

B Appendix: Mailing lists

Table 6 provides a full list of mailing lists to which
the survey was sent.

C Appendix: Geographic Distribution of
Respondents

Figure 6 provides an overview of the geographical
distribution of respondents.

D Appendix: Sankey Diagrams: Belief
Development

Figure 7 showcases the beliefs of subgroups the re-
spondents regarding the intelligence of LLM-based
systems.

E Appendix: Free-text Comments

Table 7 and Table 8 provide a sample of comments
from survey respondents.

E.1 Selected Comments on Criteria of
Intelligence
E.2 Selected General Comments on the

Survey
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ID Question no. of re-

sponses
Q1 What area of research do you consider your primary area? 303
Q1.2 If you also work in another area please select that: 256

Answer options for Q1-1.2: Al Ethics/Governance, Artificial Intelligence, Computational Linguistics,
Computational Social Science, Cognitive Science, Human-Computer Interaction, Information Science,
Machine Learning, Mathematics, Natural Language Processing, Neuroscience, Philosophy, Psycholin-
guistics, Psychology (cognitive, developmental...), Other

Q2 What is your current career stage? 303
Answer options: Senior (faculty or industry), Junior (faculty or industry), Postdoc, Research student
(PhD, MPhil), Other student (Master, Bachelor), Other, Prefer not to say

Q3 In what sector do you currently work? 303
Answer options: Academia, Industry, Government/non-profit, Prefer not to say

Q4 What is your region of origin? 303

Q5 In what region is your primary place of work? 303

Answer options for Q4-5: 22 regions from the UN geoscheme (https://en.wikipedia.org/wiki/
United_Nations_geoscheme)

Q6 Which of the [gender] options best describe you? 303
Answer options: A woman, A man, Other, Prefer not to say, Don’t know
Q7 Which of the criteria are relevant for your use of the term ‘intelligence’? 302

Answer options: Interaction with Environment (physical or virtual), Embodiment (being situated in a
physical environment), Perception (extracting and acting upon useful information from the environment),
Knowledge acquisition (learning, understanding or gaining knowledge and skills), Problem solving (in a
familiar domain), Goal Achievement (accomplishing defined objectives and optimizing for performance
on specific tasks), Reasoning (logical inference - deductive, abductive etc.), Planning (anticipating
future events and organizing actions based on a deliberate strategy), Adaptability (making sense of
new environments and/or handling novel tasks), Generalization (successfully handling new types of
data and situations), Creativity (in your definition of this term), Consciousness (in your definition of
this term), Language understanding (in your definition of this term)

Q8 Do you agree that current LLM-based system are intelligent? 300
Answer options: Strongly disagree, disagree, agree, strongly agree

Q9 Which of the criteria of intelligence are lacking in the current LLM based systems (such as ChatGPT)? 298
Answer options: same as for Q7

Q10  If current LLM-based systems do not satisfy your criteria for intelligence, do you agree that future = 291
systems based on similar technology will?
Answer options: Strongly disagree, disagree, agree, strongly agree

Q11  Which of the following [entities] would you consider intelligent? 299
Answer options: Average human adults , Cats, Ants, Amoebas, Current ‘narrow’ systems performing
a specific task (e.g. chess, protein structure prediction), Current autonomous robotic systems (e.g.
self-driving cars), Earlier chatbot system (e.g. customer support bots), Current LLM-based chatbot
systems (e.g. ChatGPT), Current autonomous LLM-based agents (e.g. based on ChatGPT), None of
the above

Q12  To what extent, is your notion of intelligence shared by other researchers in your field? 298
Answer options: Most would agree with me, More would agree than disagree, More would disagree
than agree, Most would disagree with me, Unsure

Q13 Which of the following tests, if any, do you believe measure intelligence 299
Answer options: Human preference ranking of outputs of different models, Tests for measuring human
intelligence, such as standardized 1Q tests , Tests for measuring human professional knowledge, e.g.
SAT or medical exam questions, Average scores on composite benchmarks for LLMs such as MMLU or
BIG-bench, The Turing test, Generalization tests (focusing on differences between training and test
distributions), Other (please specify), I do not believe that we currently have such a test

Q14  Which of the following options are the best description of your research goals? 296
Answer options: Creating technology that qualifies for my notion of ‘intelligence’, Creating technol-
ogy that is practically useful, Documenting/critiquing the interaction between technology and the
society/ecosphere, Adding to the knowledge/scientific understanding of the phenomenon I study (e.g.
cognition, language, technology, society etc.), Other

Table 5: Overview of questions as phrased in the survey and number of respondents who completed each question
(out of 303 respondents who made it to the end of the survey). The questions with multi-choice answer options were
presented in the randomized order, with “Other” position fixed at the end.
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Mailing List Link

ML News https://groups.google.com/g/ml-news
Corpora List https://list.elra.info/mailman3/hyperkitty/list/corpora@list.elra.info/
EUcog News https://groups.google.com/g/eucog-general-news

Sys. Neuroscience | https://groups.google.com/g/systems-neuroscience

Neural Ensemble https://groups.google.com/g/neuralensemble

Connectionist https://mailman.srv.cs.cmu.edu/mailman/listinfo/connectionists
ACL portal https://www.aclweb.org/portal/

Table 6: Overview of mailing lists used to distribute the survey.
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Figure 6: Geographical distribution of survey respondents. Most respondents are from the “western” world, although
more respondents are originally from e.g. Asia and Africa than currently work in those regions.
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Figure 7: Sankey diagrams showing the different beliefs of researchers regarding the intelligence of current LLM-
based systems (on the left) and future systems based on similar technology (on the right).
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Comment ID  Text

C1 Emotional capacity, understanding and feeling a sense of qualia, and having some sense of human-
ness/mammalness that invokes/evokes responses similar to carbon based life-forms. I'm keeping this
to Carbon based emulation because other loose forms of consciousness becomes very unbounded and we
don’t have sufficient tools or language yet to describe or understand it.

C2 Abstraction: being able to make a new concept that abstracts the core similarities of the underlying group.
If using LLMs as an example, then imagine a vector that is able to be decoded into a new never before seen
token. This is to be differentiated from generalisation.

C3 Many of these are relevant to “intelligence”, but they each sit on a spectrum. So determining “intelligence”
isn’t generally going to be a box-ticking exercise.
C4 The notion of “intelligence” itself is deeply problematic, with origins in eugenics and racism. The idea that

people (and other beings) can be ranked according to such a property is abhorrent. The survey did not let
me choose none of them, so I chose some, but under duress.

(65 I’'ve answered this under what I think of as "weak intelligence," where consciousness isn’t required but
some abstract reasoning is required.

Table 7: Selected free-text comments from the survey participants that focus on the criteria and definitions of
intelligence.

Comment ID  Text

C1 Some of the questions forced me to an oversimplification. I understand that this is, to some extent, necessary
to produce immediate answers, and you cannot expect a treatise on the topic from every participant. However,
adding more “unsure” or “it depends” options could have helped.

C2 Because each dimension of intelligence is a matter of degree, I can’t answer yes/no questions about whether
something is intelligent despite your efforts to force me to do so. Hence, most of the questions on this page
are poorly formulated. LLMs, for example, are more broadly knowledgeable and have better language
comprehension than any previous system. They are more intelligent along these dimensions than other
systems. But there is no threshold that separates "intelligent" from "unintelligent".

C3 To me, intelligence is a spectrum — humans and other animals can be more or less intelligent, and it is
difficult to draw a line. I think this spectrum is, by definition, centered around *human* intelligence, and so
it is easier to place something on the spectrum if it behaves more like humans. LLMs do not behave in a
very human-like manner, so it is difficult to measure their intelligence.

C4 I actually think that “intelligence” is not a useful concept to assess human and animal cognition, not is it a
useful concept to assess Al systems. Human and animal cognition have quite specific properties that cover
a range of needs (orienting action at objects/other beings, social competence, learning from experience,
etc). These can be assessed in ways known from psychology and neuroscience. Artificial agents typically
have much narrower ranges of skills or properties. It may be misleading to measure and compare these to
organisms through a single concept.

C5 Systems that pass the Turing test may not actually BE intelligent, but maybe the distinction between
intelligence and not becomes meaningless at a certain point? Awareness, empathy and altruism are key
elements in (my interpretation of) intelligence, and I seriously doubt that we will see all three traits combined
in a silicon 'mind’ anytime soon.

Table 8: Selected free-text comments from the respondents on the general considerations on the criteria, on how to
think about “intelligence”, and general concerns regarding the discussion.
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