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Abstract

The increasing demand for the deployment of001
LLMs in information-seeking scenarios has002
spurred efforts in creating verifiable systems,003
which generate responses to queries along with004
supporting evidence. In this paper, we ex-005
plore the attribution capabilities of plan-based006
models which have been recently shown to im-007
prove the faithfulness, grounding, and control-008
lability of generated text. We conceptualize009
plans as a sequence of questions which serve010
as blueprints of the generated content and its011
organization. We propose two attribution mod-012
els that utilize different variants of blueprints,013
an abstractive model where questions are gen-014
erated from scratch, and an extractive model015
where questions are copied from the input. Ex-016
periments on long-form question-answering017
show that planning consistently improves at-018
tribution quality. Moreover, the citations gen-019
erated by blueprint models are more accurate020
compared to those obtained from LLM-based021
pipelines lacking a planning component.022

1 Introduction023

Large language models (LLMs) have demonstrated024

remarkable abilities to engage in creative conversa-025

tions (Thoppilan et al., 2022; OpenAI, 2023), sum-026

marize information from contextual cues (Goyal027

et al., 2022; Zhang et al., 2023), and deliver zero-028

shot performance on a wide range of previously un-029

seen predictive and generative tasks (Brown et al.,030

2020; Chowdhery et al., 2022). They are also be-031

coming increasingly useful in information-seeking032

scenarios, ranging from answering simple ques-033

tions (Roberts et al., 2020; Rae et al., 2021) to gen-034

erating responses to search-like queries (Nakano035

et al., 2021; Menick et al., 2022).036

The increasing demand for the deployment of037

LLMs in information-seeking scenarios has further038

spurred efforts in creating verifiable systems, which039

generate responses to queries along with support-040

ing evidence. The evidence can take the form of041

a URL pointing to a short segment of text which 042

supports an answer (Bohnet et al., 2022), an attri- 043

bution report with evidence snippets (Gao et al., 044

2022), quotes cited verbatim from pages retrieved 045

from a search engine (Menick et al., 2022), and 046

references to passages extracted while browsing 047

(Nakano et al., 2021; Gao et al., 2023). In fact, this 048

last type of evidence has been recently adopted in 049

the form of in-line citations by commercial search 050

engines such as BingChat1 and perplexity.ai2. 051

Regardless of how the evidence is presented, re- 052

cent approaches tend to rely on a retrieval system 053

(e.g., a commercial search engine) to obtain pas- 054

sages relevant to a query, while an LLM conditions 055

on them to generate a response (Menick et al., 2022; 056

Nakano et al., 2021; Bohnet et al., 2022). Other 057

work generates an answer to the input query first 058

and subsequently retrieves relevant evidence in a 059

post-processing step (Bohnet et al., 2022). Alterna- 060

tively, the retrieved evidence can be used to further 061

revise the generated response rendering it more 062

consistent with the evidence (Gao et al., 2022). 063

Despite recent efforts, it remains an open ques- 064

tion how to best develop models with a built-in 065

mechanism for attribution to external evidence. A 066

related question is whether said mechanism con- 067

tributes to generating more factually faithful out- 068

put. Large-scale evaluation studies paint a worry- 069

ing picture. Liu et al. (2023b) find that long-form 070

responses from existing search engines frequently 071

contain unsupported statements or inaccurate cita- 072

tions, while Bohnet et al. (2022) show that model 073

performance on attribution varies greatly (between 074

46% and 71%) across different architectures for the 075

simpler question answering task. 076

In this paper, we explore the attribution capa- 077

bilities of plan-based models which have been 078

shown to be less prone to hallucinations and more 079

controllable (Moryossef et al., 2019; Puduppully 080

1https://bing.com/new
2https://perplexity.ai
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Figure 1: Query (top), followed by most relevant (abridged) passages, and summaries (bottom) with in-line
citations. Summary (a) is the output of a vanilla sequence-to-sequence model trained to generate long answers
with citations. Summaries (b) and (c) are the output of models with abstractive and extractive plans, respectively.
Citations for plan-based models can have different formats (e.g., references to the question plan; see Section 4.2).

et al., 2019; Narayan et al., 2021, 2023; Huot et al.,081

2023b,a). We focus on long-form question answer-082

ing (Fan et al., 2019; Vig et al., 2022; Xu and Lap-083

ata, 2022) which aims to generate summaries from084

a set of passages that answer a specific query. We085

simulate how a search engine might synthesize pas-086

sages of high relevance to a user query by assuming087

access to a retriever, and some way of verifying the088

output, i.e., by citing sources (see Figure 1). Our089

models operate on retrieved passages and learn090

to plan and generate summaries with attribution.091

On account of being more expressive, plan-based092

models allow us to formalize different forms of at-093

tribution, e.g., plans can be verified via citations to094

passages, while summaries can be verified through095

citations to the plan, passages, or both.096

Our models conceptualize text plans as a se-097

quence of questions operating as blueprints for 098

generation, determining what to say and in which 099

order (Narayan et al., 2023; Liu et al., 2023a; Huot 100

et al., 2023b). Questions as a planning mechanism 101

are ideally suited to attribution, since they provide 102

a natural link between retrieved passages and their 103

summaries. We define two models which differ on 104

whether the question-based plan is generated (see 105

Figure 1(b)) or copied from input passages (Fig- 106

ure 1(c)) and explore whether explicit planning has 107

any bearing on citation quality. Our contributions 108

can be summarized as follows: 109

• We develop automatic methods to annotate 110

training data with plans and citations, and fine- 111

tune several Transformer models (Vaswani 112

et al., 2017) to generate attributed text.3 113

3Our data and code are available from xxx.yyy.zzz.
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• Experimental results on the AQuAMuSe114

dataset (Kulkarni et al., 2020) demonstrate115

that plans consistently improve attribution116

quality. Furthermore, summary quality im-117

proves with an extractive blueprint model.118

• Out-of-domain experiments on the ALCE119

benchmark (Gao et al., 2023) show that, once120

acquired, attribution is a robust skill (across121

information-seeking tasks). In terms of at-122

tribution quality, our models are competitive123

with (and sometimes better than) pipelines124

that heavily rely on large language models.125

2 Related Work126

LLMs have made significant advances in recent127

years in generating high quality natural language128

responses (Brown et al., 2020; Chowdhery et al.,129

2022). Despite impressive capabilities, they also130

demonstrate high levels of opacity: it is unclear131

where the information they generate comes from,132

which can undermine their trustworthiness (Cheng133

et al., 2022).134

A variety of techniques aim to remedy this by135

building language models that provide references136

to support generated text. The majority of existing137

work has focused on models which learn to gener-138

ate citations. For example, Nakano et al. (2021) and139

Menick et al. (2022) use reinforcement learning140

from human preferences to train language models141

to answer questions and provide supporting evi-142

dence (in the form of retrieved snippets). Bohnet143

et al. (2022) generate both an answer and a URL to144

a web page from which a paragraph is subsequently145

selected as support for the answer. They also ex-146

periment with attribution as a post-processing step147

where no learning is involved and use retrieval to148

select sources supporting their model’s output.149

Along similar lines, Gao et al. (2022) propose150

a two-stage approach where generated text is first151

post-edited to be made attributable (to web con-152

tent) and then revised accordingly. In addition to153

modeling, efforts have been also directed to the154

creation of evaluation protocols and benchmarks155

for assessing whether a statement is supported by156

provided evidence (Rashkin et al., 2021; Bohnet157

et al., 2022; Liu et al., 2023b).158

Our work focuses on plan-based models which159

have been shown to be less opaque and more160

controllable (Moryossef et al., 2019; Puduppully161

et al., 2019; Narayan et al., 2021, 2023; Huot162

et al., 2023b). We draw inspiration from Narayan163

et al. (2023) who formulate plans as a sequence 164

of question-answer pairs. However, their models 165

vary from ours in several respects: (a) they do not 166

perform attribution or use a retrieval step to find 167

relevant passages; (b) in our information seeking 168

setting, we express plans as a sequence of questions 169

only, whose answers can be found in (cited) pas- 170

sages; (c) we introduce extractive blueprint models 171

wherein attribution comes for free (the questions 172

express the content of input passages). 173

3 Problem Formulation 174

We follow a formulation of query-focused summa- 175

rization common in the literature (Xu and Lapata 176

2020; Vig et al. 2022; inter alia). Let q denote 177

an information-seeking request (e.g., “What is so 178

special about the pulmonary arteries and veins?” 179

in Figure 1) and P = {p1, . . . , pn} be a set of 180

passages most relevant to q (see top left in Fig- 181

ure 1). We adopt a two-step approach where k most 182

relevant passages are first retrieved and possibly 183

reranked based on the query alone, and then fed to 184

a secondary model which synthesizes the passages 185

into a final summary S = {s1, . . . , sm} consist- 186

ing of sentences si. An attributed summary fur- 187

ther includes supporting evidence. For the sake of 188

simplicity, we assume this is expressed by embed- 189

ded in-line citations (see bottom left in Figure 1). 190

Each si has a set of citations Ci = {ci,1, . . . , ci,k} 191

where ci,j is a passage ID signifying that sentence i 192

is citing said passage. For the summary (a) in Fig- 193

ure 1, C1 = {[1]}, and C2 = {[2]}. 194

In the following we first explain how to train a 195

sequence-to-sequence model to generate citations, 196

and then describe the proposed plan-based models. 197

3.1 Sequence-to-Sequence Model 198

Datasets for query-focused summarization such 199

as AQuAMuSe (Kulkarni et al., 2020) or ASQA 200

(Stelmakh et al., 2022) typically consist of 201

queries Q, passages P , and target summaries S. 202

A vanilla sequence-to-sequence model, generates 203

summary S given passages P and query q, hence 204

modeling the conditional probability p(S|P, q). In 205

the case of attributed generation, the model is 206

trained on summaries with citations assumed to 207

be part of the summary’s token vocabulary. In Fig- 208

ure 1, the query, passages, and summary (a) with 209

in-line references to passages [1] and [5] would 210

constitute a training instance for this model. 211

In order to generate text with attribution, we 212
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must somehow annotate target summaries with ci-213

tations. In experiments, we obtain silver-standard214

citations, by measuring the entailment between pas-215

sage pj ∈ P as the premise and sentence si ∈ S216

as the hypothesis. We annotate Si with ci,j for the217

passage pj with the highest entailment score (see218

Section 4.1 for more details).219

3.2 Blueprint Models with Attribution220

Narayan et al. (2023) formalize three types of221

blueprint models, which are purportedly suited to222

different generation tasks (e.g., long vs short out-223

put/input). We repurpose their end-to-end variant224

as it is a straightforward extension of the standard225

approach described above. Our model encodes226

query q and passages P , and then generates, B;S,227

the concatenation of blueprint B and output sum-228

mary S in one decoding step. We define B as a set229

of questions B = {b1, . . . , bk} that are answered230

in S and act as a proxy for content selection and231

planning. This definition is more flexible (com-232

pared to question-answer pairs), as we do not re-233

quire answers to be extracted from passages, and234

are not limited to a specific style of answers or235

questions such as those manifested in SQuAD (Ra-236

jpurkar et al., 2018). Questions can be more general237

while answers can be abstractive, and represent a238

variety of syntactic constructs beyond noun phrases239

(e.g., verbs, clauses, even sentences).240

We assume the model has access to training241

data consisting of queries, passages, blueprints,242

and summaries (See Figure 1). Blueprints are243

not generally available, we explain how we obtain244

these automatically in the next section and define245

two blueprint models: an abstractive model (Fig-246

ure 1(b)) and an extractive model (Figure 1(c));247

these differ on whether the question-based plan is248

generated or copied from the input.249

Abstractive Model We augment the training250

data with blueprints by generating questions for251

each target summary. We adopt an overgenerate-252

and-rank strategy, generating multiple questions to253

be filtered based on their overlap with the summary.254

A challenge with blueprint models is that the255

output may be answering a mix of general and256

specific questions. To avoid generating only one257

style of question, we employ two datasets origi-258

nally developed for question answering, namely259

SQuAD (Rajpurkar et al., 2018) and Natural Ques-260

tions (Kwiatkowski et al., 2019b). QA datasets typ-261

ically consist of question/paragraph/answer triples262

but can be repurposed for question generation; to 263

produce general-purpose questions, we assume the 264

paragraph is the input and the question is the out- 265

put, while for more specific questions, we con- 266

catenate the paragraph with the sentence where 267

the answer span is found and the model’s aim is 268

to generate a question for the specific answer. We 269

fine-tune T5-3B (Raffel et al., 2020) to obtain these 270

two flavors of question generation models (see Ap- 271

pendix A for training details). 272

For each question generation model, we sam- 273

ple (using beam search) 10 questions per sentence 274

and another 10 per summary so as to have a di- 275

verse question set. For each summary sentence, 276

we then select the question with the highest lex- 277

ical overlap from the set of questions specific to 278

that sentence and the set of summary-level ques- 279

tions. Blueprint questions are sorted according to 280

the order of appearance of their corresponding sum- 281

mary sentences. We add a special character in the 282

blueprint (– in Figure 1) to delineate the questions 283

corresponding to each sentence. We provide an 284

example of how questions are generated and subse- 285

quently filtered in Appendix C. 286

Extractive Model In the extractive model, the 287

questions align more closely with the input 288

passages. Specifically, we explicitly verbal- 289

ize the questions each passage might answer, 290

i.e., Pext = {(p1,Q1), . . . , (pn,Qn)}, where pi 291

are retrieved passages and Qi corresponding ques- 292

tions. Blueprint B then consists of a subset of 293

questions whose answers are found in the input. 294

The extractive model is functionally equivalent to 295

the abstractive one, the only difference being that it 296

encodes passages Pext (instead of P). This model 297

also outputs B;S, however, the decoder learns to 298

copy questions from the input in order to con- 299

struct B. The extractive model has two advantages. 300

Firstly, it reduces the risk of hallucinations and 301

irrelevant information since the questions are di- 302

rectly copied from the input. Secondly, attribution 303

comes for free, as we know which passage gave 304

rise to which questions (see Figure 1). An obvious 305

drawback is computational efficiency, as questions 306

must be generated for every input passage. 307

We create a large number of questions for each 308

passage using the same generation models de- 309

scribed above. We then greedily select five ques- 310

tionsQi for each pi such that they have highest lex- 311

ical overlap with the passage and minimal overlap 312

with each other. Subsequently, we construct the ex- 313
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tractive blueprints under the assumption that their314

questions ought to be aligned to the input passages315

and output summary. We first discard questions316

that cannot be answered in the target summary us-317

ing an answerability classifier, a T5 model trained318

on a repurposed version of SQuAD v2 (Rajpurkar319

et al., 2018) that predicts whether a question can be320

answered by a passage (see Appendix B for train-321

ing details). The remaining questions are compared322

against the target summary and for each sentence323

we select a question based on lexical overlap. As in324

the abstractive model, a special character is added325

to mark which blueprint questions correspond to326

which sentences (see Appendix C for an example).327

4 AQuAMuSe Experiments328

4.1 Experimental Setting329

Data The bulk of our experiments use AQuA-330

MuSe (Kulkarni et al., 2020), a long-form ques-331

tion answering dataset, which simulates how a332

search engine might synthesize documents of high333

relevance to a user query. It consists of queries334

taken from Natural Questions (Kwiatkowski et al.,335

2019a), passages from Common Crawl, and multi-336

sentence summaries from Wikipedia. We use the337

splits released in Kulkarni et al. (2020) which con-338

tain 6,599, 714, and 849 examples for training,339

development, and testing, respectively. The aver-340

age query/response length is 9.2/107.3 words, and341

the number of input passages is 10.342

All our models operate on the same passages343

which are reranked using T5-R (Huebscher et al.,344

2022), a T5 11B-based encoder trained with a clas-345

sification loss on the MS MARCO dataset (Nguyen346

et al., 2016). T5-R reorders passages p ∈ P based347

on their relevance with query q. Target summaries348

in AQuAMuSe (Kulkarni et al., 2020) were an-349

notated with in-line citations (see summaries in350

Figure 1) using an entailment classifier (T5-11B;351

Raffel et al. 2020) fine-tuned on the ANLI dataset352

(Nie et al., 2020); neutral and contradicting pairs353

were classified as non-entailing (Honovich et al.,354

2022a). We consider citations part of the sum-355

mary’s token vocabulary, but exclude them when356

evaluating summary quality.357

Comparison Models We compare several mod-358

els, examining how attribution and planning inter-359

act: a sequence-to-sequence baseline which does360

not have a plan or perform attribution (−Blueprint361

−Attribution); a model which generates citations362

without a blueprint (−Blueprint +Attribution; 363

Section 3.1); its mirror image, i.e., a model 364

with a blueprint (abstractive or extractive) but no 365

attribution (+BlueprintA|E −Attribution); and a 366

blueprint model with attribution (+BlueprintA|E 367

+Attribution). In all cases, we fine-tune a LongT5 368

model (Guo et al. 2022, 3B parameters). 369

Evaluation Metrics We evaluate the quality of 370

the summaries and for models that output citations 371

whether these are correct. We measure the sum- 372

mary’s relevance using ROUGE-L4 (Lin, 2004) 373

which computes the longest common subsequence 374

between output summaries and reference text. We 375

perform this comparison after removing any cita- 376

tions present in the response. 377

We quantify the extent to which generated sum- 378

maries are faithful to their input using textual en- 379

tailment (Maynez et al., 2020; Falke et al., 2019; 380

Narayan et al., 2022; Honovich et al., 2022b). Our 381

classifier is trained on the Adversarial NLI dataset 382

(Nie et al., 2020); for each sentence in the summary, 383

we check whether it is entailed by the input pas- 384

sages (and report the average across all sentences 385

to obtain an overall score). Again, we remove cita- 386

tions from the output to measure faithfulness. 387

In addition, we evaluate citation quality by 388

checking whether the citations mention the right 389

passages. We extend AutoAIS (Bohnet et al., 2022), 390

a recently proposed metric for automatically mea- 391

suring the attribution of short answers (in a QA set- 392

ting). For long-form responses, we take sentences 393

with in-line citations and check whether these are 394

entailed by all the passages they cite (Amplayo 395

et al., 2023). We then report the proportion of en- 396

tailed sentences. We use the same ANLI classifier 397

(Nie et al., 2020) described above. 398

For blueprint models, we would additionally ex- 399

pect the plan to convey information relayed by the 400

input passages. There is no point in introducing 401

an intermediate representation if it does not facili- 402

tate grounding to the input. We measure blueprint 403

quality, by leveraging an answerability classifier 404

(see Appendix B for details) that checks whether 405

a question is answered by a passage. We report 406

the proportion of questions in the blueprint that are 407

answered by the passages it references. Questions 408

in the blueprint cite passages implicitly through 409

their respective summary sentences. Recall that 410

by construction there is a one-to-one correspon- 411

dence between blueprint questions and summary 412

4https://pypi.org/project/rouge-score/
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Retrieval-based Models ROUGE-L ANLI

−Blueprint −Attribution 63.80 87.20
+BlueprintA −Attribution 64.17 87.88
+BlueprintE −Attribution 72.25 87.92

−Blueprint +Attribution 63.72 86.73
+BlueprintA +Attribution 63.49 88.05
+BlueprintE +Attribution 72.98 88.01

Table 1: AQuAMuSe results: summary quality.

Retrieval-based Models Answerability AutoAIS

−Blueprint +Attribution — 72.64
+BlueprintA +Attribution 92.27 74.16
+BlueprintE +Attribution 97.97 74.35

Table 2: AQuAMuSe results: attribution quality.

sentences (which in turn cite input passages).413

4.2 Results414

The extractive blueprint performs best across415

evaluation metrics. Table 1 presents our results416

on AQuAMuSe when evaluating summary rele-417

vance and faithfulness. In the first block we com-418

pare models that do not generate citations. As419

can be seen plan-based models deliver better sum-420

maries in terms of ROUGE-L, with slightly en-421

hanced faithfulness (see ANLI column), with the422

extractive blueprint model taking the lead. Our423

blueprint models are overall better compared to424

Narayan et al. (2023), achieving a new state of the425

art in the AQuAMuSe dataset. However, as men-426

tioned earlier, the two approaches are not directly427

comparable as they differ in terms of the input they428

expect and blueprint definition. In the second block429

of Table 1 we compare models with an attribu-430

tion mechanism. In general, faithfulness increases431

for plan-based models and relevance improves by432

10 points for the extractive blueprint model.433

In Table 2 we evaluate attribution quality for434

models which output citations. We observe gains435

in AutoAIS for our blueprint models over perform-436

ing attribution without a plan. Attribution quality437

is slightly higher for the extractive model, which438

also creates more grounded blueprints, 97.97% of439

the questions are answered by the passages it refer-440

ences. We show example output in Appendix H.441

The extractive blueprint generates the most ab-442

stractive summaries. We investigate the hypoth-443

esis that blueprint models might perform better444

0 10 20 30 40 50 60 70 80

0.2

0.4

0.6

0.8

n-gram size

%
un

iq
ue
n

-g
ra

m
s

−Blueprint +Attribution
+BlueprintA +Attribution
+BlueprintE +Attribution

Figure 2: Unique n-grams in generated summary.

simply because it is easier for them to copy sen- 445

tences or passages from the input. In Figure 2 446

we evaluate the proportion of unique n-grams 447

in the generated summary (compared to the in- 448

put passages) for different n-gram sizes (where 449

n = {3, 5, 10, 20, 40, 80}) for the +Attribution 450

models in Table 1. As can be seen, the extrac- 451

tive model generates the most abstractive responses, 452

while the−Blueprint baseline copies longer chunks 453

of text from the input. This suggests that blueprints 454

help models consolidate information from multiple 455

sources, while still being faithful to the input. 456

Blueprint plans allow us to define different ci- 457

tation formats. Our experiments have so far 458

adopted in-line citations as a common format for 459

all models. We now explore alternatives which 460

are unique to our plan-based models and exam- 461

ine whether these have any bearing on perfor- 462

mance. Specifically, we (a) augment in-line pas- 463

sage citations with references to blueprint ques- 464

tions; (b) place in-line citations in the blueprint 465

(after each question) rather than in the output sum- 466

mary; and (c) have implicit citations for extractive 467

models only; in this case, we do not generate any ci- 468

tations but attribution can be inferred on the basis of 469

the questions being aligned to summary sentences 470

and copied from the input passages. Figure 3 shows 471

examples and definitions of these formats. 472

Table 3 reports results on plan quality (checking 473

whether the questions can be answered by the cited 474

passages) and citation correctness (AutoAIS). We 475

see that formats assuming an explicit connection 476

between passages and questions improve answer- 477

ability, however, at the expense of AutoAIS. Over- 478

all, in-line citations strike the best balance between 479

answerability and faithfulness. We further examine 480

the quality of blueprint plans in Appendix D. 481

Human evaluation corroborates automatic at- 482

tribution results. In addition to automatic eval- 483
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The pulmonary veins are the
veins that transfer oxygenated 
blood from the lungs to the heart 
[5]. The largest pulmonary veins 
are the four main pulmonary 
veins, two from each lung that 
drain into the left atrium of the 
heart [1]. 

The pulmonary veins are the
veins that transfer oxygenated 
blood from the lungs to the heart 
[5]. The largest pulmonary veins 
are the four main pulmonary 
veins, two from each lung that 
drain into the left atrium of the 
heart [1].

What are the veins that transfer 
oxygenated blood from the lungs 
to the heart called?
—
Where do the four main 
pulmonary veins drain into?

What are the veins that transfer 
oxygenated blood from the lungs 
to the heart called?
—
The pulmonary veins drain blood 
from the lungs back into which 
part of the heart?

The pulmonary veins are the
veins that transfer oxygenated 
blood from the lungs to the heart 
[Q1, 5]. The largest pulmonary 
veins are the four main 
pulmonary veins, two from each 
lung that drain into the left 
atrium of the heart [Q2, 1]. 

Q1: What are the veins that 
transfer oxygenated blood from 
the lungs to the heart called?
—
Q2: Where do the four main 
pulmonary veins drain into?

The pulmonary veins are the
veins that transfer oxygenated 
blood from the lungs to the 
heart. The largest pulmonary 
veins are the four main 
pulmonary veins, two from each 
lung that drain into the left 
atrium of the heart.

What are the veins that transfer 
oxygenated blood from the lungs 
to the heart called? [5]
—
Where do the four main 
pulmonary veins drain into? [1]

The pulmonary veins are the
veins that transfer oxygenated 
blood from the lungs to the 
heart. The largest pulmonary 
veins are the four main 
pulmonary veins, two from each 
lung that drain into the left 
atrium of the heart.

What are the veins that transfer 
oxygenated blood from the lungs 
to the heart called?
—
The pulmonary veins drain blood 
from the lungs back into which 
part of the heart?

In-line Citations Question Citations Blueprint Citations In-line Citations Implicit Citations

b1 . . . bk Q1: b1 . . . Qk: bk b1 [c] . . . bk [c] b1 . . . bk b1 . . . bk
s1 [c] . . . sm [c] s1 [Q1, c] . . . sm [Qk, c] s1 . . . sm s1 [c] . . . sm [c] s1 . . . sm

Figure 3: Blueprints (top), corresponding summaries (bottom), and different citation formats: bi is a blueprint ques-
tion, si is a summary sentence and c,Q are citations. Abstractive/extractive blueprints are colored in blue/purple.

+BlueprintA +Attribution Answer AutoAIS

In-line Citations 92.27 74.16
Question Citations 92.95 60.86
Blueprint Citations 93.67 61.49

+BlueprintE +Attribution Answer AutoAIS

In-line Citations 97.97 74.35
Implicit Citations 98.20 63.79

Table 3: Results for different citation formats.

uation, we conducted a human study to assess the484

attribution quality of our models. Participants were485

asked (see Appendix E for details on our instruc-486

tions and study) to verify whether the citations in487

the generated summaries are correct, classifying488

each sentence as fully supported (FSupp) by the489

referenced passages, partially supported (PSupp),490

unsupported (NSupp), or contradictory (Contra).491

We elicited judgments on 50 instances (randomly492

sampled from the AQuaMuse test set) for the sys-493

tems shown in Table 4 (first block). We find that the494

extractive system is perceived as the most accurate495

among attribution models achieving the highest496

proportion of correct citations.497

5 ALCE Experiments498

5.1 Experimental Setting499

Data We further examine whether the attribu-500

tion capabilities of our models transfer to other501

domains, by performing (zero-shot) experiments on502

a recently collated benchmark called ALCE (Gao503

et al., 2023). ALCE contains evaluation sets from504

ASQA (Stelmakh et al., 2022), which focuses on505

ambiguous queries and long-form answers, ELI5506

AQuAMuSe FSupp PSupp NSupp Contra

−Blueprint +Attribution 46.91∗ 5.21 46.91∗ 0.69
+BlueprintA +Attribution 49.41∗ 5.62 43.64 1.33
+BlueprintE +Attribution 58.28 4.10 36.90 0.71

ELI5 & ASQA FSupp PSupp NSupp Contra

Vicuna-13B 43.97∗ 1.88 54.02∗ 0.13
ChatGPT (Vanilla) 76.51∗ 1.95 20.21∗ 1.33
+BlueprintA +Attribution 88.11 3.50 7.51 0.88

Table 4: Proportion of sentences with citations Fully
Supported by the referenced passages, Partially Sup-
ported, Not Supported and in Contradiction. Systems
marked with ∗ are significantly different the model in
bold (p < 0.01, using bootstrap resampling).

(Fan et al., 2019), which focuses on how/why/what 507

questions that require explanations, and QAMPARI 508

(Rubin et al., 2022) where the answers are lists of 509

entities. These datasets were selected such that the 510

answers are factual, long-form, and require infor- 511

mation from multiple sources. In experiments, we 512

use the passages provided by the ALCE benchmark 513

with no further reranking. Details on ALCE and 514

representative examples are in Appendix G. 515

Comparison Models Gao et al. (2023) use 516

ALCE to examine the citation abilities of LLMs. 517

They report experiments with two base LLMs, 518

namely ChatGPT (gpt-3.5- turbo-0301) and 519

LLaMA (Touvron et al., 2023), both of which 520

were prepended with detailed instructions and a 521

few demonstrations for in-context learning. Their 522

ChatGPT pipelines include (a) Vanilla, an end-to- 523

end model where the input is the query and top-5 524

passages; (b) Summarization condenses the pas- 525

sages first with a separate LLM and thus can pro- 526

cess more of them; (c) Snippet extracts snippets 527
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from passages using an LLM; (d) Inline Search,528

where instead of providing passages in the input,529

the LLM calls search in-line whenever needed; and530

(e) Closed Book, where no passages are provided531

and attribution happens post-hoc (i.e., for each532

sentence, find the best passage to cite). LLaMA-533

based pipelines are versions of the Vanilla approach534

described above with either (f) LLaMA-13B, or535

(g) Vicuna-13B (Chiang et al., 2023).5 We compare536

our abstractive model (+BlueprintA+Attribution)537

against these pipelines. We assume that a question538

generation model is not available at transfer time539

to obtain questions for input passages (and create540

blueprints for the extractive model).541

Evaluation Metrics We follow Gao et al. (2023)542

and evaluate system output in terms of correct-543

ness and attribution. Correctness is measured544

differently for each dataset; for ASQA, they cal-545

culate the recall of correct short answers (Stel-546

makh et al., 2022); for ELI5, they use InstructGPT547

(text-davinci-003; Ouyang et al., 2022) to gen-548

erate sub-claims from the target response, and an549

NLI model (TRUE; Honovich et al., 2022a) to pre-550

dict whether the response entails each sub-claim;551

for QAMPARI, they calculate precision and recall552

by checking the exact match to the gold-standard553

list of answers, considering recall to be 100% if554

the prediction includes at least five correct answers555

(Rubin et al., 2022); here, we only use recall to556

measure correctness since precision is calculated557

over a list of predicted answers and our models558

output one long answer (given the AQuAMuSe559

training). Attribution is evaluated using citation560

recall, which determines if the output is entirely561

supported by cited passages, and citation precision,562

which identifies any irrelevant citations. We report563

F1 for metrics that have both precision and recall.564

5.2 Results565

The abstractive blueprint competes with LLMs566

in attribution. Our results are summarized in Ta-567

ble 5. On average, we observe that our model is568

better than competing systems in terms of attribu-569

tion. We suspect this is due to the fact that it has570

been explicitly fine-tuned with outputs that have571

citations, which in turn improves attribution, ren-572

dering the model robust across datasets. In terms of573

correctness, our model performs on average better574

5We did not include systems that additionally use response
reranking and interaction strategies as these are orthogonal
improvements and do not consistently improve performance.

ASQA ELI5 QAMPARI Average
C A C A C A C A

Vanilla (5-psg) 40.4 73.0 12.0 50.5 20.8 20.7 24.4 48.1
Summarization (10-psg) 43.3 65.2 12.3 49.8 22.3 24.6 26.0 46.5
Snippet (10-psg) 41.4 61.1 14.3 47.5 22.9 23.9 26.2 44.2
Inline Search 32.4 58.2 18.6 44.6 18.7 14.9 23.2 39.3

C
ha

tG
PT

Closed Book 38.3 26.7 18.6 15.5 24.7 10.0 27.2 17.4

LLaMA-13B 26.9 12.6 3.9 3.9 9.4 6.9 13.4 7.8
Vicuna-13B 31.9 50.6 10.0 17.4 14.9 12.9 18.9 27.0

LongT5 3B (10-psg)
+BlueprintA +Attribution 33.8 77.8 5.2 60.9 12.9 10.8 17.3 49.8

Table 5: Results on ALCE benchmark: LLM pipelines
and proposed abstractive blueprint model.

than LLaMA-13B but worse than the other sys- 575

tems, which is not surprising as it is applied to 576

new datasets without access to in-domain training. 577

In contrast, comparison LLM pipelines have been 578

exposed to few-shot demonstrations. 579

Humans find Blueprint citations more accurate 580

compared to those produced by LLMs. To fur- 581

ther validate the results in Table 5, we conducted 582

human evaluation comparing ChatGPT Vanilla, 583

Vicuna-13B, and our abstractive blueprint model. 584

Using the same instructions from Section 4.2, we 585

collected judgments over 100 randomly sampled 586

instances (50 from ELI5 and 50 from ASQA).6 As 587

shown in Table 4, our model is perceived to have 588

the most accurate citations, significantly outper- 589

forming both Vicuna-13B and ChatGPT Vanilla. 590

6 Conclusion 591

In this paper we focused on retrieval augmented 592

generation with citations. We explored the attri- 593

bution capabilities of plan-based models and pro- 594

posed different variants depending on how the 595

plans are created (i.e., abstractively or extractively). 596

Our experiments revealed several interesting find- 597

ings. Summary quality improves for blueprint mod- 598

els when these learn to generate citations, both in 599

terms of relevance and faithfulness. Conversely, 600

this is not the case for models without an inter- 601

mediate planning stage, in fact attribution slightly 602

hurts performance (see second line in Table 1). The 603

attribution mechanism is also important; formulat- 604

ing the attribution as in-line citations seems benefi- 605

cial as well as a tight alignment between the input 606

and the blueprint questions. Finally, attribution 607

is a transferable skill for blueprint models, across 608

datasets and information-seeking tasks. 609

6For Gao’s (2023) systems, we use the output from
https://github.com/princeton-nlp/ALCE/tree/main/
human_eval. Appendix F shows results for each dataset.
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Limitations610

In this work, we have focused exclusively on611

encoder-decoder models. Future work could ex-612

plore fine-tuning (on attribution annotations) a613

wider range of models, including decoder-only614

ones. In the future we would further like to explore615

more efficient ways of indexing passages with ques-616

tions, as well as using the questions as an additional617

training signal for improving information retrieval.618

Finally, an important consideration with generative619

models is the problem of misinformation. While620

the work we present here makes a step towards621

improving the faithfulness and factual consistency622

of summarization systems, it is important to note623

that our models still make mistakes, in particular624

in out-of-domain scenarios.625
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A Question Generation Implementation 973

Two question generation models were used to ob- 974

tain questions for input passages and blueprints: 975

one model was trained on SQuAD v2 (Rajpurkar 976

et al., 2018) and another one on Natural Questions 977

(Kwiatkowski et al., 2019b). Both question gen- 978

erators were built on top of a T5 3B (Raffel et al., 979

2020) base model, and expect either of the follow- 980

ing input formats: 981

1. General-Purpose QG, where the model gener- 982

ates a question that can be answered anywhere 983

in the passage: 984

Generate question »> 985

[PASSAGE] 986

2. Sentence-Specific QG, where the model gen- 987

erates a question specific to a sentence in the 988

passage: 989

Generate question »> 990

[PASSAGE] » [SENTENCE] 991

where [PASSAGE] and [SENTENCE] are the passage 992

and the sentence where the answer to the question 993

(to-be generated) is found. 994

B Answerability Classifier 995

Implementation 996

Our answerability classifier repurposes the 997

SQuAD v2 (Rajpurkar et al., 2018) dataset that 998

includes unanswerable questions. Specifically, a 999

T5 11B model is fine-tuned to accept as input a 1000

question and a passage in the following format: 1001

question: [question] context: 1002

[passage] 1003

and to generate Yes as output in cases where 1004

[question] can be answered given [passage] as 1005

context and No otherwise. 1006

C Blueprint Selection Examples 1007

C.1 Abstractive Blueprints 1008

Table 6 shows a small-scale example of how ques- 1009

tions are selected in abstractive blueprints. Given 1010

the summary in the example, we generate three 1011

SQuAD-style questions (marked with subscript Sq) 1012

and three NQ-style questions (marked with sub- 1013

script N ) for each summary sentence. In addi- 1014

tion, we generate three SQuAD and three NQ 1015

summary-level questions, giving us a total of 24 1016
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questions. Note that in our experiments, we use1017

10 SQuAD/NQ questions instead of three. For1018

each sentence, we then select the question with1019

the highest lexical overlap from the union of the1020

sentence-specific and summary-level questions. In1021

our example, the question for S1 is selected from1022

the summary-level set. Finally, we collate these1023

questions together with diacritic – to create the1024

blueprint.1025

C.2 Extractive Blueprints1026

Table 7 shows a small-scale example of how ques-1027

tions are selected in extractive blueprints. For each1028

of the five input passages (10 in our experiments),1029

we generate the same amount of questions using1030

the method described above. That is, for each pas-1031

sage we generate sentence-level and summary-level1032

questions (similar to what is shown in Table 6) us-1033

ing both the SQuAD and the NQ question genera-1034

tion models. We then greedily select five questions1035

for each passage, such that they have the highest1036

lexical overlap with the passage and minimal over-1037

lap with each other. Once we have the passage1038

questions, we are ready to select the questions in1039

the blueprint. We first filter out questions that can-1040

not be answered using an answerability classifier1041

(see Appendix B and AF column in the table). We1042

then select, for each sentence in the summary, the1043

question from with the highest lexical overlap(SS1044

column in the table). Finally, we collated these1045

questions together with diacritic – to create the1046

blueprint.1047

D Grounding and Controllability1048

We further examine whether the planning aspect1049

of the blueprint models remains intact when they1050

are also expected to generate summaries with ref-1051

erences to the input. We measure the extent to1052

which the output is grounded to the blueprint plan1053

using the answerability classifier. Specifically, we1054

check if the questions in the blueprint are answer-1055

able by the summary as a whole and by individual1056

sentences (and report the average). Table 8 shows1057

our results for blueprint models with and without1058

attribution. As can be seen, extractive blueprint1059

models are less grounded compared to their ab-1060

stractive counterparts, even though the former are1061

better at attribution (see Table 2).1062

We further illustrate how to improve the attribu-1063

tion quality of abstractive models, thereby showcas-1064

ing the controllability aspect of blueprint models.1065

We simply remove (post-hoc) generated blueprint 1066

questions that are unanswerable based on the in- 1067

put passages, and then generate the summary using 1068

the filtered blueprint. This post-processing sub- 1069

stantially improves attribution by 7.09 AutoAIS 1070

points (compared to Table 2) while retaining or 1071

marginally improving output quality on other di- 1072

mensions (63.12 ROUGE-L, 89.45 ANLI, 93.08, 1073

Answerability, and 81.25 AutoAIS). 1074

E Experimental Instructions 1075

Figure 4 presents the experimental instructions 1076

used in our human elicitation study. To ensure 1077

high quality annotations, we created a screener test 1078

to determine the raters’ suitability for the task. We 1079

also limited the maximum tasks per annotator per 1080

study to six to avoid annotation fatigue. A total of 1081

108 annotators participated in the elicitation study 1082

for AQuAMuSe, and a total of 88 and 249 annota- 1083

tors participated in the studies for ASQA and ELI5, 1084

respectively. The annotator agreement scores are 1085

as follows: 69.87% on AQuAMuSe, 93.00% on 1086

ASQA, and 89.04% on ELI5. Our annotators were 1087

paid adequately by our suppliers adhering to the 1088

supplier code of conduct. 1089

F Human Evaluation Results on ASQA 1090

and ELI5 1091

Table 10 reports our human evaluation results for 1092

ASQA and ELI5, respectively. Results mostly 1093

align with the combined results in Table 4, showing 1094

that our model significantly produces more accu- 1095

rate citations. 1096

G The ALCE Benchmark 1097

ALCE (Gao et al., 2023) is a collection of datasets 1098

aimed at evaluating LLM citation capabilities. 1099

They contain factual questions which require long- 1100

form answers aggregating information over multi- 1101

ple sources (i.e., 100-word passages). We summa- 1102

rize various statistics on these datasets in Table 9 1103

and describe them below. 1104

ASQA (Stelmakh et al., 2022) focuses on ambigu- 1105

ous questions which have multiple interpretations 1106

(see Table 11 for an example). The questions 1107

were taken from AmbigQA (Min et al., 2020), 1108

while long-form answers were crowdsourced by 1109

synthesizing information from multiple documents. 1110

For ALCE (Gao et al., 2023), ASQA questions 1111

were additionally paired with Wikipedia passages 1112

13



Instructions

In this task, you will be provided with a long Machine-Generated Response to a user’s question(s) along with several Target Sentences and their cited 
Evidence. The Target Sentences should be based on information found within the cited Evidence, however it will often either misrepresent the 
information or will provide additional information not found in the Evidence. 

The purpose of this task is to detect those misrepresentations and/or the additional information as you compare the Target Sentence to the Evidence. 
For task purposes, consider the Evidence reliable. Your job is to read through the Response and then rate the task sentence-by-sentence:

1. To what extent can the Target Sentence be verified by its Evidence?
○ Only use the cited Evidence.
○ Look for information in the highlighted sentence that is “Unsupported” (not contained in the evidence) or “Contradictory” 

(misrepresents the evidence).
○ The Target Sentence can be "Fully" supported by its Evidence even if

■ the sentence rephrases and/or combines information from several pieces of Evidence;
■ the sentence leaves out some information from its Evidence.

2. Mark whether there is irrelevant Evidence cited by the Target Sentence. 
○ An irrelevant piece of Evidence does not support or contradict the Target Sentence in any way. 

Note that:
● The two questions above are purely about a single, highlighted Target Sentence and the Evidence it cites each time. The other sentences in the 

Response should be used as context to understand the Target Sentence.
● The Evidence may be in a language different from that of the Target Sentence. Please evaluate normally in this case if possible, otherwise 

select "Unclear". 
● The Evidence may contain symbolic math or chemistry that is similar, but not identical to that of the Target Sentence. Please navigate to the 

blue link associated with the evidence to evaluate for correctness and equivalence.

Task

Machine-Generated Response:

Multilingual speakers have acquired and maintained at least one language during childhood, the so-called first language. [2] The first language 
(sometimes also referred to as the mother tongue) is acquired without formal education, by mechanisms heavily disputed. [2] Children acquiring 
two languages in this way are called simultaneous bilinguals. [2] Even in the case of simultaneous bilinguals, one language usually dominates the 
other. [1] People who know more than one language have been reported to have better skills at language learning compared to monolinguals, and 
have important economic advantages in their professional career over monolingual individuals. [2]

(1) Target Sentence and Evidence

Multilingual speakers have acquired and maintained at least one language during childhood, the so-called first language.

Evidence:

[2] You learned (or better: you acquired) your mother tongue or your first language as a child without formal teaching. You memorized 
sound and grammar so deeply, that you master the language automatically. When children acquire two languages they are "simultaneous 
bilinguals", generally known as bilingual kids.

Question. To what extent can the Target Sentence be verified by its Evidence?

O  Contradictory: Some information misrepresents the cited Evidence.

O  Unsupported: Some important information is not contained in the cited Evidence; no contradiction.

O  Partially: All important information is supported by the cited Evidence (though some trivial/ minor information is not supported); no 
contradiction.

O  Fully: Everything in the Target Sentence can be verified by the cited Evidence.

O  Unclear: The Target Sentence or Evidence is hard to understand, or can't understand the language, or can't make a choice.

(2) Target Sentence and Evidence

…

Figure 4: Experimental instructions presented to participants during the human elicitation study. The question
repeats for each sentence in the machine-generated response.
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Questions from Summary Sentences
Sentence 1 Questions
QSq,1: What is the purpose of pulmonary veins? S1

QSq,2: What are the pulmonary veins?
QSq,3: What veins transfer oxygenated blood from the lungs to the heart?
QN,1: where does the pulmonary vein carry blood to
QN,2: where does the blood in the pulmonary vein come from
QN,3: where do the pulmonary veins carry blood to
Sentence 2 Questions
QSq,1: How many pulmonary veins are there?
QSq,2: How many pulmonary veins are in each lung?
QSq,3: Where do the four main pulmonary veins drain into? S2

QN,1: where does the blood in the pulmonary vein go
QN,2: where does the pulmonary vein carry blood to
QN,3: where do the pulmonary veins connect to the heart
Sentence 3 Questions
QSq,1: What are pulmonary veins a part of?
QSq,2: The pulmonary veins are a part of what?
QSq,3: What circulation are the pulmonary veins a part of? S3

QN,1: where does the pulmonary vein carry blood to
QN,2: where do the pulmonary veins carry blood to
QN,3: where does the blood in the pulmonary vein go
Summary-Level Questions
QSq,1: What are the veins that transfer oxygenated blood from the lungs to the heart called?
QSq,2: What are the veins that transfer oxygenated blood from the lungs to the heart?
QSq,3: How many main pulmonary veins are there? S
QN,1: where does the pulmonary vein carry blood to
QN,2: where does the blood in the pulmonary vein go
QN,3: where do the pulmonary veins carry blood to
Summary
[The pulmonary veins are the veins that transfer oxygenated blood from the lungs to the heart.]S1 [The largest pulmonary veins
are the four main pulmonary veins, two from each lung that drain into the left atrium of the heart.]S2 [The pulmonary veins are
part of the pulmonary circulation.]S3

Table 6: Abstractive blueprint for an example summary. We split the summary into sentences, and generate a
SQuAD-style question for each (see blocks S1–S3). We also create general-purpose, summary-level questions
(see fourth block). We then select one question per summary sentence from the set of all generated questions.

Questions from Input Passages AF SS
Passage 1 Questions
Q1: what is essential for bringing oxygenated blood from the lungs back to the heart 3
Q2: the pulmonary veins drain blood from the lungs back into which part of the heart 3 S2

Q3: the pulmonary arteries connect the heart to what
Q4: what connects the heart to the lungs and allows the blood to get oxygenated
Q5: what drains blood from the lungs back into the left atrium of the heart 3
Passage 2 Questions
Q1: in the heart-lung circulation, what brings deoxygenated blood from the right side of the heart to the lungs to be oxygenated
Q2: where does the pulmonary artery bring blood back to
Q3: how is oxygenated blood drained back to the heart 3
Passage 3 Questions
Q1: what happens to oxygenated blood when it is pumped through arteries to other parts of the body
Q2: what holds the secret to appropriate functioning of the circulatory and cardiovascular system 3
Q3: what is the function of pulmonary veins in the heart 3
Q4: the body can not live and grow without what 3
Q5: pulmonary veins carry blood from which part of the body 3
Passage 4 Questions
Q1: which pulmonary veins pass behind the right atrium and superior vena cava; the left in front of the descending thoracic aorta
Q2: what are large blood vessels that carry oxygenated blood from the lungs to the left atrium of the heart 3
Q3: the number of pulmonary veins opening into the left atrium can vary between three and how many in the healthy population 3
Q4: the superior pulmonary vein lies in front of and a little below which artery
Q5: what is the anterior surface of the bronchus invested by
Passage 5 Questions
Q1: what are the veins that transfer oxygenated blood from the lungs to the heart called 3 S1

Q2: what is a main function of the pulmonary veins 3
Q3: how many primary pulmonary veins does each lung have 3
Q4: where do the pulmonary veins drain into the heart 3
Q5: what circulation are the pulmonary veins a part of 3 S3

Summary
[The pulmonary veins are the veins that transfer oxygenated blood from the lungs to the heart.]S1 [The largest pulmonary veins
are the four main pulmonary veins, two from each lung that drain into the left atrium of the heart.]S2 [The pulmonary veins are
part of the pulmonary circulation.]S3

Table 7: Extractive blueprint for an example summary. Each passage has at most five questions. We first filter out
questions that cannot be answered based on the summary, using an answerability classifier (see AF column). We
then select at most one question for each summary sentence based on lexical overlap (see SS column).
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Retrieval-based Models Summary Sentences

+BlueprintA − Attribution 96.67 96.49
+BlueprintE − Attribution 91.32 80.06
+BlueprintA + Attribution 97.46 93.64
+BlueprintE + Attribution 91.22 79.97

Table 8: Grounding results for Blueprint Models (with
and without attribution).

(2018-12-20 snapshot) which purportedly con-1113

tained the answers.1114

QAMPARI (Rubin et al., 2022) is an open-domain1115

QA dataset where answers are lists of entities,1116

drawn from different passages. All questions in1117

QAMPARI have at least 5 answers, with an average1118

of 13 answers. Multi-answer questions were auto-1119

matically generated using manually defined tem-1120

plates, answers were collated from Wikipedia, and1121

examples were verified and paraphrased by crowd-1122

workers (see Table 11 for an example). For ALCE1123

(Gao et al., 2023), QAMPARI questions were also1124

paired with Wikipedia passages (2018-12-20 snap-1125

shot).1126

ELI5 (Fan et al., 2019) mostly constists of1127

how/why/what questions that require in-depth long1128

answers and multiple passages as evidence. Ques-1129

tions (and answers) were elicited from the subred-1130

dit Explain Like I’m Five (ELI5) where users are1131

encouraged to provide answers which are compre-1132

hensible by a five year old (see Table 11). For1133

ALCE (Gao et al., 2023), ELI5 questions were1134

paired with passages from Sphere (Piktus et al.,1135

2021), a filtered version of Common Crawl.1136

ALCE (Gao et al., 2023) contains 1,000 ran-1137

domly selected examples from each dataset (devel-1138

opment set). It does not provide training data as1139

it is aimed at assessing the citation capabilities of1140

LLMs.1141

H Example Output1142

Tables 12, 14, and 16 present out-1143

put examples for the baseline system1144

(−Blueprint +Attribution) and our two blueprint1145

variants (+BlueprintA|E +Attribution). Blueprints1146

created by the plan-based systems are respectively1147

shown in Tables 13, 15, and 17. In general, we1148

observe that the baseline system considers a1149

smaller number of input passages when generating1150

its response, while plan-based summaries contain1151

more diverse passage references. As far as1152

the blueprints are concerned, we find that the1153

abstractive system generates (on average) more1154

questions compared to the extractive model and 1155

the reference. Although the questions making up 1156

the blueprints of the two models are not identical, 1157

we see that they cover similar topics. For instance, 1158

in Table 13 the blueprints emphasize topics like 1159

the mean temperatures of a tropical monsoon 1160

climate, its precipitation, dry seasons, and variance 1161

in temperature. 1162
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Dataset Question Type #passages Question Length Answer Length

ASQA Factoid (ambiguous) Wikipedia (21M) 12.5 65.7
QAMPARI Factoid (list) Wikipedia (21M) 10.5 13.0
ELI5 Why/How/What Sphere (899M) 17.4 120.6

Table 9: Datasets in the ALCE benchmark (Gao et al., 2023). Question and Answer Length refer to the average
number of words; for QAMPARI, Answer Length is the average number of answers. Examples are shown in
Table 11.

ASQA FSupp PSupp NSupp Contra

Vicuna-13B 57.87∗ 3.40 38.30∗ 0.43
ChatGPT (Vanilla) 78.02∗ 1.61 18.77∗ 1.61
+BlueprintA +Attribution 88.58 2.75 7.40 1.27

ELI5 FSupp PSupp NSupp Contra

Vicuna-13B 37.57∗ 1.17 61.25∗ 0.00∗

ChatGPT (Vanilla) 75.76∗ 2.12 20.93∗ 1.19
+BlueprintA+Attribution 87.42 4.60 7.67 0.31

Table 10: Proportion of sentences with citations Fully
Supported by the referenced passages, Partially Sup-
ported, Not Supported, and in Contradiction. Sys-
tems marked with ∗ are significantly different from the
model in bold (p < 0.01, using bootstrap resampling).
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ASQA

Q: Who played Bill Weasley in Harry Potter and the Prisoner of Azkaban?
A: The Weasely family is a family of wizards including Molly and Arthur Weasely as well as their seven

children. Richard Fish appeared as Bill briefly in the film adaptation of Harry Potter and the Prisoner of
Azkaban. Domhnall Gleeson, the son of actor Brendan Gleeson (Alastor Moody in the series), played
Bill Weasley in Harry Potter and the Deathly Hallows. Chris Rankin played Percy Weasely and Fred and
George Weasely were played by identical twins James Phelps and Oliver Phelps. Rupert Grint played
Ron Weasely.

QAMPARI

Q: Who won a Coke Zero Sugar 400 competition?
A: Sam McQuagg, Bobby Allison, Fireball roberts, Jimmie Johnson, Tony Stewart, Tim Richmond, Jeff

Gordon, David Ragan, Erik Jones, Tony Stewart, Jamie McMurray, Kyle Busch, Cale Yarborough, Dale
Earnhardt Jr., Brad Keselowski, David Pearson, Dale Jarrett, Jeff Gordon, Tony Stewart, Greg Biffle, A.
J. Foyt, Richard Petty, Justin Haley, Tony Stewart.

ELI5

Q: How does so much of our trash end up in the ocean?
A: Because water flows downhill and very often ends up in rivers which very often end up in oceans. So

when it rains, trash is washed downhill and into streams and rivers and ultimately the ocean.

Table 11: Examples of question-answer pairs from ALCE datasets; input passages are omitted for the sake of
brevity.
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describe the seasonal patterns of the tropical savanna biome

[0] However, unlike most tropical climates, a sizeable amount of precipitation falls during the dry season. In
essence, this version of the monsoon climate generally has less pronounced dry seasons than tropical
savanna climates . . .

[1] Tropical monsoon climates have monthly mean temperatures above 18 ◦C in every month of the year
and feature wet and dry seasons, as Tropical savanna climates do. Tropical monsoon climates however
features its driest month seeing on average less than 60 mm and this latter fact is in direct contrast to a
tropical savanna climate . . .

[2] 64. Tropical wet and dry or savanna climate (Aw) have a pronounced dry season, with the driest month
having precipitation less than 60 mm and less than 1/25 of the total annual precipitation. Example(s) of
areas with this climate is(are) . . .

[3] Tropical monsoon climate, occasionally also known as a tropical wet climate or tropical monsoon and
trade-wind littoral climate in climate classification, is a relatively rare type of climate. Tropical monsoon
climates have monthly mean temperatures above 18 ◦C (64 ◦FF) . . .

[4] The second letter indicates the precipitation pattern—w indicates dry winters (driest winter month
average precipitation less than one-tenth wettest summer month average precipitation. s indicates at least
three times as much rain in the wettest month of winter as in the driest month of summer . . .

−Blueprint +Attribution

Tropical monsoon climate, occasionally also known as a tropical wet climate or tropical monsoon and
trade-wind littoral climate in climate classification, is a relatively rare type of climate. [3] Tropical
monsoon climates have monthly mean temperatures above 18 ◦C (64 ◦F) in every month of the year
and feature wet and dry seasons, as Tropical savanna climates do. [3] Unlike tropical savanna climates
however, a tropical monsoon climate’s driest month sees less than 60 mm (2.36 in) of precipitation. [3]
Also a tropical monsoon climate tends to see less variance in temperatures during the course of the year
than a tropical savanna climate. [3] This climate has a driest month which nearly always occurs at or
soon after the winter solstice for that side of the equator. [3]

+BlueprintA +Attribution

Tropical monsoon climate, occasionally also known as a tropical wet climate or tropical monsoon and
trade-wind littoral climate in climate classification, is a relatively rare type of climate. [3] Tropical
monsoon climates have monthly mean temperatures above 18 ◦C (64 ◦F) in every month of the year
and feature wet and dry seasons, as tropical savanna climates do. [3] Unlike tropical savanna climates
however, a tropical monsoon climate’s driest month sees less than 60 mm (2.36 in) of precipitation. [3]
Additionally, a tropical monsoon climate tends to see less variance in temperatures during the course of
the year than a tropical savanna climate. [1] This climate has a driest month which nearly always occurs
at or soon after the "winter" solstice for that side of the equator. [3] There are generally two versions of
a tropical monsoon climate: Less pronounced dry seasons and Extraordinarily rainy wet seasons and
pronounced dry seasons. [0] Regions with this variation of the monsoon climate typically see copious
amounts of rain during the wet season. [1]

+BlueprintE +Attribution

Tropical monsoon climate, occasionally also known as a tropical wet climate or tropical monsoon and
trade-wind littoral climate in climate classification, is a relatively rare type of climate. [3] Tropical
monsoon climates have monthly mean temperatures above 18 ◦C (64 ◦F) in every month of the year
and feature wet and dry seasons, as tropical savanna climates do. [1] Unlike tropical savanna climates
however, a tropical monsoon climate’s driest month sees less than 60 mm (2.36 in) of precipitation. [3]
Also a tropical monsoon climate tends to see less variance in temperatures during the course of the year
than a tropical savanna climate. [3] This climate has a driest month which nearly always occurs at or
soon after the "winter" solstice for that side of the equator. [3]

Reference Summary

Tropical savanna climate or tropical wet and dry climate is a type of climate that corresponds to the
Köppen climate classification categories "Aw" and "As". [9] Tropical savanna climates have monthly
mean temperatures above 18 ◦C (64 ◦F) in every month of the year and typically a pronounced dry
season, with the driest month having precipitation less than 60 mm and also less than 100 – (total annual
precipitation (mm) / 25) of precipitation. [9] This latter fact is in direct contrast to a tropical monsoon
climate, whose driest month sees less than 60 mm of precipitation but has more than 100 – (total annual
precipitation (mm) / 25) of precipitation. In essence, a tropical savanna climate tends to either see less
rainfall than a tropical monsoon climate or have more pronounced dry seasons. [0]

Table 12: Example responses to an AQuAMuSe query (top) for a sequence-to-sequence model which does not
include plans, two blueprint models, (abstractive and extractive), and gold standard summary. The second block in
the table shows the 5 best retrieved passages in abridged form (only the first sentence is given). Passage questions
are also omitted for the sake of brevity.
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Abstractive Blueprint

Q: what is a tropical monsoon climate occasionally also known as?
Q: what are the monthly mean temperatures of a tropical monsoon climate?
Q: what is the average precipitation in a tropical monsoon climate’s driest month?
Q: a tropical monsoon climate tends to see less variance in temperatures during the course of the year than

what other type of climate?
Q: what month nearly always occurs at or soon after the winter solstice for that side of the equator?
Q: how many versions of a tropical monsoon climate are there?
Q: what do regions with this variation of the monsoon climate typically see during the wet season?

Extractive Blueprint

Q: what type of climate has monthly mean temperatures above 18 ◦C (64 ◦F) in every month of the year?
Q: what type of climate sees less than 60 mm of precipitation in its driest month?
Q: a monsoon climate tends to see more of what than a tropical savanna climate?
Q: what type of climate has less pronounced dry seasons than tropical monsoon climates?
Q: what do regions with less pronounced dry seasons typically see during the wet season?

Reference Blueprint

Q: what is the driest month in a tropical wet and dry or savanna climate?
Q: what type of climate has monthly mean temperatures above 18 ◦C (64 ◦F) in every month of the year?
Q: a tropical monsoon climate’s driest month sees less than what amount of precipitation?
Q: what do tropical wet and dry or savanna climates have a pronounced dry season?

Table 13: Abstractive and extractive blueprints for model summaries shown in Table 12. For comparison, we also
include the blueprint of the reference summary.

difference between regular file and pipe file in unix

[0] Tytower, I think I know what’s the reason of your problem. In old Linux (a.k.a. Old Kerbel version)
named pipes weren’t created by mkfifo command . . .

[1] It is not possible to change the backup destination for third-party tools. For this destination, the only
objects created in the file system are named pipes. Named pipes occupy no space in the file system . . .

[2] The recovery process ends successfully, so I suppose that system correctly read all necessary recovery
parameters from backup catalog. Still, it is confusing looking at the wrong log backup location in
generated SQL recovery statement. . . .

[3] SAP HANA supports certified third party backup tools via the backint interface. Backups are transferred
via pipe from the SAP HANA database to the 3rd party backup agent, which runs on the SAP HANA
database server and then sends the backups to the 3rd party backup server. . . .

[4] This project shows you how to implement your own on-line radio receiver in Linux, using as major basis
the mplayer application . . .

−Blueprint +Attribution

In Unix-like operating systems, a file is a regular file, while a pipe is a named pipe. [0]
+BlueprintA +Attribution

Named pipes are a special type of file system object in Unix-like computer systems. [0] All Unix-like
computer systems include at some point named pipes. [0]

+BlueprintE +Attribution

In Unix-like operating systems, a file is either a regular file or a named pipe. [0] Named pipes are special
files which occupy no space in the file system and can be created and destroyed like any other file. [1]

Reference Summary

In Unix-like operating systems, a file is a regular file, while a pipe is a named pipe. [0]

Table 14: Example responses to an AQuAMuSe query (top) for a sequence-to-sequence model which does not
include plans, two blueprint models, (abstractive and extractive), and gold standard summary. The second block
in the table shows the 5 best retrieved passages in abridged form (only the first couple of sentences are given).
Passage questions are also omitted for the sake of brevity.
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Abstractive Blueprint

Q: what are named pipes a special type of in unix-like computer systems?
Q: what do all unix-like computer systems include at some point?

Extractive Blueprint

Q: what type of files are created when a backup is made to a pipe?
Q: named pipes occupy how much space in the file system?

Reference Blueprint

Q: named pipes are special files that can exist where on the file system?
Q: named pipe special files are made with the command mkfifo as in what ?

Table 15: Abstractive and extractive blueprints for model summaries shown in Table 14. For comparison, we also
include the blueprint of the reference summary.

briefly explain html. what are the essential features of html

[0] HTML is Hyper Text Markup Language – the standard markup language for creating web applications
and pages, and a cornerstone of internet programming. HTML denotes the building blocks of a web
page, such as text, paragraphs, hyperlinks, images, and other items. . .

[1] HTML: Hyper Text Markup Language is the standard markup language used to create webpages and
web applications. HTML represents the structure of a web page with semantic information, images,
interactive forms and other objects. . .

[2] HyperText Markup Language or simply HTML is the markup language used by web developers to create
web pages. It is written in the format of HTML elements containing tags bracketed in angle brackets like
<html> . . .

[3] HTML: HyperText Markup Language, commonly referred to as HTML, is the standard markup language
used to create web pages. HTML is a standardized system for tagging text files to achieve font, color,
graphic, and hyperlink effects on World Wide Web pages. . .

[4] HTML - HyperText Markup Language, commonly referred to as HTML, is the standard markup language
used to create web pages. Web browsers can read HTML files and render them into visible or audible
web pages. HTML describes the structure of a website semantically along with cues for. . .

+BlueprintA +Attribution

HyperText Markup Language, commonly referred to as HTML, is the standard markup language used
to create web pages. [4] Web browsers can read HTML files and render them into visible or audible
web pages. [3] Web browsers do not display HTML tags and scripts, but use them to interpret the
content of the page. [2] HTML describes the structure of a website semantically along with cues for
presentation, making it a markup language, rather than a programming language. [4] HTML elements
form the structure blocks of all web pages. [2] It allows images and objects to be embedded and can be
used to create interactive forms. [2]

+BlueprintE +Attribution

HTML is HyperText Markup Language – a standard markup computer language for representing the
contents of a page of hypertext. [0] Web browsers receive HTML documents from a server and render
them into visible or audible web pages. [4] HTML describes the structure of a web page semantically
and originally included cues for the appearance of the document. [8]

Reference Summary

Hypertext Markup Language (HTML) is the standard markup language for creating web pages and
web applications. [8] With Cascading Style Sheets (CSS) and JavaScript it forms a triad of cornerstone
technologies for the World Wide Web. [5] Web browsers receive HTML documents from a web server or
from local storage and render them into multimedia web pages. [2] HTML describes the structure of a
web page semantically and originally included cues for the appearance of the document. [8]

Table 16: Example responses to an AQuAMuSe query (top) for a sequence-to-sequence model which does not
include plans, two blueprint models, (abstractive and extractive), and gold standard summary. The second block
in the table shows the 5 best retrieved passages in abridged form (only the first couple of sentences are given).
Passage questions are also omitted for the sake of brevity.
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Abstractive Blueprint

Q: what is the standard markup language used to create web pages?
Q: what can web browsers read and render into visible or audible web pages?
Q: what do web browsers use to interpret the content of a page?
Q: what describes the structure of a website semantically along with cues for presentation?
Q: what do html elements form the structure blocks of?
Q: what can be embedded in html and used to create interactive forms?

Extractive Blueprint

Q: what is the standard markup language for creating web applications and pages?
Q: what is a standardized system for tagging text files to achieve font, color, graphic, and hyperlink effects

on world wide web pages?
Q: web browsers receive html documents from a server and render them into what?
Q: html describes the structure of a website semantically along with cues for what?

Reference Blueprint

Q: what is the standard markup language for creating web pages and web applications?
Q: along with html and css, what is a cornerstone technology for the world wide web?
Q: web browsers receive html documents from where?
Q: html originally included cues for the appearance of what?

Table 17: Abstractive and extractive blueprints for model summaries shown in Table 16. For comparison, we also
include the blueprint of the reference summary.
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