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Abstract

Globally interpretable models are a promising approach for trustworthy Al in safety-
critical domains. Alongside global explanations, detailed local explanations are a
crucial complement to effectively support human experts during inference. This
work proposes the Calibrated Hierarchical QPM (CHiQPM) which offers uniquely
comprehensive global and local interpretability, paving the way for human-Al com-
plementarity. CHiQPM achieves superior global interpretability by contrastively
explaining the majority of classes and offers novel hierarchical explanations that
are more similar to how humans reason and can be traversed to offer a built-in
interpretable Conformal prediction (CP) method. Our comprehensive evaluation
shows that CHiQPM achieves state-of-the-art accuracy as a point predictor, main-
taining 99% accuracy of non-interpretable models. This demonstrates a substantial
improvement, where interpretability is incorporated without sacrificing overall
accuracy. Furthermore, its calibrated set prediction is competitively efficient to
other CP methods, while providing interpretable predictions of coherent sets along
its hierarchical explanation.

1 Introduction

Deep Learning has made remarkable advances and is being used more widely, including in high-
stakes domains like medicine [1]] or autonomous driving [27]. Using more transparent models, e.g.
those that are interpretable by-design, is a promising approach to facilitate safety, robustness, and
trust [S3] and is even required by law for some applications [61]]. For domains like autonomous
driving, with no expert present during inference, models with built-in global interpretability, that can
generally explain their behavior, are valuable as their reasoning can be robustly tested and verified
before deployment. QPM and Q-SENN [40\ 41] follow that goal by enforcing very compact class
representations, that are made up of general, diverse and contrastive features, which are properties
of human-friendly explanations [35]. The generality of these features is in contrast to prototypical
networks like ProtoTree [37]], which seem inherently interpretable, as they use the similarity between
image patches as crucial element of their computation. However, the space in which the similarity is

39th Conference on Neural Information Processing Systems (NeurIPS 2025).



Bronzed Cowbird Features
-

Feature 17

Train Images m Feature 8 Feature 1
: » -
°
=
2
S
° \\.
@
N
c
o
m

o

e
5 . ¢
E
5]
O
2 -
£
0n

Shiny Cowbird Features

Figure 1: Contrastive global Explanation, comparing the class representations of Shiny and Bronzed
Cowbirds for CHiQPM that represents every class with 3 of 30 features. The cowbirds are differenti-
ated based on the red eye.
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Figure 3: Coverage rela-
tive to the set size on CUB-
2011 [63] for various set pre-
diction methods applied to
1 Red winged CHiQPM with 5 out of a to-
tal of 50 assigned features per
class. The stars denote dif-
ferent calibration or hierarchy
Figure 2: Exemplary local explanation provided by our CHiQPM, levels and are linearly inter-
with the global explanation in Figure[T] for a difficult test image of polated. Traversing the hi-
a Bronzed Cowbird with a pale red eye that is not clearly visible. erarchical explanations (Fig-
This leads to negligible activation of the red-eye detecting Feature ure [2), the built-in confor-
7. The calibrated CHiQPM provides a hierarchical explanation that mal prediction method pre-
communicates clear evidence for the predicted coherent set of black dicts coherent sets with com-
birds (marked in bold with green edges, including the correct label), petitive efficiency to CP meth-
but no sufficient evidence to differentiate between them. ods THR [50] or APS [46]].
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computed is freely learnt which leads to class-specific prototypes [41] and similarities humans can
frequently not predict [20} 24]]. Due to these shortcomings, this work follows the goal of models like
QPM [41]] to represent classes using general features.

Considering the cognitive limitations of average humans [34], QPM represents every class with the
binary assignment of very few broadly shared features, usually < 5 features. A consequence is the
emergence of highly contrastive class representations. Similar to Figure[T] the difference between
two classes in the model’s representation space can be concretely pointed out, like differentiating
the two birds via their eye, just like humans do [63]. While the contrastive representations are very
helpful for QPM, they are also fairly rare, e.g. on average just 0.13% pairs per class on CUB-2011.

Other domains, e.g. medicine or science, can profit off of additional interpretability. When a human
expert is present, they should be supported rather than replaced, a notion known as human-Al com-



plementarity. While global interpretability is still beneficial in this scenario, the value of explaining
the decision for a single sample rises, known as local explanation. These typically have the form of
saliency maps, such as GradCAM [54]], that visualize where the explainee saw support for its decision.
They can also be meaningfully computed for individual features if the globally interpretable model
can be decomposed into detecting general human understandable concepts. This crucial property
is a key feature of our proposed CHiQPM, as demonstrated in Figures [T]and 2] However, those
heatmaps generally do not transport a notion of certainty. Therefore, predicting a set of classes
with configurable guarantees on the accuracy using Conformal Prediction (CP) [62] has emerged
as a promising direction for supporting experts [56,157]. Intuitively, more classes are predicted for
uncertain or less conform samples, whereas a point-predictor always predicts just one class. However,
these sets typically contain a larger variety of classes, that resemble the misalignment between human
and machine representations.

This work introduces the Calibrated Hierarchical QPM (CHiQPM). It improves the global inter-
pretability of QPM while maintaining or improving the state-of-the-art accuracy by enforcing more
pairs of classes with highly contrastive class representations and adapting the training pipeline to
ensure class representations made of interpretable features via the proposed Feature Grounding Loss
Leat combined with ReLU activation. CHiQPM is the first model with a built-in interpretable set
prediction that can be calibrated via CP, inheriting all its robust guarantees. Intuitively, CHIQPM
predicts sets of classes by predicting all classes that share the dominant n features with the most likely
class, e.g. predicting all the black birds in the hierarchical explanation in Figure 2] below the blue
feature at the tree level n = 2. Figure[3]demonstrates the already competitive efficiency of this set
predictor compared to CP methods, while CHiQPM can be calibrated using CP to dynamically select
the appropriate level for a concrete sample. This results in a novel way of providing hierarchical local
explanations and traversing them to dynamically and understandably construct coherent prediction
sets similar to how a human would reason. Considering the graph in Figure 2] the CHiQPM found the
green and blue feature, that identify black birds, but no sufficient evidence to differentiate between
them. Therefore, it predicts the coherent set of various black birds, including the correct class.
Holistically, the novel hierarchical local explanations answer an unprecedented range of questions
simultaneuosly: 1. What meaningful features of which classes are found in this image? 2. How does
each feature narrow down the set of potential predictions into increasingly similar classes? 3. Which
set shall be predicted to guarantee a configurable average accuracy? 4. Which features would have
needed to activate stronger in order to predict a smaller set with sufficient certainty?

Our main contributions!] are:

* We present the Calibrated Hierarchical QPM (CHiQPM). It is based on a heavily constrained
discrete quadratic problem (QP), that selects features from a black-box model and assigns
them to classes. The features of CHiQPM then adapt to the optimal solution, resulting in a
globally and locally interpretable model.

» CHiQPM offers novel hierarchical local explanations and can be calibrated to reach a target
coverage with competitive efficiency while ascending through its dynamically constructed
interpretable class hierarchy and selecting the appropriate level. Thus, CHiQPM can be
considered an interpretable conformal predictor.

» We present the Feature Grounding Loss L., which, alongside an additional ReLLU, leads to
learning more grounded and sparser features that facilitate compact hierarchical explanations
along more human concepts.

* The state-of-the-art performance of CHiQPM as point- and built-in interpretable calibrated
coherent set-predictor is evaluated across multiple architectures and datasets, including
ImageNet-1K [48], where the gap to the black-box baseline is more than halved.

2 Background

2.1 Interpretable Machine Learning

The field of Interpretable Machine learning can be split into models with interpretability by design
and methods that aim to explain models post-hoc [4} 13, 21-23] |42]]. This paper introduces a
model that offers interpretability by design, which is why we focus on that part. Two directions

'The code is published: https://github.com/ThomasNorr/CHiQPM/|
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Figure 4: Overview of our proposed pipeline to obtain a CHiIQPM

of interpretability can be defined: Explaining the decision for a single sample is called local,
whereas a global explanation is concerned with the general behavior of a model [36]. Measuring
interpretability is an unsolved task on its own, but several desired criteria have been determined. A
human-friendly explanation should be diverse, general, compact and contrastive [28} 135} 45]]. The
SENN [2] framework, which CHiQPM can be considered as, further adds grounding as criteria, which
refers to the alignability of learned representation with human concepts. One issue with measuring
grounding is the prevalence of polysemantic neurons [11} 52} 60], which refers to features that detect
multiple human concepts simultaneously. Nevertheless, multiple metrics have been proposed to
quantify the desirable aspects [40} 41], which we evaluate in this work.

Globally interpretable models typically make their classification using a simple interpretable model
applied to more interpretable features. These features are either freely learned with priors or losses to
induce interpretability [38-4 1], supervised with human concepts in the family of Concept Bottleneck
Models (CBM) [10L125132L133LI51]] or restricted to closely resemble parts of the training data, so-called
prototypes [6, 31,137, 149]]. Recently, the simple interpretable model is typically a very compact linear
layer [38-4 1], but another example is a decision tree. In its most interpretable form, Prototree learns
a static deep decision tree to classify based on similarities to learned prototypes. Like all prototype
models, these similarities are typically not predictable for a human [20,24] and the interpretability
of a very deep decision tree is debatable. Apart from the static tree in Prototree, CHiQPM with its
sample-specific low-depth hierarchical explanation is most comparable to SLDD-Model, Q-SENN
and QPM [39-41]]. They follow a pipeline of training a black-box model, making it compact, i.e.
selecting features from the black box and sparsely connecting them to classes, and then fine-tuning
the compact model to achieve a superior accuracy-compactness tradeoff. SLDD-Model and Q-SENN
used glm-saga [65] for feature selection and their class assignment, which includes normalizing the
features and is a very local optimization. QPM improves upon that by formulating the selection
and assignment as quadratic problem and solving it globally optimal, improving upon accuracy and
interpretability via the binary comparable class representations with a fixed number of features. The
incorporated constraints on compactness enable a quantitative measurement of a metric that relates to
interpretability. While prior work [[L5 [16] 47]] primarily optimized compactness for efficiency, this
and other work in interpretable machine learning [30, 38} 40, |4 1] focus on it for interpretability.

22 QPM

QPM [41]] follows a pipeline similar to Figure[d The first step is training a black-box dense model
with an auxiliary Feature Diversity Loss Laqiy [39] to ensure that the initial n ¢ feature maps activate
on distinct locations of the image.

QP Afterwards, a quadratic problem is formulated to jointly find an optimal selection of n}
features s € {0,1}" and assignment between features and n, classes W € {0,1}"<*"s, with
W* € {0,1}"<*"7 denoting W for the selected features. These variables are then optimized
so that the selected features are assigned to classes they are maximally correlated to, described in
the class-feature similarity matrix A € R™<*"s_ Additionally, the problem formulation steers the
feature selection towards distinct and local features, encoded in the feature-feature similarity matrix
R € R™*"f or linear bias term b € R™/ respectively. Additionally, the quadratic problem is
constrained to result in a solution with the desired level of compactness:

ny ny
st:n’} ch,dsd =Ny Vee€{l,...,n.} (1
d=1 d=1

The even sparsity can cause duplicates to arise. QPM prohibits these with an iterative optimization,
that also includes an efficient incorporation of Equation (T). For more details, we refer the reader



to [41]]. Finally, the features are fine-tuned with a fixed W™, so that they adapt to their assigned
classes and detect shared general concepts, detailed in Appendix [F

2.3 Conformal Prediction

We calibrate our model using the Conformal Prediction (CP) [62] framework. For a more thorough
introduction, we refer the reader to [7] which we summarize shortly. Conformal Prediction is a
mathematically robust framework with minimal assumptions that can guarantee a desired error
rate « is not exceeded. The most popular framework and the one we use is called split conformal
prediction [43]. It is based on splitting off calibration data D.,; to calibrate any model and guarantees
an error rate of up to o on data (Zest, Ytest) that is exchangeable with D

1 — S P(ytest S Y(mtest)) (2)

Here, Y (2 es:) describes the predicted classes for the test sample. It is constructed using a noncon-
formity score s(z, ¢), that should relate to how well the predicted label c fits to the input . This
calibration score is computed on the entire calibration set D), resulting in a set of scores S and its
values are used to construct the test prediction sets:

Y(2test) = {c € C: $(2test, ¢) < Quantile(l — «, S)} 3)

Simply put, if (1 — «) of the true labels on the calibration data were less nonconform, i.e. had a
lower nonconformity score, than a candidate class ¢ during prediction, ¢ will not be included in Y.
The nonconformity score s(z;est, ¢) can be fairly arbitrarily defined and just needs to capture some
notion of conformity and have sufficiently many distinct values, so that the quantile has the desired
resolution. CP is typically evaluated under two aspects: a) Unconditional coverage that guarantees a
minimum average accuracy on an equally distributed test set. b) Conditional coverage that aims for
the desired expected accuracy for all test samples, even difficult ones. The simple method THR [50] is
fairly ideal for unconditional coverage. Therefore, research has focused on conditional coverage, e.g.
APS [46], also in difficult settings [9], or conformal training [58]], which involves directly optimizing
for the size of predicted sets during training. Cortes-Gomez et al. [8] even steer the prediction sets
towards more coherence. To the best of our knowledge, this is the first work that proposes the notion
of interpretable CP. The predicted sets are constructed by traversing hierarchical explanations, leading
to coherent sets of similar classes by design, while efficiently ensuring unconditional coverage.

3 Method

The proposed CHiQPM is designed to classify an input image, denoted as I € R3*™“*" into one or
more of n, classes, represented as ¢ € C = {¢y, ¢a, ..., ¢5,, }. CHIQPM consists of a deep feature
extractor, ®, which processes I to generate a low-dimensional feature vector f* € R"™/ via feature
maps M € R *wnmxhat of dimensions wy; X Ay, and a sparse interpretable final assignment
W* € {0,1}"*"F of these features to classes. Thus, the prediction of CHiIQPM can be expressed
as y = W™ f*, with ¢ = argmax(y) being the predicted class. Compared to QPM, we apply
an additional ReLU to the features f* = ReLU(f), so that CHiQPM only reasons positively, and
negligible activations are suppressed. Notably, all classes in CHiQPM are represented with the same
number n.,. of features per class, which leads to easily comparable class representations. It is easiest,
when two classes share exactly n.,. — 1 features, as the differentiating factor can then be concretely
pointed out, as shown in Figure[I] We denote the set of these pairs with

P={(i,5): 1<i<j<ncand wjw*] =ny—1} )

CHiQPM follows a similar pipeline to QPM, shown in Figure @ CHiQPM improves upon QPM
(Section with easier interpretable class representations for more of the classes via an increased
|P|, directly enforced in the QP (Section , alongside a built-in interpretable conformal prediction
method traversing the novel local hierarchical explanations (Section[3.2) and an improved fine-tuning
with a new Feature Grounding Loss Ly, that improves grounding and compactness of CHiQPM'’s
explanations (Section [3.3).

3.1 Hierarchical Constraint

In order to ensure a higher cardinality |IP| resulting in more easily comparable class representations,
an additional constraint is added to the quadratic problem. A set K of pairs of classes that are highly



similar in our dense model is determined, and we ensure that most of these are part of the resulting P
via a two-step process. Specifically, we calculate the class-class similarity K € R"™<*"< based on the
similarities computed for the QP A and set K as its p - n, most similar class pairs:

K=A4A"T -1, K={(,7):1<i<j<n.andK;; > 0} 3)

Here, 6 = sort(K)s.,.,, describes the (2 - p - n.)-th highest value in K, I,,_ is the identity matrix
and p is a hyperparameter that controls how many classes each class should be very similar to in
the representations of the resulting CHiQPM, with p = 0.5 enforcing on average one very similar
class each. A higher p increases the number of classes that can be contrastively globally explained
as in Figure[T] thus improving global interpretability. Forcing similar classes to be represented very
similarly by CHiQPM further induces an efficient use of the n; features, as shared concepts need only
be detected by shared features. This improves the grounding of the hierarchical explanations and thus
the efficiency of our built-in set prediction. However, with increasing p, the risk of adding classes
to P that do not share ny,. — 1 general concepts rises. Those pairs would cause the shared features
to be less robust and thus harm performance. Thus, there can be a tradeoff between point and set
prediction. Therefore, p should be set using calibration data to efficiently achieve a target coverage
while balancing point prediction, which is ablated in Section[4.3|and Appendix [D] After obtaining K,
the similarity of each included pair is directly added as constraints to the discrete optimization:

(weowe) s =nywe —1 V(e d)eK (6)

We relax this constraint after finding the initial global solution to find the most optimal way for the
CHiQPM to have sufficient, i.e. |P| > |K]|, highly similar classes in its representations. This is
detailed in Appendix [G]

3.2 Set Prediction

This section describes how the proposed CHiQPM can be used to predict interpretable sets Y along
its local hierarchical explanation. The construction of these explanations and how they can be used to
predict sets at a fixed hierarchy level is first formalized. Then, we show how CHiQPM is calibrated
using Conformal Prediction to predict coherent sets Y that contain the target label with an error rate
a € (0, 1) while still traversing the explaining hierarchy.

3.2.1 Hierarchical Explanation

Our CHiQPM enables the construction of hierarchical local explanations for a concrete test sample,
as shown in Figure 2] It contains nodes for all nonzero feature activations and indicates the presence
of all classes that are assigned to at least one of the shown feature-nodes. For every class ¢ with its
assigned features F¢ € {1, ..., n}}”WC, the features are shown in the order of their activation, which
can be interpreted as reasoning from the more clearly visible feature like the neck in Figure[2]to the
less certain features, such as the pale red eye. The class node is then attached to its last activating
feature and the class would be predicted if CHiQPM’s calibration or fixed level determines that this
feature and all its descendants should be predicted. To formalize predicting at a fixed level, we define

the order of activations [F¢ of the assigned features for every class ¢, where [F¢ is ordered so that:
fLo> 5V d,je{l,... nye} wherei < j (7
i J

Additionally, we introduce the indicator function 6¢ at depth n € {1,..., Ny}, which indicates if
the class c shares the same top n features with the predicted class ¢:

1, if F¢=TF Vie{l,...
5C = {07 1 (2 7 VZ € { ’ 7n} (8)

" otherwise

Thus, predicting at a fixed depth of n features shared with the predicted class ¢ is:

Y*={ceC:o; =1} 9
For example in the graph in Figure 2} Y! contains all shown class nodes, Y? the five classes that
share the green and blue feature and finally Y? = Y™~ = {¢}, as only the predicted class ¢ shares all
features with itself. Note that the stars for the fixed depth line in Figure |3|indicate predicting with a
fixed n € {1,..., nyc}. For more compact explanations, we restrict the graphs in the main paper to
include only those classes which share the most activating feature with the predicted class. However,
even for large datasets, full graphs are still informative and included in the appendix, along further
visualization details in Appendix [C]



3.2.2 Nonconformity Score

As introduced in Section the nonconformity score s is a crucial aspect of any Conformal
Prediction method. In order to construct the prediction sets for CHiQPM by going up the class
hierarchy, we compute the nonconformity score based on how similar the class is in the hierarchy
to the initially predicted class ¢, as we are ascending the hierarchy that led to ¢. Note that the
introduced method offers all the guarantees of CP, as only a different nonconformity score is used.
For every class ¢, we propose to use the activations of the features in the shared path down the tree as
nonconformity score:

Nwe

sup(c) = =D O, (10)
i=1

Note that 67 ensures that all ¢ features are shared and the dependency on the input sample of all
variables is omitted for brevity. We call this simple nonconformity score up as it goes strictly up the
tree.

Subtree Selection The conformal predictor can predict with more granularity and achieve its
guarantees when the prediction can also go down towards only some subtrees below the feature
node determined by s,,(c). That also allows CHiQPM to predict those descendants preferably that
have some support beyond the shared path, e.g. choosing to predict only the cowbirds in Figure [2]
Therefore, we extend the nonconformity score to also account for the activation of the feature at the
point of diversion:

i = G min(oe) Sse1(€) = sup(c) — fiaw an

Limited Level Finally, the maximum number of levels the set is constructed from is limited to
ensure efficient sets. Towards that goal, the minimum reachable error rate ., on the calibration data
for each fixed level n is calculated according to Equation (9). The conformal prediction is then limited
to the highest level n'™* that still reaches the target coverage defined by a.. To ensure the limitation,
we limit s, to nlimit and multiply the score with the indicator function J¢ indexed at 5‘;1““. This

ensures all classes that were not correctly predicted under ni™it get the most nonconform score of 0:

Nwe
s(€) = O (= Y O5ff = faw ) (12)
—~ j—p limit ’
Limitation J=
Limited sy Subtree Selection

3.3 Feature Grounding Loss

This section presents our novel Feature Grounding Loss Lie,¢. Its motivation is shown in the example
in Figure E} In this example, two similar classes share 2 of their 3 features, hence they are in
P. This is relevant, as most classes in each CHiQPM have a similar class due to the constraints
described in Section 3.1} For a concrete training example, where one of these is the ground truth,
Cross-Entropy loss only causes a significant gradient on the differing Ground Truth Exclusive (GTE)
feature. Therefore, the distinguishing feature GTE is pushed to also activate on other concepts of the
ground truth class, instead of just activating on the general concept that would differentiate them. To
alleviate that issue, we propose the Feature Grounding Loss Leat:

i _
ZiE]F TF] Zie]F 7|
max(f*)

where Fand F € {1,..., nj}}"f ~"we indicate the indices of the features of the ground truth class or
those not assigned to it, respectively. Lge,t describes the difference in average activation between F
and I, scaled by the maximum activation to prevent increasing activations. As shown in Figure ,
A has the same gradient for all positively assigned features and also has a nonzero gradient for all
features in FF. Therefore, it encourages all the features of the ground truth class to detect more general
concepts while also inducing sparsity in the feature activations, enabling the visualization of the
entire hierarchical explanation. We add Ly, to our overall training loss during fine-tuning with
weighting Ageqat.

»Cfeat = - (13)



Table 1: Comparison on Accuracy, Compactness, Contrastiveness and Structural Grounding. Compact
describes the number of features n} and features per class ny.c. It is binned into very compact +
(Nwe = D and n} = 50), medium o, and the baseline, denoted - (1, = 2048 and n} = 2048), exact
figures in Table [I8] Figure[0]shows the increasing gap when further raising compactness. Among
more compact (o or above) models, the best result is marked in bold, second best underlined.

Method Accuracy T Com- Contrastiveness 1 SG 1
CUB CAR IN pact CUB CAR IN CUB
Dense Resnet50 86.6 92.1 76.1 - 744 75.1 T71.6 340
glm-sagas 78.0 86.8 58.0 o 740 745 717 25
PIP-Net 82.0 86.5 - o 99.5 99.5 - 6.7
ProtoPool 794 875 - ) 76.7 78.9 - 13.9
SLDD-Model 84.5 91.1 727 + 872 89.7 934 29.2
Q-SENN 847 915 743 + 93.0 942 92,6 234
QPM 85.1 91.8 742 + 96.0 977 893 479
CHiQPM (Ours) 853 919 753 + 999 100 999 75.0

4 Experiments

Following QPM (Section [2.2), we
evaluate our method on CUB-2011,

Stanford Cars [26] and ImageNet- W™ &1 C_i,?ﬁfe&isc f 0.6 — KR GIE
1K. CUB-2011 and Stanford Cars ' iy
are the most commonly used datasets 0.4 — B ETs
for interpretability, while ImageNet- w —— Lfeat: GTE/GTS
1K is suitable to demonstrate how E — LeaGTIGTS
the method scales to larger prob- > 021 === Typical Activation
lems with more real-world applica- £ =
tions. CUB-2011 includes human an- ~ § ~ 0.01 .
notations of relevant concepts for ev- ‘- !
ery image, which makes it suitable —0.21 E
for evaluating the alignment between U/ !
1

human representations and the ones
learned. As the proposed method
can be applied to any backbone,
we show results on Resnet50 [18]l, Figure 5: Gradient on features f* for a train sample labeled
Resnet34, Inception-v3 [39] and GT for a toy example with 3 classes and 7 features, with W*
Swin-Transfomer-Small [29] to allow  shown left. At the average activation on the CUB dataset, the
an easy comparison with previous Ground Truth Exclusive (GTE) feature has a roughly 4000
work. The main paper focuses on re- times higher gradient than the other assigned features, which
sults for Resnet50, always reporting are shared with Sim, Ground Truth Shared (GTS).

the mean across 5 random seeds, with

3 for ImageNet-1K. More results are

included in Tables [7]to[9] and [T8]to[25] demonstrating the robustness of our method across random
seeds and architectures. For implementation details, we generally followed QPM [41]], but report
details and slight deviations in Appendix [A] Specifically, all models that follow a pipeline similar to
ours, SLDD-Model, Q-SENN and QPM, use the same parameters for the dense training. As usual in
literature, nw. = 5 and n = 50 are set if not reported otherwise. Further, we generally set the density
parameter for our class hierarchy to p = 0.5, as it is sufficient to demonstrate the improvements in
built-in set prediction without sacrificing accuracy as point-predictor. Finally, Afeat = 3 is set as
higher values cause reduced accuracy.

Activation a

4.1 Metrics

CHiQPM is designed to improve upon QPM (Section [2.2)), primarily via more easily interpretable
class representations, being able to produce meaningful hierarchical explanations and by offering
the built-in interpretable calibrated set prediction. Therefore, we evaluate CHiQPM across all QPM



Table 2: Average Set Size |Y| of CHiQPM calibrated to reach various coverages 1 — o comparing
different conformal prediction methods. All methods are very close or reach the desired coverage.

YL Inter- CUB CARS INET
Method Pe@ble o019 401 @=0075 @=005 a=0.075 a=005 a=0.0025 a=022 a=02 a=0.175 a=0.15
Ours 122 173 2.94 9.05 1.05 1.25 8.25 110 142 3.25 4.58
5 = Ssal 462 615 9.53 294 3.62 5.95 28.4 8.14 113 17.9 30.5
5= 5up 303 391 8.87 18.7 2.32 3.27 17.9 436 623 11.8 314
THR X 116 132 1.67 241 1.02 1.15 2.09 1.05  1.16 1.40 1.87
APS X 630 7.0 8.54 11.3 5.64 6.83 9.61 167 189 22.1 26.8

metrics in addition to the accuracy as point predictor in relation to its compactness. For evaluating
the performance as set predictor, we report the size of the predicted sets, when calibrated to reach
a specific accuracy or coverage. Finally, the annotations in CUB-2011 are used to compute the Set
Coherence of the predicted sets and also measure the grounding of the features via the Alignment [40]]
metric, alongside QPM’s Structural Grounding. Following QPM, we compute the ground truth class-
class similarity matrix W9 = AA” using the annotated average class attributes A € [0, 1]7e*312
with columns A. € [0, 1]*!2, where ). ; indicates the fraction of images with label ¢, in which
attribute j is annotated to be present. ¥9" enables quantifying the similarities of classes that are
predicted together, the novel Set Coherence sc:

K(Y (Ztest)) = {wffc, | c,c € Y(xpest),c < '} sc = mean( U K(Y(ztes1)))  (14)

Ttost €Dtest

It is defined as the mean over all the class similarities of classes that the predictor predicts jointly.
Thus, a higher value indicates sets with more similar classes in reality.

For brevity, we focus on a subset of more strongly affected metrics in the main paper but report
results on all of them in the appendix alongside every metrics formulation in [B]

4.2 Results

This section discusses the main quantitative results of our proposed method. Further qualitative
examples are included in the appendix. Figures [I4]to[20]showcase global explanations, Figures[21]
to|30|include the novel local hierarchical explanations and Figures 31| to [34| demonstrate how the
features of CHiQPM are general concept detectors. The accuracy as point predictor along the
generally preferable qualities of Compactness, Contrastiveness and Structural Grounding is shown in
Table[I] CHiQPM shows state-of-the-art accuracy for compact point predictors. Further, it scores
nearly perfectly on Contrastiveness. CHiQPM learns features that can be more clearly separated
between active and inactive than even the class detectors of PIP-Net [38]], indicating a gap between
the ReLU-induced minimum of 0 and the activations where a relevant concept is found. The clear
distinction between active and inactive enables our saliency maps, like in Figures[I]and 2] to also
transport activation rather than just location without a reference test image and therefore enables
extensive local explanations in practice. The details are explained in Appendix [C.2] Finally, Structural
Grounding quantifies that the additionally added pairs via Equation (31) are also similar in reality
and thus lead to more grounded class representations. The state-of-the-art accuracy as point predictor
paves the way for accurate set prediction along the hierarchical explanation, as the sets are conditioned
on the predicted class.

For calibrating Conformal Prediction methods, the first 10 test examples per class are split off into the
calibration data D.,;. That way, we can use the same models for evaluating point and set prediction.
Notably, applying Split Conformal Predictions requires exchangeability between calibration and test
data. Our experimental setup is designed to ensure this exchangeability, as detailed in Appendix [[]
As comparable CP methods, THR [50] and APS [46] are used, as they are applicable without
hyperparameters and broadly used [[7]. Table 2] compares our built-in CP method with these and also
with the two simpler nonconformity scores sge and s,,;,. Evidently, our proposed nonconformity
score that restricts the sets to be constructed by going up the hierarchical local explanations shows
competitive efficiency to THR for higher error rate o and approaches APS for lower values. The
reason can be seen when comparing our approach with the simpler sge that does not restrict the
tree level to n'"™i*: With lower «, the gap decreases, as n'™* has to be set more loosely, allowing
larger and therefore inefficient sets, which can be gauged from Figure 3] Figure [6] visualizes the Set
Coherence (Equation (T4)) of multiple models and CP methods and also indicates the set size for a



Table 3: Impact of L, on CUB-2011. It effectively increases the Feature Alignment while reducing
the fraction of nonzero features on the test data.

Feature?  Feature |

Method Acc T Alignment  Sparsity
CHiQPM (Ours) 85.3 3.8 22.3
W/0 Lieat 85.3 3.0 39.9
and L1 -Reglllarization 85.3 3.4 31.3
and L1 for F 85.1 3.6 26.4

desired . As expected, CHiQPM predicts the most coherent sets, as it moves up the hierarchical
local explanation constructed from class representations with Structural Grounding. CHiQPM further
clearly surpasses QPM in efficiency and Set Coherence, making it the only model with efficient,
calibrated, built-in, and interpretable coherent set prediction.

4.3 Ablation Studies

This section investigates the impact

of p, Lreat and summarizes the abla- —— CHIQPM (p=0.1) - || = 51

gons sh(zwil mItlhe appﬁpdlllx. Flglured@ 90 1% CHIQPM (p = 0.3) - [P| = 01
emonstrates how a higher p leads oy ak _

to an increased |P|, more Set Coher- 851 CH!QPM (p=05) - [P = 12?

ence and efficient sets. For example, g — CHIQPM (p=07) - |P| = 145

o = 0.075 can be reached with 6.3 801 — QPM (p=0)-|P[=26

classes per prediction with p = 0.1  § — Dense Baseline THR

or 2.9 with p = 0.5, as '™t can g ] Dense Baseline APS

be higher. Note that p can be opti- @

mized on calibration data, steering the 701

CHiQPM towards efficiently reach-

. . . 65 1

ing a desired «, demonstrated in Ap-

pendix [D] Further visualizations that 0 5 10 5 20 95 30

explicitly relate p to the efficiency are Set Size
included in the appendix, Figures
and The impact of Lse,t is shown
in Table[3and also contrasted with a
L1-regularization on the features f* as
another form to induce sparse features.
The degree of regularization was cho-
sen so that a further increase greatly
reduces the accuracy. Without sacri-
ficing any accuracy, the proposed CHiQPM reaches the highest Feature Alignment and best sparsity
and thus validates L., as a suitable formulation to induce compact grounded hierarchical local
explanations, with Appendix |[H| visualizing the impact of Ae,t. As further validation for our method,
Appendix [J]shows the benefit of using a sample-specific hierachy instead of a dynamic one. Addition-
ally, Appendix [K]quantifies that CHIQPM's features quantifiably localize more on relevant regions in
the image. Finally, further ablations show a larger gap between CHiQPM and QPM at even higher
compactness (Figure ) and the strong positive impact of ReLU (Appendix [[).

Figure 6: Set Coherence on CUB-2011 for all classes pre-
dicted together. Across the set sizes, the built-in set pre-
diction produces the most coherent sets. The stars denote
different @ € {0.12,0.1,0.075,0.05} used for calibration.
Note that an increased set size corresponds to a lower a.
Therefore, the competitive efficiency is also visible.

5 Conclusion

This work introduces the Calibrated Hierarchical QPM (CHiQPM). Faithfully following its grounded
globally interpretable class representations, CHiQPM provides hierarchical local explanations.
CHiQPM is calibrated as a form of built-in interpretable Conformal Prediction to traverse the
hierarchy at test time and predict a set of coherent classes, similar to how a human reasons, which can
be a step towards human-Al complementarity. Finally, CHIQPM’s improved global and additional
novel form of local interpretability come with state-of-the-art accuracy as compact point predictor and
efficiency on par with non-coherent set predictors even on ImageNet-1K, ensuring broad applicability.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The Built-In Hierarchical Explanations, e.g. Figure [2] are indeed novel.
Figure [I2] showcases improved set coherence and improved global interpretability via
more class pairs, denoted in the legend. Table [T] shows improvements in interpetability
metrics and performance as point predictor and Table [2] the competitive performance as
interpretable conformal predictor. Table [3]demonstrates the positive impact of the novel
Feature Grounding Loss.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: That is discussed in Appendix [[]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: There is no theoretical result. Conformal Prediction only assumes exchange-
ability which we mention in Section[2.3]

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

» The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper extends QPM, which offers published code (https://github|
com/ThomasNorr/QPM). The methodical extensions of Equation (6)) are straightforward
to integrate into QPM and all parameters are clearly described. Similarly, the proposed
nonconformity score of Equation (I2)) can be directly used with rorchcp for use in conformal
prediction. The code will be published after acceptance and all used parameters are clearly
described in this work.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: Unfortuntately, we are unable to submit the code alognside the paper, but will
release it after acceptance. We want to emphasize that the experiments are clearly described
modifications to published code.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The main paper includes the novel parameters p and Afeat and why their values
are chosen in Section [ and describes that all other parameters mirror the previous work
QPM, with the only differences being outlined in Appendix[A] The datasets all have a default
split which is used.

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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Justification: Due to space limitations, we do not report standard deviations in the main
paper, but include standard deviations for the tables with main results in the appendix.
Appendix [E|details what variability they capture and how they are computed.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: This is discussed in Appendix [O]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We adhered to the Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts
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11.

12.

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: That is discussed in Appendix
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our model does not pose such risks, but its interpretability enables a thorough
inspection of it before release.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We follow standard practices and cite every paper whose datasets we use, as
well as the code packages we used. We were unable to find the correct license for any of the
used datasets.
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13.

14.

15.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: No new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
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Justification: No research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: Only used for writing, editing, or formatting purposes.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/
L.LM) for what should or should not be described.
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A Implementation Details

For implementing CP, we utilized the forchcp [64] package and implemented the model using
Pytorch [44]]. Note that all details will also be clear in the published code.

The QP is solved as described, with the additional constraints from Section [3.1} but with two
relaxations based on observations: First, the MIP-Gap of the discrete optimization in Gurobi [[17]
can be relaxed without significant effect on the resulting metrics, hence we set it to 1%. Second,
due to the high number of classes, . = 1000, the resulting assignment for ImageNet-1K contains
more pairs |P| than desired anyway. Therefore, we do not add any pairwise constraints to the QP for
ImageNet-1K. After solving the QP, we further fine-tune the model for 70 epochs using the learning
rate schedule from Q-SENN, as we observed significantly larger changes in the features during the
fine-tuning as opposed to QPM, as quantified in Appendix The longer training with a higher
learning rate facilitates that the features can be reorganized according to the imposed hierarchical
structure. We set A\toat = 3, but skip this loss during the final 10 epochs, as its desired effects are
induced without reducing top-1 Accuracy. All other steps of the pipeline equal QPM [41]]. By mistake,
the subtrahend in Equation (I3)) was scaled by a factor of 2 in all experiments. We repeated the
experiments in Appendix [H] with the correct implementation and observed the expected results with
negligible impact of the mistake. Therefore, we did not rerun every experiment.

Note that for accuracy as point-predictor and for ¢ for conformal prediction, the argmax of vy is
considered the predicted class, leading to the lower index in case of a tie.

In order to apply our novel CP to QPM, we subtract the minimum of all features of the features,
ensuring that reasoning is restricted down the hierarchical explanation and unaffected by slightly

varying p"7.

B Metrics

This section defines the metrics that are not introduced in this work for the first time.

Following QPM [41]], we measure the general qualities of learning diverse, general and contrastive

features via SID @5,
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SID@5 describes how diversely the top 5 weighted features activate for an average test sample.
Class-Independence measures which fraction of each features’ activation does not activate on
its most related class and a low Class-Independence indicates that features are class-detectors.
Finally, Contrastiveness measures the overlap between two Gaussian distributions, parametrized by
ud, o, ud, o4, fitinto the feature distribution f .4~ A high Contrastiveness indicates features that can
be split into activating and not activating.
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The Feature Alignment r [40]] between the learned features and these attributes is also measured to
estimate if the features F' € R™7*"sg are more human-like:

1 . 1 .
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C Visualization Details

C.1 Graph Visualization

This section discusses the details of how the hierarchical explanations in the form of graphs are
visualized, e.g. for Figure [2] and also the global hierarchical explanations in Figures |23| and
Generally, the content of the graphs is explained in Section [3.2.1] To indicate the activation of
each feature 1, the radius of each feature node scales with its fraction of the maximum activation

r, = Wrscale, where rg.q1c 18 a constant.

Using colors, we add additional information to the graphs. The nodes are colored according to the
saliency maps, that are used in the global explanation and also as part of the local explanation. All
nodes, that correspond to features not visualized as saliency map, are represented in gray. Further, we
use color to indicate the actual prediction done. Only those classes are predicted by CHiQPM, for
which a colored path coming from the root of the graph connects to the class nodes.

Finally, the class labels at each node are summarised if multiple classes are at the same node, i.e.
sharing the same top-n features, but not having any activation on their other assigned features. To
summarise the class names, the text description "ClassName, + x" is used. Here ClassName is chosen
from the classes at that node, usually the name with the shortest words to reduce horizontal overlap,
and x refers to the number of classes not called ClassName at this node.

C.2 Visualizing saliency maps

This section explains how the saliency maps for the individual features as part of global and local
explanation are visualized.

Typical saliency map methods and available implementations [14], like GradCAM [54]], only focus
on showing where support for a decision is found. As they are used to showing why a decision was
made, they do not have to transport activation. Therefore, they overlay the computed saliency map
S € R*" on the image I scaled to the full range of values irrespective of activation to get the

Saliency explanation I°® € R3x%*h:
INoActivation ColorMap( ( ) ),8 + ( B)I (22)
INoAcuvallon
I = maX(INoActivation) (23)

Here, ColorMap converts the spatial information into RGB values and /3 defines a weighting between
image and saliency map. While typically jet is used, we use individual colors in this work, scaled
using gamma correction to match the impression of jet, as we decompose the decision process into
detecting individual features or concepts. Notably, different saliency methods differ in how they
compute S.

Similar to GradCAM, we use the feature maps M € R™7 *wnm Xhat 44 the basis for our visualization,
as they directly cause the activations our model uses and are also evaluated and steered to be diverse.
However, we visualize the map M d ¢ Rwmxha for every feature d individually rather than a
weighted sum because every feature can and should be interpreted on its own.

Different to prior work, CHiQPM has near perfect contrastive features, as measured by Contrastive-
ness. That means that for a concrete sample, the feature d can be clearly sorted into the inactive
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distribution N or the active distribution Ns'. We make use of that distinction and especially the
mean activation of active samples 4 to produce saliency maps that indeed already transport whether
the feature is activated or not. Specifically, the Saliency explanation for a single feature d is computed
following:

d *

IActivation — ColorMa min f;d , 1 +(1— I 24
d p(max(Md) (‘ug ))5 ( 6) ( )
I/[?ctivation
5=—-"4 25
d max ( Igctlvatmn) ( )

Here, the term min(%, 1) scales the saliency map based on how active the feature is. Due to the
2

perfect Contrastiveness, the threshold pd is a good indicator how objectively active the feature is.
Notably, this form of transporting confidence can be applied to a single test image, as the active
threshold 4 is computed on training data. This is in contrast to how QPM [41] scaled activations for
the same features across images.

In our formulas, we omit how all feature maps are linearly scaled from their feature map size to the
input image size.

D Impact of Tree Density p

CHIQPM (p = 0.1) - |P| = 51

Accuracy
=
S}

911 CHIQPM (p = 0.3) - [P| = 91
9] —— CHIQPM (p = 0.5) - [P| = 120
—— CHIQPM (p = 0.7) - [P| = 145
891 — QPM (p=0)- [P| =26
884 | ‘ ‘ ‘ ‘ ‘
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Set Size

Figure 7: Accuracy over set size using the built-in conformal prediction for varying p. The stars
denote different o € {0.12,0.1,0.075,0.05} used for calibration. Better fixed level performance,

shown in Figure [8] leads to more efficient calibrated sets due to being able to limit the depth via
limit
ntmt,

This section discusses the impact of p and provides the detailed relation between p and the efficiency
of the hierarchical and calibrated predictions. As noted in Section Figure[6] demonstrates how a
higher p leads to an increased |IP|, more Set Coherence and efficient sets. Figures(7|and explicitly
relate p to the efficiency of the resulting predictor and visualize the relationship between fixed level
efficiency in Figure[§]and calibrated efficiency in Figure[7] As shown in Figure[§] in order to reach
a = 0.075, CHiQPM can typically be limited to n'"™i* = 2. However, for p = 0.1, it does not reach
92.5% accuracy with a fixed n = 2 and therefore has to be calibrated with n'"™i* = 1. This causes
the significant increase in Set Size and therefore inefficiency for o = 0.075, from 2.9 with the default
configuration of p = 0.5 to 6.3 with p = 0.1, as clearly visualized in Figure[7] Therefore, optimizing
p using calibration data for a desired « is an effective option. However, note that the point-predicting
performance starts to deteriorate slightly when further increasing p beyond p = 0.5, as indicated by
the start of the graphs in Figure[§] This is likely due to classes being forced to be represented very
similarly, even though they do not share n,. — 1 general concepts. The |P| is further evidence for
that, as the number of unenforced pairs, |P| — p * n., declines, with just 5 for p = 0.7. Thus, the
optimal value for p also depends on the similarities of the classes in the dataset.
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Figure 8: Set Accuracy of CHiQPM with ny,. = 5 on CUB, when predicting with a fixed level in the
sample specific hierarchy. Each mark represents one level.
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Figure 9: Accuracy on CUB in relation to Compactness: CHiQPM uses the allowed low compactnesss
more efficiently, both when scaling n,. with n} and when not. When n’} becomes higher, restricting
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Ngwe = 1—8 leads to a less efficient use of some features.

E Detailed Results

Table 4: Impact of Relu and Normalization on CUB-2011 with Resnet50

Method Acc C-I Contrast. Feature Alignment
CHiQPM (Ours) 853 94.1 99.9 3.8
w/0 Liear and ReLU 848  96.7 97.1 1.9
w/o Norm 839 95.1 96.2 32

This section contains more results to demonstrate the quantifiable high performance of our CHiQPM.

First, Figure [[T] visualizes how QPM performs with different CP methods. When comparing it to
Figure[3] CHiQPM’s drastic improvement is evident, making interpretable coherent set prediction
competitively efficient. Further, Figure[I2] demonstrates how the built-in interpretable coherent set
prediction predicts more coherent sets than conventional CP methods, even for the same CHiQPM.
However, it is notable, that THR predicts significantly more coherent sets in that scenario, as it is
applied to our CHiQPM with Structural Grounding.
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Finally, we include the results on Resnet50, Resnet34, Swin-Transformer-small [29] and Inception-v3
in Tables rl;gl to @ with their standard deviations, computed as np.std(x), where x are the individual
results across the different seeds. The CP efficiency across architectures with standard deviations is
shown in Tables[5]to[9] These tables demonstrate how our state-of-the-art performance is architecture
independent. Note that we recreated the Q-SENN results on CUB-2011 and Stanford Cars for these
tables in order to get standard deviations and results on more architectures but included the reported
results in Norrenbrock et al. [41] in the main paper. Notably SID@5 has slightly decreased due
to the introduction of Li,¢. Usually, SID@S5 is high due to the Lg;,. With the addition of Ly,
especially on ImageNet- 1K, its relative weighting is slightly lower. Therefore, one might want to
increase the weighting for it for ImageNet-1K. For easier comparison and compute limitations, we
did not optimize the weighting of Lg;, at all and left it at the weight used by SLDD-Model [39],
Q-SENN [40] and QPM [41]. However, initial experiments show that one can increase it without
significant impact on accuracy, shown in Table[I0] The strong performance of CHiQPM across all
the criteria is also summarized in the radar plot in Figure [[0] which follows QPM and thus only
includes its metrics. Even ignoring the excellent Feature Alignment, Sparsity and novel hierarchical
explanations with calibrated coherent set predictions, CHiQPM clearly sets the state of the art.

—— ProtoPool — 0.93

—— Baseline Resnet50 — 1.08
—— PIPNet — 1.26
_Accuracy ——glmy — 1.47

SLDD-Model — 2.21
Q-SENN — 2.27
QPM — 2.34

CHiQPM(Ours) — 2.61

- Class-Independence

\

Contrastiveness

Structural Grounding

Figure 10: Radar plot across the QPM metrics for CUB-2011 on Resnet50. Every value is transformed
to a fraction of the maximum, following QPM [41]].

Table 5: Average Set Size |Y| of CHIQPM with Resnet50 calibrated to reach various coverages 1 — «
comparing different conformal prediction methods. All methods are very close or reach the desired
coverage.

Y|4 CUB CARS
Method a=0.12 a=0.1 a=0.075 a=0.05 a=0.075 a=0.05 a=0.0025 a=0.001
Ours 122+0.04 1.73+0.08 2944+0.17 9.05+020 1.05+0.02 125+0.14 825+0.38 744+1.83

THR 1.16 £0.04 1324+0.05 1.67+0.08 241£0.12 1.02+£001 1.154+£0.02 2.09+0.16 6.93£1.49
APS 630041 7.20£0.65 854+050 11.3+096 564+030 6.83+£0.55 9.61£055 18.6+=1.94
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Figure 11: Results for QPM on CUB-2011 for different CP methods applied to it, comparable to
Figure (3| CHiQPM significantly boots the efficiency of the built-in CP.

Table 6: Average Set Size |Y| of CHIQPM with Resnet50 on ImageNet-1K calibrated to reach various
coverages 1 — a comparing different conformal prediction methods. All methods are very close or
reach the desired coverage.

Y|4 IMG
Method a=0.22 a=0.2 a=0.175 a=0.15
Ours 1.10+£0.01 1424+0.02 3254+0.07 4.58+0.11

THR 1.05+0.00 1.16+£0.01 1.40+0.01 1.87+0.03
APS 16.7+0.33 189+£0.28 22.14+049 26.8+0.504

F Fine-tuning

Fine-tuning After solving the quadratic problem, the feature selection and binary assignment are
set as fixed parameters of our model. Following Q-SENN, SLDD-Model and QPM, we continue
training the model, so that the features adapt to the concept(s) that is or are shared by its assigned

classes and also follow their normalization. Specifically, the mean u”; € R"7 and standard deviation
o”s € R"s are computed on the the training set:

fia= mg . (26)
wahar =i
nrt .
= Zag;fmd @7
. T — )2
O_Zf _ 2371(]03,(1 By') 7 (28)
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where mg ... Tefers to the value of the feature maps at the spatial position [, k for feature d and sample
4. This normalization for every feature d is maintained for the fine-tuning:

wy ~hav ny
f _ 1 =1 Zk:l mdil7k - p‘d (29)
d = h e
warhar o

While this was initially done due to the reliance of Q-SENN and SLDD-Model on gim-saga for
sparsification, it has also proven effective for QPM [41]. While it is beneficial for the accuracy, as
we show in Table[d] this reduces the global interpretability, as their absence, a sum of 0 across the

entire feature map M, has an effect due to varying means u”?. Hence, we additionally apply ReLU
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Table 7: Average Set Size |Y| of CHIQPM with Resnet34 calibrated to reach various coverages 1 — «
comparing different conformal prediction methods. All methods are very close or reach the desired

coverage.

[Y]4 CUB CARS
Method  @=0.12 a=0.1 a=0.075 a=0.05 a=0.075 a=005  a=00025  a=0.001
Ours 1454019 2224037 6654196 268+225 1054001 1474018 1264119 9604436

THR 1.25+0.04 1444+002 188+005 294022 1.03+£0.02 122+0.06 2574009 9.50+2.15
APS 697 +£045 788+039 980+0.62 129+£0.63 6.13+£0.69 820+1.00 12.0+0.86 21.5£3.18

Table 8: Average Set Size |Y| of CHiQPM with Inception-v3 calibrated to reach various coverages
1 — « comparing different conformal prediction methods. All methods are very close or reach the
desired coverage.

Y|4 CUB CARS
Method  @=0.12 a=0.1 a=0.075 a=0.05 0=0.075 a=005  a=0.0025  a=0.001

Ours 1524005 234+0.12 7.63+0.15 61.5+425 1024001 147+022 4704227 81.8+3.04
THR  124+£004 147£007 209+010 407+£038 100001 1.17+£004 3.17+£039 13.5+2.68

APS 7.08+044 7944065 1054+096 13.8+135 5.14+£030 6.77+£0.76 108+0.77 21.1+1.82

to the features after scaling, so that CHiQPM only reasons positively, and negligible activations are
suppressed:

£ = ReLU(H) (30)

Note that this already makes CHiQPM a set-valued predictor, as e.g. when only the n.,. — 1 features
shared by 2 classes in IP activate, both would be predicted. However, on the test datasets we used this
happens very seldom and, as explained in Appendix [Al we use argmax to break ties for evaluating
point-predictive performance.
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Figure 12: Average Similarity compared to other conformal prediction methods for the same CHiQPM.
The stars denote different o € {0.12,0.1,0.075,0.05} used for calibration.

F.1 Change during Fine-tuning

This section presents results on how much features change during the fine-tuning of CHiQPM.
Table[TT|quantifies the Pearson Correlation between the same features before and after the fine-tuning
in relation to p. Evidently, a higher p causes higher change in the features. As a consequence
CHiQPM is less reliant on the perfect choice of initial features, as they undergo more changes
regardless. For reference, QPM, has an average correlation of 0.855.
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Table 9: Average Set Size |Y| of CHiQPM with Swin-Transformer-Small calibrated to reach various
coverages 1 — a comparing different conformal prediction methods. All methods are very close or
reach the desired coverage.

[Y]4 CUB CARS
Method  @=0.12 a=0.1 a=0.075 a=0.05 a=0.075 a=005  a=00025  a=0.001
Ours 1144005 1444021 2444032 809+077 1284024 33+293 2024256 7504314

THR 1.09£0.01 1224003 1494+0.04 224+0.13 1.15+£0.13 142+021 2444062 7.62+236
APS 1.73£0.05 195+0.08 2494+0.16 3.79+039 202+£032 252+043 4.64+0.94 9.38£2.05

Table 10: Accuracy and SID@5 of CHiQPM when increasing the weighting of the Feature Diversity
Loss Lgiv 8 beyond the default value D, used for Q-SENN, the SLDD-Model and QPM. Without
reducing accuracy, SID@5 can be further increased for CHiQPM.

Metric CuB MG

=D B=+2D pB=2D pB=D pB=4D pS=12D
Accuracy  85.3 85.3 85.1 75.3 75.3 75.1
SID@5 88.1 92.7 96.5 429 70.3 77.0

G Relaxation of Hierarchical Constraint

This section presents the iterative relaxation of the hierarchical constraint introduced in Section 3.1}
We relax the constraint of Equation @ after finding the initial global solution for W and s, W,;; and
Sinit- Specifically, we set 8 = Sjn;t, to simplify the problem and allow the addition of m € {0, 1}|T|
as an additional variable to optimize to the binary problem without introducing cubic constraints.
It directly optimizes which pair of classes shall share n,. — 1 features with the lowest reduction
on the objective for the desired density p. Here T describes the set of pairs of classes that ever
were represented sharing ny,. — 1 features during the iterative optimization process. Because the
hierarchical constraint causes shared concepts to be represented by the shared features exclusively,
other pairs in P not included in K emerge as other classes share this concept too. Extending how the
QPM (Section ensures no duplicates, T is continuously updated, and the optimum is found when
all variables, including T, have not changed for an iteration:

(we owe ) sinie - My = (Nwe — 1) -m; V(e,d) €T 31)
Im)
> m; > K], (32)
i=0

H Impact of ..t

This section is concerned with the weighting factor Ae,t of the Feature Grounding Loss Leeat. As
described, it is set to Afat = 3, as the ablation in Figure 13| demonstrates that a further increase
harms accuracy, without significantly further improving sparsity and feature alignment. This ablation
also highlights that features become more aligned with the attributes in CUB-2011, as the sparsity
increases. This is likely due to the shared concept between the assigned classes being less abstract. For
reference, QPM reaches a Feature Alignment of 1.9, half of CHiQPM, and thus learns significantly
less grounded features than CHiQPM.

I TImpact of ReLU

The necessity of the normalization and the improvements through our method are summarized in
Table ] First, it is clear that normalization is required to achieve state-of-the-art performance and
ReLU further improves accuracy. However, having features with a shared fixed minimum, either
without normalization or due to ReLLU evidently increases Feature Alignment. Additionally, the
ReLU significantly boosts Contrastiveness, as all the non-activating features are exactly 0, leading to
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Table 11: Impact of p on Average Pearson Correlation between features before and after fine-tuning.

p  Average Pearson Correlation

0.0 0.825
0.1 0.823
0.3 0.805
0.5 0.776
0.7 0.743

a lower distribution A7 (Equation (I8)) with very low standard deviation and therefore an almost
perfect distinction between active and inactive features. However, the Class-Independence is slightly
reduced with a shared minimum, as there are no minimal inactive activations that otherwise count
towards Class-Independence . Regardless, a Class-Independence of around 95% is indistinguishable
from a perfect score, as a perfect feature, that equally activates on all images of its assigned classes
and never on other images would have Class-Independence = 1 — % = 90%. This calculation is
based on the default configuration (nwe = 5 and n}; = 50) for CUB-2011, where every feature is on
average assigned to 20 out of the 200 classes. Hence, the feature activation would be focussed on
these 10% of the class samples. A further increased value can be attributed to robust features that are
only sometimes part of a classes appearance. One example are birds that change their color during
their lifetime, causing these color features to activate even without being assigned to these classes.

J Impact of Dynamic Hierarchy

Table 12: Comparison of dynamic and static feature ordering across different levels in the hierarchy
for CHiQPM with Resnet50 on CUB-2011.

Method Metric Level 1 Level2 Level3 Level4 Level5

Dynamic Hierarchy (CHiQPM)  Set Accuracy 96.5 93.8 91.6 89.5 85.3
Set Size 20.17 4.43 2.12 1.45 1.00

Static Hierarchy (Avg. Order) Set Accuracy 89.7 87.4 86.2 85.6 85.2
Set Size 18.52 2.85 1.30 1.09 1.00

This section evaluates the importance of using our sample specific hierarchy instead of a static one.
Our used hierarchy based on order of the features of the predicted class has significant advantages
compared to other choices. Its sample specific nature lends itself to a local explanation, as one can
consider the order of the features as how dominant they appear in the image. Additionally, that
enables traversing up the hierarchy in a meaningful way, since the least certain features get omitted
first, causing accurate and efficient sets at each step. We believe that the main alternative is a class
specific fixed order of features, as that would enable a global hierarchical explanation for each class.
The comparison between a fixed order of features for each class, computed based on the average
order on training data and our prediction up the hierarchy is shown in Table[12] Evidently, predicting
with such a fixed order causes less accurate inefficient sets compared to our sample specific dynamic
hierarchy. For example, our dynamic hierarchy reaches 91.6% accuracy with an average set size of
2.1, while the fixed hierarchy never reaches that accuracy. We believe that this is likely due to the
unique feature, e.g. the red eye of the Bronzed Cowbird, being on average quite important to that
class and thus causing prediction sets that are too specific to the top-1 prediction.

K Localization Quality of Features

This section evaluates the localization quality of the feature maps. We evaluate a form of the Pointing
Game, similar to the initial form in [66]], using segmentation masks provided for CUB-2011 [12].
Specifically, we calculate the fraction of the activation of the GradCAM [55] saliency map that is
focused on the segmented bird S € {0, 1}%*":

GradCAM
?=2. (Z GradCAM © S) (33)
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Figure 13: Accuracy, Feature Alignment and Sparsity in relation to Age,tand the number of features
per class ny,. on CUB-2011

As the bird can be considered the region of the image responsible for the classification, a higher
overlap with the segmentation indicates that the saliency maps localize more faithfully. The results
are shown in Table[I3] Importantly, one would not necessarily expect an overlap of 100%, as the
edge region is relevant to describing the shape, causing activations both on and off the segmentation.
Across the entire test dataset, CHIQPM’s GradCAM focusses to 83.4% on the bird, whereas the Dense
baseline only does so with 75.8%. Hence, CHiQPM has activation maps with improved faithfulness
on CUB-2011, validating their use for saliency maps of individual interpretable features.
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Table 13: Accuracy and faithfulness comparison on CUB-2011 with Resnet50. The final column
measures the average GradCAM overlap with ground truth segmentations.

Model Accuracy Avg. GradCAM Overlap

Dense 86.6% 75.8%
CHiQPM 85.3% 83.4%

L Limitations

This section discusses the limitations of the proposed CHiQPM. CHiQPM is a model that learns few
general features which are used in a very interpretable way with a binary sparse assignment. The
learnt features already enable improved interpretability, as they tend to localize consistently on the
same concepts enabling an intuitive understanding of the features and predictable local behvaiour
based on global explanations. For example, given the global explanation in Figure[I] a user would be
able to predict that the image in Figure [2| would show little activation as the eye is different. Notably,
this is different to most prototypical models, which learn class-specific features [41]] that detect red
eye of Bronzed Cowbird instead of red eye and thus lose human interpretability [20, 24]. However,
for perfect human-understandable global interpretability all of the individual features have to be
understandable for humans. Dependent on the dataset, there are 2 to 3 remaining obstacles:

1. As touched upon in Section[2.1] features can learn to detect multiple concepts, a phenomenon
knows as polysemanticity. While the visualizations of features in Figures [31]to[34]indicate a
consistent localization of the same feature across many classes on the same concept, proper
metrics are missing to even measure that. However, we believe that a model like CHIQPM
is very well suited to investitage this phenomen further, as superposition [[11] can likely be
ruled out in its final features. The issue of polysemanticity is exacerbated on ImageNet-1K,
where every feature is assigned to ~ 100 classes. This connects to another limitation, where
the number of selected features n} can not be set arbitrarily high, as the time it takes to
solve the QP grows exponentially with it, as shown in [41]).

2. While the activation maps of CHiQPM on CUB-2011 and Stanford Cars seem to localize
very accurately, e.g. highlighting the red eye and not activating if it is not visible, the
activation maps on ImageNet-1K seem to not always faithfully highlight the image region
they respond to, e.g. Feature 23 in Figures[19] 29 and 30| consistently distributes a large
portion of its activation on the same image patch. More elaborate saliency map methods
or built-in methods like B-cos Networks [S]] might be required for such activation maps.
Finally, with the seemingly lacking faithfulness of the activation maps for ImageNet-1K, the
use of SID@5 for this dataset can also be questioned.

3. CHiQPM learns general features that are well suited to classify the dataset given the training
data. However, we do not restrict the features to be based on concepts that humans have
noticed or named before. Therefore, there may exist a conceptual gap between the concepts
learnt by CHiQPM and the ones known to humans. This Bi-directional Communication
Problem [3] can however be reduced by examining the learnt general features of CHiQPM
with its faithful global interpretability, as one can e.g. say that there is a distinctive pattern
on the necks of the black birds, that can be used to differentiate them. Teaching humans the
general shared features as neologisms [[19] seems promising to bridge this gap. Again, the
learnt features of CHiQPM are uniquely suited as they are individual neurons that already
detect concepts. Finally, further work should aim at distinguishing polysemantic features
from features that capture one concept unknown to humans.

The proposed method is evaluated quite thoroughly on multiple datasets with various architectures.
Thus, CHiQPM can clearly be applied to other general vision datasets. However, these datasets need
to have many classes that have shared concepts, as the method relies on learning shared concepts
between the classes.

For assumptions, it is to note that the guaranteed coverage of Conformal Prediction only holds under
the exchangeability assumption of test and calibration data. We designed our experiments to ensure
this property. Specifically, splitting calibration off from the test data ensures i.i.d., which is a stronger
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property than exchangeability. Additionally, we observe that all CP methods closely match the target
coverage for which we calibrate on test data.

Finally, the built-in interpretable Conformal Prediction method of this work guarantees unconditional
coverage under the given assumptions, i.e. achieving the desired accuracy across the entire test
dataset, instead of for all test samples. Achieving unconditional instead of conditional coverage can
relate to fairness, as some groups might be undercovered. Limiting the number of levels to ascend
during the conformal prediction can theoretically further negatively affect the conditional coverage,
as some classes are further away from other classes. However, conditional coverage is challenging to
even measure, as one needs a fair assessment of difficulty. For the metrics we checked, using n!™it
did not negatively affect conditional coverage. However, as the set construction is interpretable for
CHiQPM, the user can understand high uncertainty when all classes below the maximum number
nlimit are predicted, which may reduce the need for built-in conditional coverage.

M Future Work

This section discuses the future directions of this work. One direction is a formal analysis of the used
QP. Understanding the properties in more detail might enable faster solving or scaling the model to
even larger datasets that might require even more features.

Another very valuable direction is validating the effectiveness of the introduced explanations via
human studies, which have been out of scope for this work.

Finally, we hypothesize that CHiQPM is well suited to handle class-imbalanced data, as the constraints
on the QP ensure that every class can be predicted if their general features are present.

N Broader Impact

This paper presents work whose goal is to advance the field of Machine Learning towards more
interpretability. Globally interpretable models enable a deeper understanding of the decision-making
before and during deployment, and can therefore lead to increased safety, robustness, trustworthiness
and potentially even scientific discovery. However, there are also potential negative consequences.
Most notable, a bad actor can use a model with faithful global interpretability to deliberately and
systematically ensure decision-making based on spurious or discriminating factors. Nevertheless,
only such globally interpretable models offer the transparency to robustly ensure decision-making
based on the correct concepts.

O Compute Ressources and Runtime

This section discusses the compute ressources used for the experiments in this paper. As GPU
ressource, this work made use of an internal cluster composed of several NVIDIA RTX 2080 Ti.
Every experiment fit on one GPU. As CPU ressource for solving the QP, this paper used an internal
CPU cluster composed of primarily AMD EPYC 72F3 and up to 250GB of ram. This reference
hardware with sufficient memory is assumed for all estimates.

Table 14: Rough time in minutes needed to obtain a CHiQPM, ny,. = 5 and n;‘c = 50, with Resnet50
on the three datasets used in this work.

Dataset Dense Training (GPU) QP (CPU) Fine-Tuning (GPU) Total Time (Hours)
CUB-2011 176 200 82 458 (7.6)
Stanford Cars 234 200 110 544 (9.1)
ImageNet-1K 0 660 6300 6960 (116)

All main experiments were done on four architectures. The total time it takes to obtain a CHiQPM
dependes on the time spent training on the GPU, scaling with model and dataset size, and time spent
solving the QP on the CPU, which scales with the dimensions of the variables and constraints. With
Nwe = D and n;‘c = 50, the CPU time depends primarily on the number of classes in the dataset n,.
and the number of features of the black-box dense model ny. As Stanford Cars has a very similar
number of classes to CUB-2011 (196 to 200), we calculate with the same number of classes and
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Table 15: Rough time for the 5 seeds in minutes (hours) spent on training each of the architectures for
the main experiments on CUB-2011 and Stanford Cars (taking % the time of CUB-2011 on GPU).

Architecture GPU CPU
Resnet50 258 5.7 200 -5 -2
Resnet34 143 -5-23 58 -5-2
Inception-v3 76 -5 Bt 200 -5 -2
Swin-Transformer-Small 478- 5 3% 200 -5 -2
> 11141 (185) 6580 (110)

Table 16: Rough time in hours spent on training the additional models for the Ablations

Ablation Number of Models GPU CPU
15 21 0
10 14 0
70 75 230
12 (6 on IMG) 352 0
(QPM) 5 4 17
15 21 50
127 487 297

% times the number of training samples (8144 to 5994). The estimated time spent per dataset is
shown in Table[T4l How that varies between architectures is shown in Table[I3l While there is some
variance in cpu time due to the ablations, we assume even cpu runtime for our estimates in Table [I6]
which effectively results in an upper bound on the cpu time spent.

Generating the visualizations or explanations took negligible compute ressources as everything
required is computed in one forward pass. Similarly, evaluating the models is also very fast in
comparison.

Finally, most of the experiments with Resnet50 were ran on 3 — 5 random seeds with CUB-2011
before starting training for the fixed seeds and across multiple architectures. Similarly, further
experiments of roughly the same number were run to ultimately converge to the presented method.
Also, starting from 61GB for solving the QP, very few seeds needed more than that, which we started
after the inital ones crashed. For the three solved QPs on ImageNet-1K, we always allocated the
available memory of 250G. Additionally, we had to retrain Q-SENN to include it in our tables. Each
of these runs takes roughly half an hour more on the GPU than CHiQPM. Note that, Q-SENN did not
always converge with Swin-Transformer-Small, which is why no result is reported there as one likely
needs to tweak hyperparameters to ensure convergence. Similarly, Figure [T required training QPM.
We want to emphasize that we reused the same dense model or even QP solution where possible, e.g.
for CHiQPM, QPM and Q-SENN or many of the ablations. This puts the total amount of GPU hours
to roughly 1382 and CPU hours to 1040, shown in Table[T7]

For storage, we temporarily save every model and their low-dimensional feature vectors to speed up
metric calculations. While our internal clusters offers significantly more storage, the experiments of
this paper needed less than 100 GB.

P Further Qualitative Examples

This section comments the extensive qualitative examples. For all examples, we always present
explanations for the same model, i.e. all explanations for a CHiQPM on CUB-2011 with n. = 5 and
n’% = 50 explain the same model. Therefore, this section discusses results of 4 models, 3 per dataset
with the default configuration and also visualizations of CHiQPM with ny,. = 3 and n}i = 30 trained
on CUB-2011 and explained in Figures[I]and [2] Figure[I4]first contains the global class explanation
between the Red-winged blackbird and Bronzed Cowbird, which are jointly predicted in Figure
The CHiQPM faithfully communicates that it differentiates them based on their unique attributes:
The red eye or wing. Additionally, Figure|21|contrasts the explanation of Figure [2| with one for an
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Table 17: Rough total time in hours spent on training with reference hardware NVIDIA RTX 2080 Ti
as GPU and AMD EPYC 72F3 as CPU

Experiment GPU CPU
Main Experiments (Table 185 110
Ablations (Table 487 297
ImageNet Main Experiments (Table 350 33
Preliminary / Failed experiments 300 600
Q-SENN [40] training as competitor 60 0
1382 1040

Bronzed Cowbird Features
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Figure 14: Global explanation comparing Bronzed Cowbird and Red Winged Blackbird. The
CHiQPM trained on CUB-2011 with 3 features per class and 30 in total, explained in Figures []
and[2] determined the differentiating factor, their red eye or wing, without any annotations and can
communicate its behavior faithfully.

easy example. Further contrastive global class explanations with human understandable differences
on CHiQPM trained on CUB-2011, Stanford Cars and ImageNet-1K are shown in Figures[I3]to 20]
Additionally, Figure 2T]displays the extensive local explanations and an example where CHiQPM
dynamically predicts the appropriate set of classes based on visible evidence, as globally explained by
Figure[T7] Supporting Figures[I} 2] and 21] Figures 23]and 24] show the corresponding graphs without
the limitation of only including classes that share the top feature. Finally, Figures 23]to [30] show more
exemplary local explanations of our CHiQPM, including the novel hierarchical explanations and
saliency maps that also transport activation, as described in Appendix[C.2] They demonstrate how
CHiQPM can provide uniquely comprehensive local interpretability for a single test image, faithfully
following its global explanations.

P.1 Feature Generalization Visualizations

This section provides supplementary visualizations demonstrating that the features learned by our
CHiQPM are not merely class-specific detectors but function as general concept detectors across
a diverse range of images. Figures [31]to [34] visualize how the features of the probed CHiQPMs
explained in Figures I} 2} [T4]to[I6] [21] and [25] to [28] generalize across a huge range of images and
classes. For that, we visualized all classes that share all but one feature with one class. We choose
Shiny Cowbird for Figures [31]and [32} as it has a large neighborhood in the probed CHiQPM's class
representations and is also used in the main paper in Figures[T|and[2] Additionally, we show the
features of all classes similarly represented to Arctic Tern in Figures[33|and [34] as it is another class
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White necked Raven Features
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Figure 15: Global explanation comparing White necked and Common Raven. CHiQPM trained on
CUB-2011 determined the differentiating factor, the white neck, without any annotations and can
communicate its behavior faithfully. Local explanations of this model are shown in Figures |2'_5| and

Clay colored Sparrow Features
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Figure 16: Global explanation comparing Clay colored and Brewer Sparrow. CHiQPM trained on
CUB-2011 determined the differentiating factor, the distinct head patterns, e.g. the white crown
stripe for Clay colored Sparrow, without any annotations and can communicate its behavior faithfully.
Local explanations of this model are shown in Figures El and|2'_8l

with a large neighborhood in both models. We further supplemented Figure[32] with the Raven classes
from Figures T3] 25]and 2] to showcase that the features localize consistently, not just directly around
the chosen class. These visualizations demonstrate that similarly represented classes by CHiQPM

are indeed similar in reality, as measured by Structural Grounding, and that the features are general
concept detectors.
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Table 18: Accuracy and Compactness using Resnet50: CHiQPM shows the highest accuracy among
interpretable models. Figure[9]shows the increasing gap when further raising compactness. Among
more compact models, the best result is marked in bold, second best underlined.

Method Accuracy 1 Total Features,. Features / ClassJ.
CUB CARS IMGNET CUB CARS IMGNET CUB CARS IMGNET

Baseline Resnet50  86.6+0.2  92.140.1 76.1 2048 2048 2048 2048 2048 2048
glm-sagas 78.0+0.4 86.8+0.6 58.0+£0.0 809+8 80710 1627+1 5 5 5
PIP-Net 82.0+0.3 86.5£0.3 - 731£19 669+13 - 12 11 -
ProtoPool 79.4+04 87.5+0.2 - 202 195 - 202 195 -
SLDD-Model 84.5+0.2 91.1£0.1 72.7+0.0 50 50 50 5 5 5
Q-SENN 84.6+0.3 91.8+0.3 74.3+0.0 50 50 50 5 5 5
QPM 85.1+0.3 91.84£0.3 74.2+0.0 50 50 50 5 5 5
CHiQPM (Ours)  85.3+0.3 91.9+0.2 75.3+£0.0 50 50 50 5 5 5

Table 19: Comparison on QPM [41] Interpretability metrics with Resnet50. Requiring annotations,
Structural Grounding can only be computed for CUB-2011. Among more compact models, the best
result is marked in bold, second best underlined.

Method SID@5 1 Class-Independence 1 Contrastivenesst Structural Groundingt
CUB CARS IMGNET CUB CARS IMGNET CUB CARS IMGNET CUB
Baseline Resnet50 57.7£0.4 54.4+0.3 37.1 98.0£0.0 97.8+0.0 99.4 74440.1  75.1£0.1 71.6 34.0+0.3
glm-sagas 55.4+0.5 51.8+0.3 35.8+0.0 97.8+0.0 97.6+0.0 99.4+0.0 74.0+0.1 74.5+0.1 71.7+0.0 2.5+1.0
PIP-Net 99.2+0.1  99.0+0.1 - 75.6+04  62.9+0.1 - 99.6+0.0  99.740.0 - 6.7+£0.9
ProtoPool 24.5+0.8 30.7+3.4 - 96.9£0.1  96.0+0.5 - 76.7£1.0  78.9£2.0 - 13.9+0.9
SLDD-Model 88.2+0.2 88.6+0.6 64.7+£0.7 96.2+0.1 95.54+0.1 98.6+0.0 87.3+£0.2 89.7£0.3 93.4+0.1 29.24+4.0
Q-SENN 93.24+04 94.34+0.3 - 95.540.1 94.840.1 - 93.0£0.3  93.94+0.2 - 20.8+4.1
QPM 90.1+0.3 89.6+04 64.1+0.7 97.0+0.0 96.5+0.0 99.1+0.0 96.0+04 97.7+04  89.3+0.1 47.942.7
CHiQPM (Ours) 88.1+£0.5 88.8+1.0 42.9+09 94.1+£0.0 93.5+0.1 98.7+£0.0 99.9+0.0 100.0+0.0 99.9+0.0 75.0+2.2

Table 20: Accuracy and Compactness using Resnet34: CHiQPM shows the highest accuracy among
interpretable models. Among more compact models, the best result is marked in bold, second best
underlined.

Method Accuracy T Total Features]  Features / Class]
CUB CARS CUB CARS CUB CARS

Baseline Resnet34  85.7+0.3 91.5£0.2 2048 2048 2048 2048

glm-sagas 72.0+1.0 82.040.6 442+5 45346 5 5
SLDD-Model 832403 90.7£03 50 50 5 5
Q-SENN 837402 91.3403 50 50 5 5
QPM 83.0£0.2 91.3£0.0 50 50 5 5
CHiQPM (Ours) 837402 915402 50 50 5 5

Table 21: Comparison on QPM [41] Interpretability metrics with Resnet34. Requiring annotations,
Structural Grounding can only be computed for CUB-2011. Among more compact models, the best
result is marked in bold, second best underlined.

Method SIb@5 1 Class-Independence 1 Contrastiveness? Structural Groundingt
CUB CARS CUB CARS CUB CARS CUB
Baseline Resnet34  62.1+£0.3 56.6+04 97.940.0 97.7+0.0 76.4+0.1 77.9+0.2 39.6+0.2
glm-sagas 59.9404 55.3+0.3 97.9+0.0 97.7+£0.0 76.5£0.0 77.8+0.2 7.6+£2.2
SLDD-Model 90.1+£0.8 86.7£2.5 97.5+0.0 97.6+0.2 86.0£1.0 83.3+4.6 24.54+2.7
Q-SENN 86.6£1.4 80.1+2.8 96.6+0.1 96.0+0.2 952+1.0 94.3+14 25.7+2.0
QPM 90.5+0.5 89.1+t1.1 97.5+0.0 96.9+0.1 95.5+0.2 94.7+1.1 39.04+2.9
CHiQPM (Ours)  87.9+0.5 88.4+1.0 94.1£0.1 829445 99.9+0.0 100.0+0.0 68.5+4.1
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Table 22: Accuracy and Compactness using Inception-v3: CHiQPM shows the highest accuracy
among interpretable models. Among more compact models, the best result is marked in bold, second
best underlined.

Method Accuracy T Total Features]  Features / Class].
CUB CARS CUB CARS CUB CARS
Baseline Inception-v3  86.1+0.1 92.6+0.2 2048 2048 2048 2048
glm-sagas 79.24+0.5 89.3+0.3 81449 79548 5 5
SLDD-Model 83.1+0.4 91.14+0.2 50 50 5 5
Q-SENN 83.8+0.4 91.6+0.2 50 50 5 5
QPM 84.2+0.4 91.740.1 50 50 5 5
CHiQPM (Ours) 84.3+0.3 92.1+0.2 50 50 5 5

Table 23: Comparison on QPM [41] Interpretability metrics with Inception-v3. Requiring annotations,
Structural Grounding can only be computed for CUB-2011. Among more compact models, the best
result is marked in bold, second best underlined.

Method SID@5 1 Class-Independence 1 ContrastivenessT Structural Grounding?
CUB CARS CUB CARS CUB CARS CUB
Baseline Inception-v3  38.9+0.3 33.1+£0.2 96.1£0.0 95.7+£0.0 89.6+0.2  91.7+0.2 7.1£9.6
glm-sagas 39.3£0.2 34.0£04 954+0.0 95.0+0.0 91.3£0.3  93.4+0.2 0.3+0.4
SLDD-Model 58.1+1.2 52.1+£1.5 92.6+0.1 92.1+0.1 93.0+£0.3  94.4+0.2 244423
Q-SENN 55.6+0.9 482+0.9 922+0.2 91.540.1 94.6+0.3  95.1+0.4 19.74£2.6
QPM 48.6+0.9 42.840.8 95.1+0.1 94.7+0.0 93.440.1  94.3+0.1 34.8+34
CHiQPM (Ours) 454+13 37.8422 93.4+0.1 92.74£0.2 100.0+£0.0 100.0+0.0 52.8+4.5

Table 24: Accuracy and Compactness using Swin Transformer small: CHiQPM shows the highest
accuracy among interpretable models. Among more compact models, the best result is marked in
bold, second best underlined.

Method Accuracy 1 Total Features]  Features / Class].
CUB CARS CUB CARS CUB CARS

Baseline Swin Transformer small 87.0+0.1 90.6+0.6 768 768 768 768

glm-sagas 76.5£04 75.5+£1.2 57244 55948 5 5
SLDD-Model 85.3+0.4 89.1+0.7 50 50 5 5
QPM 85.0+£0.4 88.7+0.5 50 50 5 5
CHiQPM (Ours) 85.9+0.3 89.0+1.6 50 50 5 5

Table 25: Comparison on QPM [41] Interpretability metrics with Swin Transformer small. Requiring
annotations, Structural Grounding can only be computed for CUB-2011. Among more compact
models, the best result is marked in bold, second best underlined.

Method SIb@5 1 Class-Independence 1 ContrastivenessT Structural Grounding?
CUB CARS CUB CARS CUB CARS CUB

Baseline Swin Transformer small  26.4+0.1  26.0£0.1 96.840.0 96.6+0.0 98.3+0.1 98.84+0.1 24.5+0.4

glm-sagas 264402 26.1£0.1 96.6+0.0 96.4+0.0 99.1+0.1 99.6+0.0 8.8+2.8

SLDD-Model 38.0+0.5 35.6+1.1 93.440.1 93.3+0.2 99.0+0.2 99.4+0.2 37.24+3.4

QPM 33.6+0.4 32.0£0.3 95.2+0.0 94.7+0.0 98.5+0.3 99.1+0.2 45.1+3.2

CHiQPM (Ours) 46.1+0.9 45.8+4.0 94.240.1 93.7£0.1 99.9+0.0 99.9+0.1 65.4+3.6
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Figure 17: Contrastive global Explanation, comparing the class representations of two cars that only
differ in Coupe or Convertible for CHiQPM trained on Stanford Cars that represents every class with
5 of 50 features. They are differentiated based on features activating on where the windows would be.
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Figure 18: Contrastive global Explanation, comparing the class representations of two Convertible
Aston Martins for CHiQPM trained on Stanford Cars that represents every class with 5 of 50 features.
They are differentiated based on human perceivable deviating features like the fender vent.
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Figure 19: Contrastive global Explanation, comparing the class representations of two mountain
dogs for CHiQPM trained on ImageNet-1K that represents every class with 5 of 50 features. They
are differentiated based on human perceivable deviating features like the different ear fur. Local
explanations for this model are shown in Figures @ and @l
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Figure 20: Contrastive global Explanation, comparing the class representations of white and black
stork for CHiQPM trained on ImageNet-1K that represents every class with 5 of 50 features. They
are differentiated based on one broadly activating feature.
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Figure 21: Exemplary local explanations provided by our CHiQPM, with the global explanation
in Figure[I|for two test images of Bronzed Cowbird. The first row is an easy example where all 3
features are found, including the red eye. Therefore, our calibrated model only predicts Bronzed
Cowbird. The red eye is not visible in the second image, leading to the reasoning of our CHiQPM
along its dynamic class hierarchy identifying it as one of the black bird species and predicting all of

them, including the Bronzed Cowbird.
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Figure 22: Exemplary local explanations provided by our CHiQPM, with the global explanation in
Figure[I7]for two test images of the Convertible. The first row is an easy example where all 5 features
are found, because the top is down. Therefore, our calibrated model only predicts the Convertible.
The top is up in the second image, leading to the reasoning of our CHiQPM along its dynamic class
hierarchy identifying it as one of the cars, either Coupe or Convertible because both window features
are only barely activating. As the global explanation in Figure [T7]explains, the probed CHiQPM does
not rely on the fabric top, and hence predicts the set of both cars interpretably.
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Figure 25: Exemplary local explanation for White necked Raven labeled test sample of CHiQPM
with global explanation in Figure[T5] All 5 features are recognized, hence only the true label is
predicted and the features of the predicted class visualized. The tree further visualizes the learned
class similarities, with violet and red leading to black throated birds, whereas violet and yellow seem
to indicate Oriole.
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Figure 26: Exemplary local explanation for White necked Raven labeled, presumably mislabelled,
test sample of CHIQPM with global explanation in Figure[I5] Due to missing evidence, especially the
white neck, our calibrated CHiQPM predicts a set of black birds. We show saliency maps for features
of White necked Raven as the reader can have learned about its class representation already. Note
that the gray feature for Common Raven is shown in Figure[T3]too. When CHiQPM determines that
it needs to predict a set, one might want to visualize all the features of all classes that are predicted in
the coherent set. Alternatively, all active features could be visualized. This is ultimately up to the
level of detail desired.
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Figure 27: Exemplary local explanation for Clay colored Sparrow labeled test sample of CHiQPM
with global explanation in Figure[T6] All 5 features are recognized, hence only the true label is
predicted and the features of the predicted class visualized. Interestingly, the clearly visible white
crown stripe, detected by the red feature, is sufficient for CHiQPM to distinguish it from most other
sparrows early on in the hierarchy, as opposed to Figure[28] where blue and green determine a set of
sparrows first.
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Figure 28: Exemplary local explanation for Clay colored Sparrow labeled test sample of CHiQPM
with global explanation in Figure [I6] Both head features activate evenly, thus both sparrows are

predicted jointly.
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Figure 29: Exemplary local explanation for Bernese mountain dog labeled test sample of CHIQPM

with global explanation in Figure[I9] All 5 features are recognized, hence only the true label is
predicted. The tree further gives a glimpse into how the 1000 classes of ImageNet-1K are organized.
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Figure 30: Exemplary local explanation for Bernese mountain dog labeled test sample of CHIQPM
with global explanation in Figure[T9] All 5 features are recognized, hence only the true label is
predicted. However, due to the sideways pose, feature 46, focusing on the frontal face, is less activated.
The tree further gives a glimpse into how the 1000 classes of ImageNet-1K are organized.
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Figure 31: Visualizations for classes similar to Shiny Cowbird using the model with 3 features per
class, e.g. explained in Figures|T} [2} [T4and
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Figure 32: Visualizations for classes similar to Shiny Cowbird using the model with ny,. = 5 features
per class, e.g. explained in Figures [I3] [T6] and 23] to 28] We included the Raven classes from
Figures T3] 25| and [26] for reference.
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Figure 33: Visualizations for classes similar to Arctic Tern using the model with n,,. = 3 features
per class, e.g. explained in Figures|[T} 2] [T4]and 21}
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Figure 34: Visualizations for classes similar to Arctic Tern using the model with n.,. = 5 features
per class, e.g. explained in Figures T3} [T6]and [25]to 28]
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