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Abstract

This work addresses the challenging problem of recognizing
object states in a visual context by integrating data-driven and
symbolic approaches. In particular, we focus on the Zero-shot
variation of this task. Key contributions include the develop-
ment of novel methods that exhibit state-of-the-art (SOTA)
performance, the creation of a new object states dataset, the
formulation of novel problems, the successful integration
of low-level and high-level approaches, and comprehensive
analyses that highlight the specific challenges posed by the
problem.

Research Problem
The main contribution of this work is the developing of
methods suitable for the visual recognition of object states.
In this context, we aim to develop methods that are able to
classify the states of the objects appearing in images and/or
videos. In particular, we focus on the zero-shot variation of
this problem, in which no visual information related to ob-
ject states is available for training. In order to achieve this,
we explore efficient approaches for the integration of data-
driven (low-level) and symbolic (high-level) approaches.

The problem of Object State Classification (OSC) is cru-
cial in our daily interactions with various objects in differ-
ent contexts. Recognizing the states of objects is essential
as it determines an object‘s condition and the actions that
can be performed with it (Jamone et al. 2016). In computer
vision, OSC is closely related to action recognition (Wang,
Farhadi, and Gupta 2016), object detection and classifica-
tion (Farhadi et al. 2009), and affordance learning (Chuang
et al. 2018). Moreover, states also provide cues on the dy-
namic aspects and transformations of objects, which are cru-
cial for action recognition in images and videos (Liu, Wei,
and Zhu 2017).Despite its importance, research on OSC has
been limited compared to object classification. However, re-
cent years have seen an increase in studies dedicated to this
problem (Souček et al. 2022; Gouidis et al. 2022).

In addition to the standard challenges inherent in ev-
ery computer vision problem, the task of OSC poses some
unique challenges. First, states are more difficult to recog-
nize than object classes or attributes because they involve a
more complex representation of visual information. Classes
and attributes are usually defined based on visual properties

that remain relatively stable across different contexts and ap-
pearances, such as color, texture, shape, or size. In contrast,
states are defined based on changes in appearance or context,
which are more subtle and can be influenced by many fac-
tors.Additionally, states are often more context-dependent
and task-specific, meaning they may not be applicable or
meaningful in all contexts. Therefore, recognizing states in-
volves more complex reasoning and inference than recog-
nizing attributes, requiring models that can capture and inte-
grate both visual and semantic information from the scene.

Contributions
The main contributions of this work are the following.

1. Extensive Analysis and Dataset Creation: An in-depth
analysis of OSC was conducted, investigating several as-
pects of the problem and studying it in conjunction with
the closely related problem of object recognition (Gouidis
et al. 2022). This comprehensive analysis led to several key
findings, the most significant being that OSC cannot be ad-
dressed with the standard methods employed for object clas-
sification. An important outcome of this study was the cre-
ation of a new publicly available Object States Dataset.

2. Introduction of Zero-Shot Object-Agnostic State Clas-
sification: A novel variation of the OSC problem, i.e., the
Zero Shot Object-Agnostic State Classification (ZS-OASC)
task was formulated (Gouidis et al. 2025). This task deals
with the recognition of object states in images and/or videos
when no visual training samples (zero shot) and cues re-
lated to object classes (object-agnostic) are utilized. This
approach differs from the standard strategy for addressing
OSC, which typically relies on accurate object classifica-
tion. This significantly broadens the applicability of OSC by
eliminating the reliance on object-specific training data.

3. Hybrid Method for ZS-OASC: We developed a hybrid
method specifically designed for ZS-OASC (Gouidis et al.
2023). This method combines neural modules, i.e., Con-
volutional Neural Networks (CNNs) and Graph Convolu-
tional Networks (GNNs), with symbolic components, such
as Knowledge Graphs (KGs) in the context of projecting se-
mantic knowledge into the visual space. This enables the
generation of visual embeddings for any state class, mak-
ing the method suitable for zero-shot classification. Our



approach achieved state-of-the-art performance across all
available object states datasets.

4. Exploration of the potential of KGs for OSC: A novel
method for the effective and efficient utilization of KGs as
a knowledge source for zero-shot visual tasks was intro-
duced (Gouidis et al. 2024c). This study led to the devel-
opment of a technique that enables the semi-automatic con-
struction of domain-specific KGs, drawing knowledge from
various semantic sources. An important finding was the im-
pact of different types of knowledge regarding the suitability
of generated embeddings for the ZS-OASC task. Another
key discovery was the adverse effect of noise in domain-
agnostic KGs used for training GNNs on the overall perfor-
mance of the method.

5. Large Language Models Integration: More recently, a
significant breakthrough involved the utilization of Large
Language Models (LLMs) for generating semantic fea-
tures (Gouidis et al. 2024a). This study involved an extensive
investigation into combining domain-specific and general-
purpose knowledge in the context of which special methods
were devised to generate a domain-specific corpus through
tailored LLMs queries and combine it with general-purpose
corpora available on the Web. This approach improved sig-
nificantly the performance of our hybrid method for the
ZS-OASC task. Furthermore, the use of LLMs for the con-
struction and refinement of KGs led to further performance
gains (Gouidis et al. 2024b).

6. State Change Anticipation in Videos: We introduced
the novel problem of State Change Anticipation in Videos
(SCAV) (Manousaki et al. 2024) which focuses on predict-
ing state changes of objects in videos. This task has signifi-
cant implications for scene understanding, automated moni-
toring, and action planning. It integrates learned visual fea-
tures with natural language processing (NLP) features rep-
resenting past object state changes. Extensive experimental
evaluation demonstrates the method’s effectiveness in pre-
dicting object state changes in dynamic scenarios, highlight-
ing the potential of combining video and linguistic cues to
enhance predictive performance.

Future Directions
There are many promising directions for future research that
derive from our work. Specifically, we aim to explore the
potential of leveraging meta-paths to enhance embedding
generation. Current approaches treat KGs as homogeneous
sources, overlooking the rich, heterogeneous information
embedded in their diverse nodes and relations. By utilizing
meta-paths, we intend to develop methods for more efficient
processing of this complex, structured data. Moreover, we
would like to experiment with the utilization of multi-modal
KGs in the context of ZS-OASC and to extend and refine
the existing work concerning the problem of State Change
anticipation in Videos.
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