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Abstract
We analyze the dynamics of general mini-batch first order algorithms on the ℓ2 regularized least
squares problem when the number of samples and dimensions are large. This includes stochastic
gradient descent (SGD), stochastic Nesterov (convex/strongly convex), and stochastic momentum.
In this setting, we show that the dynamics of these algorithms concentrate to a deterministic discrete
Volterra equation Ψ in the high-dimensional limit. In turn, we show that we can use Ψ to capture
the behaviour of general mini-batch first order algorithm under any quadratic statistics R : Rd →
R (see Definition 6), including but not limited to: training loss, excess risk for empirical risk
minimization (in-distribution and generalization error.

1. Main

The structure of an optimization problem plays an important role in designing efficient algorithms.
A common structure, motivated by empirical risk minimization (ERM), is the finite sum, that is, an
optimization problem of the form

min
x∈Rd

{
f(x)

def
=

1

n

n∑
i=1

fi(x)

}
, (1)

where the functions fi : Rd → R. Much has been written about the complexity for solving (1)
under various assumptions on f , such as smoothness and convexity [4, 6–11, 14, 15, 17–19, 23, 25,
31, 32].

Motivated in part by the rise in machine learning, weakening these assumptions, as many prob-
lems of interest are nonsmooth and nonconvex, have dominated current optimization research. This
has led to tight upper bounds on complexity that match the theoretic lower bounds for very general
finite-sum problems [3, 12, 13, 26], and yet in spite of this, there exists an enormous gap between
these theoretical guarantees and observed performance on machine learning problems. Indeed, even
in the smooth, convex setting, there is a missing component in our understanding of finite sum prob-
lems in machine learning. One possibility is simply the size of the finite sums. An overarching trend
in machine learning is to scale up the problem size, measured both by model complexity (parame-
ters) and data set size. In short, machine learning problems are high-dimensional.
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Beyond high-dimensionality, machine learning problems also tend to be stochastic: the data are
random, the learning algorithms are random, and the model initialization is random. This trifecta
of randomness combined with high-dimensionality may account for this missing structure from
optimization theory for machine learning.

This article develops a framework for first-order stochastic methods that incorporates high-
dimensionality for analyzing all first-order stochastic learning algorithms on an ℓ2-regularized least
squares problem. The framework, first proposed for analyzing stochastic gradient descent (SGD) in
the “small batch regime” [29], imports mathematics ideas commonly used in random matrix theory.

1.1. Formal Setup and Assumptions.

To formalize the analysis, we define the ℓ2-regularized least-squares problem:

argmin
x∈Rd

{
f(x)

def
=

1

2
∥Ax− b∥2 + δ

2
∥x∥2 =

n∑
i=1

1

2

(
(aix− bi)

2 +
δ

n
∥x∥2

)
︸ ︷︷ ︸

def
=fi(x)

}
. (2)

The fixed parameter δ > 0 controls the regularization strength and it is independent of n and d. We
focus on setups where the parameter choices n and d are large, but we do not require that they are
proportional. This is captured by Assumption 2.

Assumptions on Data. Moreover our results only gain power when one (and hence both) of these
parameters are large. The data matrix A ∈ Rn×d and the labels b may be deterministic or random;
we formulate our theorems for deterministic A and b in (2) satisfying various assumptions, and in
the applications of our theorems to statistical settings, we shall show that the random A and b (2)
satisfy these assumptions.

These assumptions are motivated by the case where the augmented matrix [A | b] has rows
that are independent and sampled from some common distribution. We also note that the problem
(2) is homogeneous, in that if we divide all of A, b, and

√
δ by any desired scalar, we produce

an equivalent optimization problem. As such, we adopt the following convention without loss of
generality.

Assumption 1 (Data–target normalization) There is a constant C > 0 independent of d and n
such that the spectral norm of A is bounded by C and the target vector b ∈ Rn is normalized so
that ∥b∥2 ≤ C.

More importantly, we also assume that the data and targets resemble typical unstructured high-
dimensional random matrices. One of the principal qualitative properties of high-dimensional ran-
dom matrices is the delocalization of their eigenvectors, which refers to the statistical similarity of
the eigenvectors to uniform random elements from the Euclidean sphere. The precise mathemati-
cal description of this assumption is most easily given in terms of resolvent bounds. The resolvent
R(z;M) of a matrix M ∈ Rd×d is

R(z;M) = (M − zId)−1 for z ∈ C.

In terms of the resolvent, this is formally captured by Assumption 3.
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Definition 1 ((deterministic) Gradient-based method) A deterministic optimization algorithm
is called a gradient-based method if each update of the algorithm can be written as a linear com-
bination of the previous iterate and previous gradient. In other words, if every update is of the
form

xk+1 = x0 +
k∑

j=0

ck,j∇f(xj), (3)

for some scalar values ck,j .

Examples of gradient-based methods include momentum methods [30], accelerated methods [27],
and gradient descent. Given any such (deterministic) gradient-based method, we can construct a
stochastic (mini-batch) version by approximating the full gradient ∇f(xi) with a stochastic ver-
sion. In particular, we choose a batch Bk ⊂ {1, 2, . . . , n} of cardinality β uniformly at random
and approximate ∇f(xi) ≈

∑
i∈Bj

∇fi(xj). We focus on these stochastic algorithms. The result-
ing mini-batch, gradient based algorithms are considered in this work. Specifically, our goal is to
provide the (multi-pass) dynamics for any mini-batch version of the gradient-based methods on the
ℓ2-regularized least squares problem (2).

Definition 2 (Mini-batch, gradient-based method) Given a gradient-based algorithm, we define
a stochastic optimization algorithm, called a mini-batch, gradient-based method, if at each update
one generated uniformly at random a batch Bi ⊂ {1, 2, . . . , n} and the update satisfies,

xk+1 = x0 +

k∑
j=0

ck,j
∑
i∈Bj

∇fi(xj) (4)

for some scalars ck,i. Note that the scalars ck,i are general enough to allow for time-dependent
learning rates and momentum parameters.

We denote the proportion of the number of samples n relative to the size of the batch Bi taken by
the mini-batch gradient-based method as the batch fraction,

ζ
def
=

|Bi|
n

=
β

n
. (5)

Next, we introduce a natural comparison to the mini-batch algorithm whose iterates evolves as

yk+1 = x0 + ζ
k∑

j=0

ck,j∇f(yk), k ≥ 0, (6)

where the yk iterates are initialized also at the point x0 (i.e., y0 = x0). The yk iterates are the
corresponding full-batch gradient-based method whose coefficients ck,j are scaled by the batch
fraction ζ.

Assumptions on x0. As for the initialization x0, we need to suppose that it does not interact too
strongly with the right singular-vectors of A. Formally, this is captured by Assumption 4. Note
that, as a simple but common initialization choice, Assumption 4 is surely satisfied for x0 = 0. In
principle, this assumption is general enough to allow x0 which are correlated with A in a nontrival
way. However one common (nonzero) initialization scheme is to choose x0 independent of (A, b).

Finally while we are not able to handle all statistics, we will be able to give descriptions for
quadratic statistics given by Definition 6.
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1.2. Main Theorem and Applications

One of our main results is a (non asymptotic) description of the training and population risk curves
of any mini-batch, gradient-based algorithm to deterministic functions whose accuracy improves
when the number of samples and features are large. Moreover, our analysis generalizes to generate
descriptions of these algorithms under any quadratic statistic R : Rd → R (see Definition 6).
The result provides a unifying theory that holds for any gradient-based, mini-batch method (see
Definition 2). To do so, we will refer frequently to the empirical risk

L(x) def
=

1

2
∥Ax− b∥2. (7)

In this section, we present the informal version of our main result and defer the formal version to
Theorem 7 in the appendix.

Theorem 3 ((Informal) Dynamics of Mini-Batch, Gradient-Based Methods) Suppose Assump-
tions 1, 2, 3, and 4 hold on the data matrix A, targets b, and initialization x0 with α0 ∈ (0, 1/4).
Let R(·) be a quadratic statistic satisfying Assumption 5. Consider the iterates {xt}∞t=0 generated
by a mini-batch, gradient-based algorithm (4) with batch size satisfying β/n = ζ for some ζ > 0.
For fixed T > 0 there exists C̃ > 0 such that for all c > 0 there exists D > 0 satisfying

Pr

[
sup

0≤t≤T

∥∥∥∥(L(xt)
R(xt)

)
−
(
Ψ(t)
Ω(t)

)∥∥∥∥ > C(T )n−C̃

]
≤ Dn−c, (8)

where
Ψ(t)

def
= L(yt) +K(∇2L)0:t−1 ∗Ψ1:t−1

Ω(t)
def
= R(yt) +K(∇2R)0:t−1 ∗Ψ0:t−1

(9)

where K(M)0:t−1 ∗Ψ1:t−1 denotes the convolution between K(M), a kernel dependent on a matrix

M evaluated at t points, and the previous values Ψ0:t−1
def
= {Ψ(0), . . . ,Ψ(t− 1)}.

Figure 1 illustrates capturing the training dynamics with Ψ(t) under SGD+M [30] and Nesterov
acceleration [27]. Figure 3 illustrates Ω(t) capturing the in-generalization distribution risk (see
Sect. 1.2.2) under SGD+M.

Interpretation of Main Theorem. In the high-dimensional limit, Ψ(t) captures the dynamics
of L(xt). In particular, Ψ(t) can be viewed as a summation between two terms, L(yt), which
represents the deterministic behaviour of L under the mini-batch algorithm (recall yt are the iterates
corresponding full-batch gradient-based method scaled by ζ), and a convolution term, K∗Ψ, which
represents the noise inherent in the algorithm (i.e., the kernel K contains the noise information
generated by random batch sampling). Ω(t) captures the dynamics of the quadratic statistic R(t),
in the same manner.

Theorem 7 generalizes the findings of [21] which are restricted to SGD+M on the training loss
L to include all mini-batch first order algorithms and all quadratic functions R(·). Specifically,
since L(xt) and R(xt) is captured by Ψ(t) and Ω(t) in the high-dimensional limit, respectively, we
can analyze Ψ(t) and Ω(t) directly to analyze fundamental properties of any stochastic mini-batch
algorithm including but not limited to optimal batch-size, selection of optimal hyperparameters, and
convergence regimes. In the next sections, we give some motivating problem setups that illustrate
the versatility of our setup and some common statistics.
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Figure 1: Concentration of mini-batch algorithms on Gaussian random least squares prob-
lem. The 90th percentile confidence interval of various mini-batch algorithms are plotted
(shaded regions) with fixed ratio d/n. The figure demonstrates the loss L(xt) concen-
trates to the Volterra equation Ψ(t) (see Theorem 7). The hyperparameters are fixed at
momentum ∆ = 0.8, learning rate γ = 0.5, and batch fraction ζ = 0.5 across the exper-
iments.

1.2.1. TRAINING LOSS

Sample covariance matrices and generative models. A natural assumption under which the data
(A, b) satisfies Assumptions 1 and 3 is for sample covariance matrices and generative models. For
this, suppose Σ ⪰ 0 is a d × d matrix with tr(Σ) = 1 and ∥Σ∥ ≤ M/

√
d < ∞ for some constant

M > 0. We construct the data (random) matrix A by setting A = Z
√
Σ where Z is an n × d

matrix of independent, mean 0, variance 1 entries with subgaussian norm at most M < ∞. We also
assume that n ≤ Md. Finally, suppose that b satisfies the generative model, that is, b = Aβ+η for
β,η iid centered subgaussians satisfying ∥b∥2 = R and ∥η∥ = R̃n

d for some R, R̃ > 0. It follows
from Lemma 1.3 in [29] that the sample covariance matrix A and generative model b generated this
way satisfy Assumptions 1 and 3. Hence under these assumptions, we conclude:

Theorem 4 (Dynamics of training loss with sample covariance matrices and generative models)
Suppose (A, b) is a sample covariance matrix and generative model framework. Let δ > 0 and x0

is iid centered subgaussian with E [∥x0∥2] = R̂. Then for some ε > 0, for all T > 0, and for all
D > 0, there is a C > 0 such that

Pr

(
sup

0≤t≤T

∥∥∥∥( L(xt)
1
2∥xt − β∥2

)
−
(
Ψ(t)
Ω(t)

)∥∥∥∥ ≥ n−ε

)
≤ Cn−D,

where Ψ(t) and Ω(t) solves (16) with R = 1
2∥ · −β∥2.

Figure 3 illustrate capturing the dynamics of training loss of various popular mini-batch algo-
rithms.

1.2.2. EXCESS RISK FOR ERM IN LINEAR REGRESSION

One standard linear regression setup supposes that A is generated by taking n independent d-
dimensional samples from a centered distribution Df . Here a distribution is standardized if the
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distribution has mean 0 and expected sample-norm-squared equal to 1. Let the matrix Σf be the
d× d feature covariance matrix of Df ,

Σf
def
= E [aaT ], where a ∼ Df . (10)

Now suppose there is a linear (“ground truth” or “signal”) function β : Rd → R which, for
simplicity, has β(0) = 0. Since we are doing linear regression, we identify β with a vector using
the representation a 7→ βTa. We suppose that our data (a, b) is draw from a distribution D on
Rd × R, with the property that

E [b |a] = βTa, where (a, b) ∼ D and a ∼ Df .

Hence we suppose that [A | b] is a Rn×d×Rn×1 matrix on independent samples from D. The iterate
from training xt represents an estimate of β, and the population risk is

R(xt)
def
=

1

2
E [(b− xT

t a)
2 |xt],

where (a, b) ∼ D and independent sample from generating the estimate xt. In this setting, the
estimate xt is generated from samples distributed as D and the population risk is evaluated with
a sample from the same distribution. We call this in-distribution. When the estimate is generated
from a different distribution than the evaluation of the population risk we call it out-of-distribution.

We can evaluate the population risk in terms of the feature covariance matrix Σf and the noise

η2
def
= E [(b− βTa)2] to give

R(xt) =
1

2
η2 +

1

2
(β − xt)

TΣf (β − xt). (11)

Here the sequence of iterates {xt}t≥0 is generated from the mini-batch, gradient-based algorithm
applied to the ℓ2-regularized least-squares problem (2).

In the case that (a, b) are jointly Gaussian, we may represent

a = Σ
1/2
f z, b = βTa+ ηw, where (z, w) ∼ N(0, Id ⊕ 1).

This is to say that (a, b) come from a sample covariance with covariance Σf and generative model
with signal β.

If D satisfies the the conditions of sample covariance matrices (with Σ = Σf ), then the popu-
lation risk R is well-approximated by Ω:

Theorem 5 Suppose (A, b) satisfy the sample covariance and generative model framework. Let
δ > 0 and x0 an centered iid subgaussian vector with E [∥x0∥2] = R̂. Then for some ε > 0, for all
T > 0, and for all D > 0, there is a C > 0 such that

Pr

(
sup

0≤t≤T

∥∥∥∥(L(xt)
R(xt)

)
−
(
Ψ(t)
Ω(t)

)∥∥∥∥ ≥ n−ε

)
≤ Cn−D,

where Ψ(t) and Ω(t) solves (16) with R(x) the population risk defined in (11).

When the set-up is “in-distribution” and b follows the generative model, then η2 = R̃
d . For

“out-of-distribution”, this is not the case. The noise η2 ̸= R̃
d as η represents the population noise.

For the sake of space, we will not include the out-of-distribution case, but note that it can be readily
addressed. One can also apply this set-up to Random features with the set-up based upon [2, 22].
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HIGH DIMENSIONAL FIRST ORDER MINI-BATCH ALGORITHMS ON QUADRATIC PROBLEMS

2. Appendix

2.1. Deferred Definitions

Definition 6 A function R : Rd → R is quadratic if it is a degree-2 polynomial or equivalently if
it can be represented by

R(x) =
1

2
xTSx+ hTx+ u, (12)

for some d × d matrix S, vector h ∈ Rd, and scalar u ∈ R. We assume without loss of generality
that the matrix S is symmetric. For any quadratic, define the H2-norm:

||R||H2
def
= |R(0)|+ ||∇R(0)||+ ||∇2R|| = ∥S∥+ ∥h∥+ |u|.

We note that under Assumption 1 the empirical risk, f , will have bounded H2-norm. To execute
our exact dynamic of statistics, we require Assumption 5 on the quadratic in the same spirit as
Assumption 3.

2.2. Deferred Assumptions

Assumption 2 (Polynomially related) There is an ρ ∈ (0, 1) so that

dρ ≤ n ≤ d1/ρ.

Assumption 3 Suppose Ω is a bounded contour in the complex plane enclosing [0, 1 + ∥A∥2] at
distance 1/2. Suppose there is an α0 ∈ (0, 14) for which

1. max
z∈Ω

max
1≤i≤n

|eTi R(z;AAT )b| ≤ nα0−1/2.

2. max
z∈Ω

max
1≤i ̸=j≤n

|eTi R(z;AAT )eTj | ≤ nα0−1/2.

3. max
z∈Ω

max
1≤i≤n

|eTi R(z;AAT )ei − 1
n trR(z;AAT )| ≤ nα0−1/2.

We use the notation |Ω| = maxz∈Ω |Ω(z)| which we assume is bounded independent of n and d.

Figure 2.2 illustrates that both CIFAR-5M and MNIST (with its 99.99 percentile outliers removed)
satisfy Assumption 3.
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HIGH DIMENSIONAL FIRST ORDER MINI-BATCH ALGORITHMS ON QUADRATIC PROBLEMS

102 103

samples (n)

10 1

m
ax

 e
nt

ry
 o

f r
es

ol
ve

nt

CIFAR-10, slope = -0.28
CIFAR-10 RF, slope = -0.20
MNIST (99.99 percentile), slope = -0.35
MNIST RF (99.99 percentile), slope = -0.10
MNIST (full), slope = 0.06

Figure 2: Maximum off-diagonal entry of the resolvent for CIFAR-5M [24] and MNIST [20]
data sets with features d fixed (3072 and 784, respectively), varying samples n = 2k for
k = 5, 6, . . . , 12. Random features (RF) model was employed with n0 = 2000. In the
MNIST (99.99 percentile) data set large resolvent outliers were removed; when outliers
not removed, MNIST data set does not satisfy the off-diagonal resolvent condition (As-
sumption 3 (ii)). For the other data sets, the off-diagonal resolvent condition is satisfied.

Assumption 4 Let Ω be the same contour as in Assumption 3 and let α0 ∈ (0, 14). Then

max
z∈Ω

max
1≤i≤d

|eTi R(z;AAT )Ax0| ≤ nα0−1/2.

Assumption 5 (Quadratic statistics) Suppose R : Rd → R is quadratic, i.e., there is a symmet-
ric matrix S ∈ Rd×d, a vector h ∈ Rd, and a constant u ∈ R so that

R(x) =
1

2
xTSx+ hTx+ u. (13)

We assume that R satisfies ∥R∥H2 ≤ C for some C independent of n and d. Moreover we assume
the following (for the same Ω and α0) as in Assumption 3:

max
z,y∈Ω

max
1≤i≤n

|eTi ATATei − 1
n tr

(
ATAT

)
| ≤ ∥S∥nα0−1/2 where

T
def
= R(z) · S ·R(y)

R(z)
def
= R(z;ATA)

(14)

2.3. Concentration:In-Distribution Generalization Error.

The following figure illustrates capturing the in-distribution generalization error.

11
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Figure 3: Concentration of In-Distribution Generalization Error on Gaussian Data. The in-
distribution population risk concentrates around Ω(t) given by Theorem 5. We follow the
setup described in Section 1.2.2 with Gaussian data and with mini-batch gradient descent
with momentum [30].

2.4. Main Theorem and Proof

We now state the formal version of Theorem 3.

Theorem 7 ((Formal) Dynamics of Mini-Batch, Gradient-Based Methods) Suppose Assumptions 1,
2, 3, and 4 hold on the data matrix A, targets b, and initialization x0 with α0 ∈ (0, 1/4). Let R(·)
be a quadratic statistic satisfying Assumption 5. Consider the iterates {xt}∞t=0 generated by a mini-
batch, gradient-based algorithm (4) with batch size satisfying β/n = ζ for some ζ > 0. For T > 0,
there exists C̃ > 0 such that for any c > 0, there exists D > 0 satisfying

Pr

[
sup

0≤t≤T

∥∥∥∥(L(xt)
R(xt)

)
−
(
Ψ(t)
Ω(t)

)∥∥∥∥ > C(T )n−C̃

]
≤ Dn−c, (15)

where C(T ) is a constant depending on T , independent of n and d. The functions Ψ and Ω are
given as

Ψ(t) = L(yt) + ζ(1− ζ)
t∑

k=1

K(t, k;∇2L)Ψ(k − 1)

Ω(t) = R(yt) + ζ(1− ζ)
t∑

k=1

K(t, k;∇2R)Ψ(k − 1)

(16)

12
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with {yt} given in (6) and where we define the quantities for any d× d matrix M

K(t, k;M) =
1

n
tr

(
Nt,k(H)MNt,k(H)ATA

)
, t ≥ 0 and 0 ≤ k ≤ t (17)

and where the sequence of polynomials {Nk,j}k∈[0,∞),j≤k are defined recursively by

N0,0(H) = 0 and Nk+1,j(H) =


∑k

i=j ζck,iHNi,j(H)− ck,j−1, if j = 1, . . . , k + 1∑k
i=0 ζck,iHNi,0(H), if j = 0

−ck,k, if j = k + 1

,

where ck,j are the mini-batch coefficients and H
def
= δI +A⊤A.

The proof of Theorem 7 consists of constructing two deterministic quantities Ψt and Ωt such that
the difference with L(xt) and R(xt), respectively, can be expressed as a summation of error terms
that vanish in the high-dimensional limit. The proofs that these terms are small will be deferred to
the next section.

To begin, recall the iterates of any mini-batch gradient-based method under any quadratic func-
tion R(·) (Assumption 5), are expressed as

R(xk) =
1

2
xT
kSxk + hTxk + u, (18)

where the matrix S ∈ Rd×d is symmetric, h ∈ Rd is a vector, and u ∈ R is a constant. Using some
simplifications, the iterates can also be expressed by

xk = yk +
k∑

j=0

Nk,j(H)M̊ j (19)

where the iterates yk satisfy yk+1 = x0 +
∑k

j=0 ζckj∇f(yk) and where we define M̊ j

M̊ j
def
= E

[
ATP j (Axj−1 − b)

∣∣Fj−1

]
−ATP j (Axj−1 − b)

= ζAT (Axj−1 − b)−ATP j(Axj−1 − b)

where P j+1
def
=
∑
i∈Bj

eie
⊤
i

(20)

to be the martingale increment. The martingale incremrements represent a Doob’s decomposition
that allows us to handle the stochasticity generated from the mini-batches.

Since everything is evaluated at H = δI + ATA, we will often suppress the H and write
Nk,j

def
= Nk,j(H). Moreover for any matrix M , we introduce Ñt,k(M ;H)

def
= Nt,k(H)MNt,k(H).

Now using (19), we get an expression for the quadratic statistic R as follows:

13



HIGH DIMENSIONAL FIRST ORDER MINI-BATCH ALGORITHMS ON QUADRATIC PROBLEMS

R(xt) = R(yt) +∇R(yt)
T

(
t∑

k=1

Nt,kM̊k

)
+

1

2

(
t∑

k=1

Nt,kM̊k

)T

(∇2R)

(
t∑

k=1

Nt,kM̊k

)

= R(yt) +∇R(yt)
T

(
t∑

k=1

Nt,kM̊k

)
+

1

2

t∑
k=1

M̊
T
kNt,k(∇2R)Nt,kM̊k

+
∑
k1>k2

M̊
T
k1Nt,k1(∇2R)Nt,k2M̊k2 .

(21)
Here we decomposed the Hessian term, ∇2R, into two terms. The first term is the “on diagonal”
term, that is, when M̊ j and M̊k have the same index in the two summations. When M̊k and
M̊ j have different indices, we put them into the off-diagonal term. Next we introduce notation to
simplify the computations. In particular, we define

wt
def
= Axt − b and wt,i = (Axt − b)i for i = 1, . . . , n,

to be an entry of the empirical loss function.
We are now going to identify the leading order behavior of R(xt). For this, we will see that the

gradient term (∇R) and the off-diagonal term are of lower order in comparison to R(yt). They will
be shown to vanish as d → ∞. As such we denote these two terms as error terms,

E∇
t (R)

def
= ∇R(yt)

T

(
t∑

k=1

Nt,kM̊k

)
(22)

E∇2-Off
t (R)

def
=

t∑
k1>k2

M̊
T
k1Nt,k1(∇2R)Nt,k2M̊k2 . (23)

The exact statement and subsequent proof that these terms are small can be found in Proposition 2.1
and Proposition 2.3, respectively.

For the “on-diagonal” Hessian term, there is a component of it which survives the limit in n. To
isolate this component, we must expand the on-diagonal term using the definition of M̊ . We defer
this computation until Section ?? as it is quite involved. As such, we write this term as an error term
plus its leading behavior:

1

2

t∑
k=1

M̊
T
kNt,k(∇2R)Nt,kM̊k =

1

2

t∑
k=1

n∑
ℓ=1

(ζ − ζ2)

n
tr
(
AÑt,k(∇2R;H)AT

)
w2

k−1,ℓ

+ E∇2-Diag
t (R).

(24)

Here the error term is given by

E∇2-Diag
t (R)

def
=

1

2

t∑
k=1

M̊
T
kNt,k(∇2R)Nt,kM̊k

− 1

2

t∑
k=1

n∑
ℓ=1

(ζ − ζ2)

n
tr
(
AÑ(t,k)(∇2R;H)AT

)
w2

k−1,ℓ

(25)

14
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The statement and proof that E∇2-Diag
t (R) vanishes in d is defered to Proposition 2.2.

Using (26), we write the risk as

R(xt) = R(yt) +
1

2

t∑
k=1

n∑
ℓ=1

(ζ − ζ2)

n
tr
(
AÑt,k(∇2R;H)AT

)
w2

k−1,ℓ

+ E∇
t (R) + E∇2-Diag

t (R) + E∇2−Off
t (R).

(26)

The terms, E∇
t (R), E∇2-Diag

t (R), and E∇2−Off
t (R), are error terms that vanish when n or d is suffi-

ciently large. We often will drop the R in the definition of the error terms when it is clear.
In order to prove Theorem 7, we require a discrete version of Gronwall’s inequality, a proof of

which can be found in [16].

Lemma 8 (Discrete Gronwall Inequality) Let E(k) and K̃(k) be non-negative, non-decreasing
sequences and F (k) be a non-negative sequence defined for k = 0, 1, 2, . . .. For any T > 0,
suppose the sequences satisfy

F (T ) ≤ E(T ) + K̃(T )
∑

0≤k<T

F (k), (27)

and F (0) ≤ E(0). Then for any T ≥ 0,

F (T ) ≤ E(T ) + T · E(T )K̃(T ) exp
(
T · K̃(T )). (28)

Now we are ready to prove our main result, Theorem 7, for the dynamics of any mini-batch
gradient-based method. Recall the vector wt = Axt − b and empirical loss function

L(x) = 1

2
∥Ax− b∥2.

It will be convenient to work with a stopped process based on the stopping time ϑ:

ϑ
def
= inf{t ≥ 0 : ||wt|| > nθ} (29)

for some θ > 0 to be determined. We define the stopped process of the iterates and the residual
vector to be

xϑ
t

def
= xt∧ϑ and wϑ

t
def
= wt∧ϑ t ≥ 0.

We will first prove that Theorem 7 holds for the stopped process xϑ
t . Then we will remove the

stopping time ϑ and get the result for the entire sequence xt.

15
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Proof [Theorem 7] Let {Nt,k} be the noise polynomial that corresponds to the mini-batch gradient-
based iterates xt (see Definition 2). Throughout the proof, we will suppress the H = AAT + δI,
use Nt,k = Nt,k(H), and let Ñt,k(M ;H) = Nt,k(H)MNt,k(H) for all t ≥ 0.

First we show that the stopped process xϑ
t under the empirical loss is close to the stopped process

under Ψ(t), that is, L(xϑ
t ) is close to Ψ(t ∧ ϑ). For this, we apply (26) replacing R with L and set

t 7→ (t ∧ ϑ), so that

L(xϑ
t ) = L(yϑ

t ) +
1

2

t∧ϑ∑
k=1

n∑
ℓ=1

(ζ − ζ2)

n
tr
(
AÑt∧ϑ,k(∇2L;H)AT

)
w2

k−1,ℓ

+ E∇
t∧ϑ(L) + E∇2-Diag

t∧ϑ (L) + E∇2−Off
t∧ϑ (L).

(30)

From now on we suppress the argument of Ñt,k, that is, we write Ñt,k = Ñt,k(∇2L;H).
Comparing the two processes, we have

∣∣∣L(xϑ
t )−Ψ(t ∧ ϑ)

∣∣∣ ≤ ∣∣∣∣ t∧ϑ∑
k=1

(ζ − ζ2)K
(
t ∧ ϑ, k;∇2L

)
Ψ(k − 1)

− 1

2

t∧ϑ∑
k=1

n∑
ℓ=1

(ζ − ζ2)

n
tr
(
AÑ(t∧ϑ,k)A

T
)
(wϑ

k−1,ℓ)
2

∣∣∣∣
+
∣∣E∇

t∧ϑ(L)
∣∣+ ∣∣∣E∇2-Diag

t∧ϑ (L)
∣∣∣+ ∣∣∣E∇2-Off

t∧ϑ (L)
∣∣∣

≤ (ζ − ζ2)

t∧ϑ∑
k=1

∣∣K(t ∧ ϑ, k;∇2L)
∣∣ · ∣∣∣L(xϑ

k−1)−Ψ((k − 1) ∧ ϑ)
∣∣∣

+
∣∣E∇

t∧ϑ(L)
∣∣+ ∣∣∣E∇2-Diag

t∧ϑ (L)
∣∣∣+ ∣∣∣E∇2-Off

t∧ϑ (L)
∣∣∣

(31)

where in the last inequality, we used the fact that L(xϑ
k) =

1
2∥w

ϑ
k∥2 and the kernel K(t∧ϑ, k;M) =

1
n tr

(
AÑt∧ϑ,k(M ;H)AT

)
. In particular, we obtain

max
0≤t≤T

∣∣∣L(xϑ
t )−Ψ(t ∧ ϑ)

∣∣∣
≤

T∑
k=1

(
(ζ − ζ2) max

0≤s≤T,0≤k≤s

∣∣K(s ∧ ϑ, k ∧ ϑ;∇2L)
∣∣)( max

0≤s≤k

∣∣∣∣L(xϑ
s )−Ψ(s ∧ ϑ)

∣∣∣∣)
+ max

0≤t≤T

(∣∣E∇
t∧ϑ(L)

∣∣+ ∣∣∣E∇2-Diag
t∧ϑ (L)

∣∣∣+ ∣∣∣E∇2-Off
t∧ϑ (L)

∣∣∣) .
(32)

We define the following terms in order to rewrite (32) in a recursive form

F (T )
def
= max

0≤t≤T

∣∣∣∣L(xϑ
t )−Ψ(t ∧ ϑ)

∣∣∣∣, E(T ;L) def
= max

0≤t≤T

∣∣E∇
t∧ϑ(L)

∣∣+ ∣∣∣E∇2-Diag
t∧ϑ (L)

∣∣∣+ ∣∣∣E∇2-Off
t∧ϑ (L)

∣∣∣ ,
and K̃(T ;L) def

= (ζ − ζ2) max
0≤s≤T,0≤k≤s

∣∣∣∣K(s ∧ ϑ, k ∧ ϑ;∇2L)
∣∣∣∣.
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Rewriting (32) in terms of these quantities gives the recursive form that resembles Gronwall in-
equality:

F (T ) ≤ E(T ;L) +
∑

0≤k<T

K̃(T ;L)F (k) for T ≥ 0. (33)

Note that {F (T ) : T ∈ N}, {E(T ;L) : T ∈ N}, and {K̃(T ;L) : T ∈ N} are non-negative
sequences. Moreover E(T ;L) and K̃(T ;L) are non-decreasing in T , and

F (0) = |L(x0)−Ψ(0)| = 0 ≤ E(0;L).

Thus, the assumptions of Lemma 8 hold and we have that

F (T ) ≤ E(T ;L) + T · E(T ;L)K̃(T ) exp
(
T · K̃(T ;L))

≤ C(T ;L)E(T ;L),
(34)

where C(T ;L) is a constant independent of n and d. Now we show that the term E(T ;L) is small
as n, d → ∞. This is done by applying Proposition 2.1, Proposition 2.2, and Proposition 2.3. Given
some α0 ∈ (0, 1/4), we assign values of α, α′, θ, η, and δ̂ so that each of the terms in E(T ;L)
becomes vanishingly small as n, d tend to infinity. Specifically, we assign the following values

α
def
=

α0

2
+

1

8
, α′ def

=
α0

4
+

3

16
, δ̂

def
=

α0

8
+

7

32
,

θ
def
=

1

4

(
−α0

4
+

1

16

)
, and η

def
=

δ̂ − α

2
.

(35)

Using these values for Proposition 2.1, Proposition 2.2, and Proposition 2.3 yields

E(T ;L) def
= max

0≤t≤T

∣∣E∇
t∧ϑ
∣∣+ ∣∣∣E∇2-Diag

t∧ϑ

∣∣∣+ ∣∣∣E∇2-Off
t∧ϑ

∣∣∣
≤ max

0≤t≤T

∣∣E∇
t∧ϑ
∣∣+ max

0≤t≤T

∣∣∣E∇2-Diag
t∧ϑ

∣∣∣+ max
0≤t≤T

∣∣∣E∇2-Off
t∧ϑ

∣∣∣
≤ C(T ;L)n−c w.o.p.

(36)

for some c > 0. Hence, we have the first result (for the stopped process), that is, with overwhelming
probability

max
0≤t≤T

∣∣L(xϑ
t )−Ψ(t ∧ ϑ)

∣∣ ≤ C(T ;L)n−c, (37)

for some constant c > 0 and C(T ;L) which is independent of n and d.

17
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We repeat the argument for the statistic R. Using (26), with the stopped process t 7→ t ∧ ϑ and
the definition of Ω (15) on the stopped process, we observe

∣∣∣Ω(t ∧ ϑ)−R(xϑ
t )
∣∣∣ ≤ ∣∣∣∣ t∧ϑ∑

k=1

(ζ − ζ2)K
(
(t ∧ ϑ)− k;∇2R

)
Ψ(k − 1)

− 1

2

t∧ϑ∑
k=1

n∑
ℓ=1

(ζ − ζ2)

n
tr
(
AÑt∧ϑ,kA

T
)
(wϑ

k−1,ℓ)
2

∣∣∣∣
+
∣∣E∇

t∧ϑ(R)
∣∣+ ∣∣∣E∇2-Diag

t∧ϑ (R)
∣∣∣+ ∣∣∣E∇2-Off

t∧ϑ (R)
∣∣∣

≤ (ζ − ζ2)

t∧ϑ∑
k=1

∣∣∣∣ 1n tr
(
Ñt∧ϑ,kA

TA
)∣∣∣∣ · ∣∣∣Ψ((k − 1) ∧ ϑ)− L(xϑ

k−1)
∣∣∣

+
∣∣E∇

t∧ϑ(R)
∣∣+ ∣∣∣E∇2-Diag

t∧ϑ (R)
∣∣∣+ ∣∣∣E∇2-Off

t∧ϑ (R)
∣∣∣

(38)

where we used the fact that L(xϑ
k) =

1
2∥w

ϑ
k∥2 and Ñt,k

def
= Ñt,k(∇2R;H). Taking the supremum

on both sides yields,

max
0≤t≤T

∣∣∣Ω(t ∧ ϑ)−R(xϑ
t )
∣∣∣ ≤ max

0≤t≤T

∣∣∣Ψ(t ∧ ϑ)− L(xϑ
t )
∣∣∣ t∧ϑ∑
k=1

∣∣∣∣ 1n tr
(
Ñt∧ϑ,kA

TA
)∣∣∣∣

+ max
0≤t≤T

∣∣E∇
t∧ϑ(R)

∣∣+ max
0≤t≤T

∣∣∣E∇2-Diag
t∧ϑ (R)

∣∣∣+ max
0≤t≤T

∣∣∣E∇2-Off
t∧ϑ (R)

∣∣∣
≤ C(T ;L)n−c max

0≤t≤T

{ t∧ϑ∑
k=1

∣∣∣∣ 1n tr
(
Ñt∧ϑ,kA

TA
)∣∣∣∣ }+ E(T ;R).

(39)

Here we used (37) with some c > 0. By the assumptions on the data matrix A, we have that
1
n tr

(
Ñt∧ϑ,kA

TA
)

is bounded independent of n. Therefore, we just need to show that the error
term E(T ;R) vanishes as n, d → ∞. This follows exactly the same proof as E(T ;L). Using the
same values for α, α′, θ, η, and δ̂ as in (35) and replacing L with R in Proposition 2.1, Proposi-
tion 2.2, and Proposition 2.3, we have that

E(T ;R) ≤ C(T,R)n−c w.o.p

for some c > 0 and constant C(T ;R) independent of n and d.
Hence we have shown, with overwhelming probability,

max
0≤t≤T

∣∣∣Ω(t ∧ ϑ)−R(xϑ
t )
∣∣∣ ≤ C(T ;L;R)n−c (40)

for some constant c > 0 and constant C(T ;L;R) which is independent of n and d and only depends
on ∥A∥, ∥b∥, ∥x0∥, ∥R∥H2 , γ, ζ, T, |Ω|.

To finish off the proof, we now show that the stopping time satisfies ϑ > T with overwhelming
probability. For sufficiently large n, by the definition of the stopping time, the fact that L(xt) =
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1
2∥wt∥22, and using the constant c > 0 in (37) yields

Pr (ϑ > T ) ≥ Pr
(

max
0≤t≤T

∣∣∣L(xϑ
t )−Ψ(t ∧ ϑ)

∣∣∣ ≤ 1

2
n2θ − max

0≤t≤T
Ψ(t)

)
≥ 1− Pr

(
max
0≤t≤T

∣∣∣L(xϑ
t )−Ψ(t ∧ ϑ)

∣∣∣ ≥ 1

2
n2θ − max

0≤t≤T
Ψ(t)

)
≥ 1− Pr

(
max
0≤t≤T

∣∣∣L(xϑ
t )−Ψ(t ∧ ϑ)

∣∣∣ ≥ n−c

)
≥ 1−Dn−c̃

(41)

for some constant c̃ > 0 where the last line follows from the result of (37). We note that max
0≤t≤T

Ψ(t)

is independent of n and d and the maximum is taken over a finite set so the maximum is finite.
Using (37) and (41), we get

Pr
(

max
0≤t≤T

|L(xt)−Ψ(t)| > n−c

)
= Pr

(
max
0≤t≤T

|L(xt)−Ψ(t)|
(
1{ϑ>T} + 1{ϑ≤T}

)
> n−c

)
≤ Pr

(
max
0≤t≤T

|L(xt)−Ψ(t)|1{ϑ≤T} > n−c

)
+ Pr

(
max
0≤t≤T

∣∣∣L(xϑ
t )−Ψ(t ∧ ϑ)

∣∣∣ > n−c

)
≤ Dn−c̃

(42)

for some constants D and c > 0 that are independent of n and d. This shows

max
0≤t≤T

|Ψ(t)− L(xt)| ≤ n−c

holds with overwhelming probability. Similarly, by replacing L with R, we can show

max
0≤t≤T

|Ω(t)−R(xt)| ≤ n−c

holds with overwhelming probability which gives us what we need.

2.4.1. CONTROLLING THE MARTINGALE ERRORS

The martingale errors E∇
t , E∇2-Diag

t , and E∇2-Off
t , (22), (23), and (25) respectively, arise due to the

randomness in the algorithm itself. These errors are small, in part, because the left-singular vector
matrix of A is delocalized (Assumption 3). Estimating that the error generated by these martingales
requires some substantial build-up (Section 2.4.2). For reference, the three martingale errors are

E∇
t = ∇R(yt)

T

(
t∑

k=1

Nt,kM̊k

)

E∇2-Off
t =

t∑
k1>k2

M̊
T
k1Nt,k1(∇2R)Nt,k2M̊k2

E∇2-Diag
t =

1

2

t∑
k=1

M̊
T
k Ñt,kM̊k −

1

2

t∑
k=1

n∑
ℓ=1

(ζ − ζ2)

n
tr
(
AÑ(t,k)A

T
)
w2

k−1,ℓ,

(43)
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where we write Nk,j
def
= Nk,j(H) and Ñt,k

def
= Nt,k(H)(∇2R)Nt,k(H). The incremental martin-

gale M̊ (20) is
M̊ j = ζAT (Axj−1 − b)−ATP j(Axj−1 − b). (44)

where P j is a random projection matrix.
Throughout this section, we normalize our data matrix A so that it has row sum equals 1, namely

||Ai||2 = 1, i ∈ [n] (45)

without loss of generality. In order to control the fluctuations of these martingales, we will need to
make an a priori estimate that effectively shows that the iterates remain bounded. Thus, we recall
the introduction of a stopping time, for any fix θ > 0, by

ϑθ = inf
{
t ≥ 0 : ∥wt∥ > nθ

}
, where wt = Axt − b.

The choice of θ will be determined later, and as such, we simplify notation by ϑ
def
= ϑθ. It will be

convenient to work under the stopped processes, xϑ
t = xt∧ϑ and wϑ

t = wt∧ϑ.
In what follows, we will prove three propositions (stated below) showing that each of the mar-

tingale error terms in (43) are small starting with E∇
t .

Proposition 2.1 For all α′ > α0 + θ, the following holds with overwhelming probability

max
0≤t≤T

|E∇
t∧ϑ| ≤ nα′−1/2. (46)

In Section 2.4.4, we will show that the on-diagonal error term is small. This will involve using
the key lemma.

Proposition 2.2 (On-diagonal error term small) Let α0 ∈ (0, 1/4) as specified in Assumption 4.
For any α, α′, and θ satisfying 0 < θ < α′ − α and α0 + θ < α < α′ we have

max
0≤t≤T

|E∇2−Diag
t∧ϑ | ≤ C(T )n2α′−1/2 w.o.p.

for some constant C(T ) that is independent of n and d.

Finally, in Section 2.5, we show that the off-diagonal error term is small.

Proposition 2.3 For all α and δ such that α0 + θ < α < δ < 1/4 and 0 < θ < 1
4 − δ and for any

η satisfying 0 < η < δ − α we have that the quadratic-off-diagonal term satisfies

max
0≤t≤T

∣∣∣E∇2-Off
t∧ϑ

∣∣∣ = C(T ) · nα−δ+η w.o.p., (47)

for some constant C(T ) > 0 that is independent of n and d and only depends on ||Ω||, ∥ATA∥, γ
and T .
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2.4.2. GENERAL MARTINGALE RESULTS

Proposition 2.4 (Resolvent and Bounded Entries) Fix a constant T > 0. Suppose Assump-
tions 3 hold for the closed, bounded contour Ω. For any α > α0 + θ,

max
0≤t≤T

max
z∈Ω

max
1≤i≤n

|eTi R(z;AAT )wϑ
t | ≤ C(|Ω|, ∥ATA∥, T )nα−1/2

and max
0≤t≤T

max
1≤i≤n

|eTi R(z;AAT )Axϑ
t | ≤ C(|Ω|, ∥ATA∥, T )nα−1/2

(48)

with overwhelming probability (conditioned on F0), where C is constant depending on ∥Ω∥, ∥ATA∥,
and time T , but independent of n and d.

We immediately get a consequence which yields a bound on the individual entries of wϑ
t .

Lemma 9 (Coordinates are Small in n) Suppose the assumptions of Proposition 2.4 hold with
some T ≥ 0. For all α > α0 + θ,

max
0≤t≤T

max
1≤i≤n

|eTi wϑ
t | ≤ C(|Ω|, ∥ATA∥, T )nα−1/2

and max
0≤t≤T

max
1≤i≤n

|eTi Axϑ
t | ≤ C(|Ω|, ∥ATA∥, T )nα−1/2

(49)

with overwhelming probability (conditioned on F0).

Proof [Proof of Lemma 9] From Cauchy’s integral formula, we express the i-th entry of Axϑ
t and

wϑ
t , respectively, as

|eTi Axϑ
t | =

∣∣∣−1

2πi

∮
Ω
eTi R(z;AAT )Axϑ

t dz
∣∣∣ ≤ |Ω|

2π
max
1≤i≤n

max
z∈Ω

∣∣∣eTi R(z;AAT )Axϑ
t

∣∣∣
|eTi wϑ

t | =
∣∣∣−1

2πi

∮
Ω
eTi R(z;AAT )wϑ

t dz
∣∣∣ ≤ |Ω|

2π
max
1≤i≤n

max
z∈Ω

∣∣∣eTi R(z;AAT )wϑ
t

∣∣∣ (50)

The result then immediately follows after applying Proposition 2.4.

Before showing the proof of Proposition 2.4, we state a Bernstein-type concentration result for
sampling without replacement. This result says the randomness from mini-batch sampling does not
deviate too much from the ”expectation”. It will be used to show Proposition 2.4.

Proposition 2.5 (Bernstein concentration, Proposition 1.4 [5]) Let X = (x1, · · · , xn) be a finite
population of n points and X1, · · · , Xβ be a random sample drawn without replacement from X .
Let

a = min
1≤i≤n

xi and b = max
1≤i≤n

xi.

Also let

µ =
1

n

n∑
i=1

xi and σ2 =
1

n

n∑
i=1

(xi − µ)2

be the mean and variance of X , respectively. Then for all ϵ > 0,

P

(
1

β

β∑
i=1

Xi − µ ≥ ϵ

)
≤ exp

(
− βϵ2

2σ2 + (2/3)(b− a)ϵ

)
.
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We now prove the general bound on the entries of wϑ
t .

Proof [Proof of Proposition 2.4] For any fixed α > α0 + θ, define an increasing sequence α(t)
where t = 0, 1, . . . , T such that α0 + θ < α(0) < α(1) < . . . < α(T ) ≤ α. We will show for any
0 ≤ t ≤ T

max
z∈Ω

max
1≤i≤n

|eTi R(z;AAT )wϑ
t | ≤ C(|Ω|, ∥ATA∥, t)nα(t)−1/2

and max
z∈Ω

max
1≤i≤n

|eTi R(z;AAT )Axϑ
t | ≤ C(|Ω|, ∥ATA∥, t)nα(t)−1/2,

(51)

where C is a constant depending on |Ω|, ∥ATA∥, and t but it is independent of n and d.
For t = 0, a simple computations yield

max
z∈Ω

max
1≤i≤n

|eTi R(z;AAT )wϑ
0 | = max

z∈Ω
max
1≤i≤n

∣∣∣eTi R(z;AAT )(Ax0 − b)
∣∣∣

≤ max
z∈Ω

max
1≤i≤n

|eTi R(z;ATA)Ax0|+max
z∈Ω

max
1≤i≤n

|eTi R(z;AAT )b|.

Therefore, for the wϑ
0 term, the inequality (51) follows after applying Assumption 3 and Assump-

tion 4. By setting b = 0 in the inequality above, we get that (51) holds for Axϑ
0 .

For 1 ≤ t ≤ ϑ, we prove by induction. We already showed that

max
z∈Ω

max
1≤i≤n

|eTi R(z;AAT )wϑ
0 | ≤ C(|Ω|, ∥ATA∥, 0)(nα(0)−1/2),

and max
z∈Ω

max
1≤i≤n

|eTi R(z;AAT )Axϑ
0 | ≤ C(|Ω|, ∥ATA∥, 0)(nα(0)−1/2).

(52)

where C is some function depending on |Ω| and ∥ATA∥. From (??), the mini-batch gradient
method update gives, for t ≥ 1,

wϑ
t = wϑ

0 +
t−1∑
k=0

c(t−1),kAATP k+1w
ϑ
k + δζ

t−1∑
k=0

c(t−1),kAxϑ
k

and Axϑ
t = Axϑ

0 +

t−1∑
k=0

c(t−1),kAATP k+1w
ϑ
k + δζ

t−1∑
k=0

c(t−1),kAxϑ
k ,

so by multiplying eTi R(z;AAT ) on both sides, we get

eTi R(z;AAT )wϑ
t = eTi R(z;AAT )wϑ

0 +
t−1∑
k=0

c(t−1),ke
T
i R(z;AAT )AATP k+1w

ϑ
k

+ δζ

t−1∑
k=0

c(t−1),ke
T
i R(z;AAT )Axϑ

k ,

and eTi R(z;AAT )Axϑ
t = eTi R(z;AAT )Axϑ

0 +
t−1∑
k=0

c(t−1),ke
T
i R(z;AAT )AATP k+1w

ϑ
k

+ δζ

t−1∑
k=0

c(t−1),ke
T
i R(z;AAT )Axϑ

k .

(53)
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Now assume the induction hypothesis, that is, for each 0 ≤ t− 1 < ϑ

max
z∈Ω

max
1≤i≤n

|eTi R(z;AAT )wϑ
t−1| ≤ C(|Ω|, ∥ATA∥, γ, t− 1) · nα(t−1)−1/2,

and max
z∈Ω

max
1≤i≤n

|eTi R(z;AAT )Axϑ
t−1| ≤ C(|Ω|, ∥ATA∥, γ, t− 1) · nα(t−1)−1/2,

(54)

with overwhelming probability. From (53), let Yi,k
def
= eTi R(z;AAT )AATP k+1(Axϑ

k − b). We

will use Bernstein-type inequality. Note that Yi,k =
∑

ℓ∈Bk
Xℓ,i,k where Xℓ,i,k

def
= (eTi R(z;AAT )AAT )ℓ(Axϑ

k−
b)ℓ. Observe,

µk
def
=

1

n

n∑
ℓ=1

Xℓ,i,k =
1

n
eTi R(z;AAT )AATwϑ

k ,

and

σ2
k

def
=

1

n

n∑
ℓ=1

(eTi R(z;AAT )AAT )2ℓ (Axϑ
k − b)2ℓ − µ2.

As for bounding µ, observe

R(z;AAT )AAT = R(z;AAT )(AAT − zI + zI)

= I + zR(z;AAT ).
(55)

By left multiplying eTi and right multiplying wϑ
k , we get that

eTi R(z;AAT )wϑ
k = eTi w

ϑ
k + zeTi R(z;AAT )wϑ

k

so that by using the induction hypothesis, with z ∈ Ω, we have

µk ≤ 1

n
|Ω|C(|Ω|, ∥ATA∥, k)nα(k)−1/2 ≤ C(|Ω|, ∥ATA∥, t)nα(k)−3/2, w.o.p.

For the constant, we abuse notation so that C(|Ω|, ∥ATA∥, t) = |Ω| max
0≤k≤t−1

C(|Ω|, ∥ATA∥, k).

We will use this sense for all constants below. As for σ2, we have

σ2
k ≤ 1

n
max
ℓ ̸=i

{(eTi R(z;AAT )AAT )2ℓ}∥Axϑ
k − b∥2 + 1

n
(eTi R(z;AAT )AAT )2i |(Axϑ

k − b)i|2.

=
1

n
max
ℓ ̸=i

{(zeTi R(z;AAT )eℓ)
2}∥Axϑ

k − b∥2 + 1

n
(1 + zeTi R(z;AAT )ei)

2|(Axϑ
k − b)i|2.

(56)
The last equality follows from (55). By applying Assumption 3,

max
z∈Ω

max
i ̸=j

∣∣∣eTi R(z;AAT )ej

∣∣∣ < nα0−1/2 and max
z∈Ω

max
i

∣∣∣eTi R(z;AAT )ei −
1

n
tr(AAT )

∣∣∣ < nα0−1/2,

(57)
together with the induction hypothesis and the definition of the stopping time ϑ, we have

σ2
k ≤ C(|Ω|, ∥ATA∥, γ, t)

[
1

n
(n(2α0−1)+2θ)+

1

n
(n2α(k)−1)

]
= C(|Ω|, ∥ATA∥, γ, t)n2α(k)−2, w.o.p.
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Here we used that α0+ θ < α(k). Let bk
def
= max

1≤ℓ≤n
Xl,i,k = max

1≤ℓ≤n
{(eTi R(z;AAT )AAT )ℓ(Axϑ

k −

b)ℓ}. Again using (55), one equates bk, as follows,

bk = max
1≤ℓ≤n

{
(
eTi (I + zR(z;AAT ))eℓ

)
eTℓ w

ϑ
k}. (58)

We will bound eTℓ w
ϑ
k using the induction hypothesis (54). For the other term, we look at two cases

ℓ = i and ℓ ̸= i and use Assumption 3:

ℓ ̸= i |eTi (I + zR(z;AAT ))eℓ| ≤ |Ω|eTi R(z;AAT )eℓ ≤ |Ω|nα0−1/2

ℓ = i |eTi (I + zR(z;AAT ))ei| ≤ 1 + |Ω||eTi R(z;AAT )ei|
1 + |Ω|

(
|eTi R(z;AAT )ei − 1

n tr(AAT )|+ 1
n tr(AAT )

)
≤ 1 + |Ω|(nα0−1/2 + ∥ATA∥).

Using this with the induction hypothesis (54) on eTℓ w
ϑ
k , we get a bound on bk:

bk = max
1≤ℓ≤n

{
(
eTi (I + zR(z;AAT ))eℓ

)
eTℓ w

ϑ
k}

≤
[
|Ω|nα0−1/2 + 1 + |Ω|(nα0−1/2 + ∥ATA∥)

]
C(|Ω|, ∥ATA∥, k)nα(k)−1/2

≤ C(|Ω|, ∥ATA∥, γ, t)nα(k)−1/2, w.o.p.

(59)

Note in the last inequality we used that α0 < 1/2 to conclude that α0 + α(k)− 1 < α(k)− 1/2.
Recall Proposition 2.5, that is,

P

 1

β

∑
ℓ∈Bk

Xℓ,i,k − µk ≥ ϵ

 ≤ exp

(
− βϵ2

2σ2
k + (2/3)(bk − a)ϵ

)
. (60)

Let ϵ = n−3/2+α(t) in the above. Therefore after noting that β/n is the constant ζ, we deduce that
the expression on the right-hand side inside the exponential is

− βϵ2

2σ2 + (2/3)(b− a)ϵ
≲

−n · n2(−3/2+α(t))

n2α(k)−2 + nα(k)+α(t)−2
≲ −nα(t)−α(k). (61)

Here we use a ≲ b to mean that there is a constant C > 0 depending on t, |Ω|, ∥ATA∥, but
independent of n, such that a ≤ Cb. Since α(t) > α(k) for all k < t, the probability in (60) goes
down faster than any polynomial in n. Therefore, from (53) and the probability (60) with (61), we
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have that

max
z∈Ω

max
1≤i≤n

∣∣∣eTi R(z;AAT )wϑ
t

∣∣∣
≤ max

z∈Ω
max
1≤i≤n

|eTi R(z;AAT )wϑ
0 |+ β

t−1∑
k=0

c(t−1),k[µk + ϵ] + δζ
t−1∑
k=0

c(t−1),kAxϑ
k

≤ C(|Ω|, ∥ATA∥, 0)nα(0)−1/2 + C(|Ω|, ∥ATA∥, t)
t−1∑
k=0

c(t−1),k(n
α(k)−1/2 + nα(t)−1/2)

+ δζ
t−1∑
k=0

c(t−1),kC(|Ω|, ∥ATA∥, k)nα(k)−1/2

≤ C(|Ω|, ∥ATA∥, t)nα(t)−1/2,
(62)

with overwhelming probability. Here we used that α(k) < α(t) for all k < t. Similarly, from (53)
and the probability (60) with (61), one deduces, with overwhelming probability,

max
z∈Ω

max
1≤i≤n

∣∣∣eTi R(z;AAT )Axϑ
t

∣∣∣
≤ max

z∈Ω
max
1≤i≤n

|eTi R(z;AAT )Axϑ
0 |+ β

t−1∑
k=0

c(t−1),k[µk + ϵ] + δζ
t−1∑
k=0

c(t−1),kAxϑ
k

≤ C(|Ω|, ∥ATA∥, 0)nα(0)−1/2 + C(|Ω|, ∥ATA∥, t)
t−1∑
k=0

c(t−1),k(n
α(k)−1/2 + nα(t)−1/2)

+ δζ
t−1∑
k=0

c(t−1),kC(|Ω|, ∥ATA∥, k)nα(k)−1/2

≤ C(|Ω|, ∥ATA∥, t)nα(t)−1/2.
(63)

The induction step is now shown and the result (51) follows for 0 ≤ t ≤ ϑ with t ≤ T .
For T ≥ t > ϑ, we have wϑ

t = wϑ
t+1 = wϑ

ϑ. We already showed that the result (51) holds for
(wϑ

0 ,Axϑ
0 ) and (wϑ

t ,Axϑ
t ) where t ≤ ϑ and in particular when t = ϑ. Thus, we immediately get

that the result (51) holds for T ≥ t > ϑ. From (51), the desired proposition follows after noting that
α(0) < α(1) < . . . < α(T ) ≤ α and defining C(|Ω|, ∥ATA∥, T ) = max

0≤t≤T
C(|Ω|, ∥ATA∥, t).

2.4.3. PROOF OF PROPOSITION 2.1

In this section, we will show that E∇
t is small as n → ∞.

Proof [Proof of Proposition 2.1] Recall for t > 0, we have

E∇
t∧ϑ =

t∧ϑ∑
k=1

(∇R(yϑ
t )

TN(t∧ϑ,k)

[
ζAT

(
Axϑ

k−1 − b
)
−ATP k

(
Axϑ

k−1 − b
)]

(64)

We make use of Proposition 2.5, (proof is similar to Proposition 10 in [21]) by defining the following
quantities:

X
(t,k)
I

def
= −∇R(yϑ

t )
TN(t∧ϑ,k)A

TeIe
T
I

(
Axϑ

k−1 − b
)
, (65)
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where eI denotes the I-th elementary basis that is included in the random batch B at the k-th
iteration. Moreover, we define

µ(t,k)
def
=

1

n

∑
i∈[n]

X
(t,k)
i = − 1

n

n∑
i=1

∇R(yϑ
t )

TN(t∧ϑ,k)A
Teie

T
i

(
Axϑ

k−1 − b
)

(66)

and hence

E∇
t∧ϑ =

t∧ϑ∑
k=1

∑
i∈Bk

X
(t,k)
i − βµ(t,k)

 (67)

Since k ≤ t ≤ T , we apply Lemma 9 with an α chosen so that α′ > α > α0 + θ to conclude that

max
1≤j≤n

∣∣(Axϑ
k−1 − b)j

∣∣2 ≤ Cn2α−1, w.o.p. (68)

where the constant C depends on ∥ATA∥, |Ω|, T , but it is independent of n and d. For each k =
0, 1, 2 . . . , t, we can impose an upper bound on the empirical variance as follows:

σ2
(t,k)

def
=

1

n

n∑
i=1

(
X

(t,k)
i

)2
−
(
µ(t,k)

)2
≤ 1

n

n∑
i=1

(
X

(t,k)
i

)2
=

1

n

n∑
i=1

(
∇R(yϑ

t )
TN(t∧ϑ,k)A

Tei

)2 (
eTi

(
Axϑ

k−1 − b
))2

≤ 1

n
max
1≤j≤n

∣∣∣∣(Axϑ
k−1 − b

)
j

∣∣∣∣2 · ||∇R(yϑ
t )||2 · ||N(t∧ϑ,k)||2 · ||A||2

≤ C(t)n2α−2 w.o.p.,

where the constant C is dependent on ∥A∥, ∥b∥, ∥x0∥, ∥R∥H2 , γ, ζ, T, |Ω|, and time t (here take
max of the constants over 1 ≤ k ≤ t), but it is independent of n or d. All constants going forward
will also have this property and we note that the constant will change from line to line. Similarly,
using the same α as in (68), we can bound the following quantity:

b(t,k) = max
1≤i≤n

X
(t,k)
i ≤ max

1≤i≤n

∣∣∣∇R(yϑ
t )

TN(t∧ϑ,k)A
Teie

T
i

(
Axϑ

k−1 − b
)∣∣∣

≤ max
1≤i≤n

|
(
Axϑ

k−1 − b
)
i
| · ||∇R(yϑ

t )||2 · ||N(t∧ϑ,k)A
T ||

≤ C(t)nα−1/2 w.o.p.

(69)

Applying Proposition 2.5 gives

Pr

(
β∑

i=1

X
(t,k)
i − βµ(t,k) ≥ ε̃

)
= Pr

(
1

β

β∑
i=1

X
(t,k)
i − µ(t,k) ≥

ε̃

β

)
≤ exp

(
−

β( ε̃β )
2

2σ2
(t,k) +

2
3(b(t,k) − a)( ε̃β )

)
.

(70)
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We first note that β/n = ζ. Set ε̃ = ε/T with ε = nα′−1/2 and a = 0. Using the upper bounds on
b(t,k) and σ2

(t,k),

β( ε̃β )
2

2σ2
(t,k) +

2
3(b(t,k) − a)( ε̃β )

≥ C(t) · T 2n−1ε2

n2α−2 + Tnα−1/2n−1ε
≥ C(t) · T 2

n2(α−α′) + Tnα−α′

≥ C(T ) · T 2

n2(α−α′) + Tnα−α′ →
n→∞

∞.

(71)

Here again C(T ) is a positive constant independent of n and k. We note that we chose α so that α′ >
α > α0 + θ. We can then lower bound C(t) with C(T ) simply by letting C(T ) = min

1≤t≤T
C(t) > 0.

Hence

Pr

(
β∑

i=1

X
(t,k)
i − βµ(t,k) ≥ ε̃

)
≤ exp (−C(T )nc) when ε̃ = nα′−1/2/T (72)

for some c > 0. Note that the constants c and C(T ) are independent of t and k, only depends on
∥A∥, ∥b∥, ∥x0∥, |Ω|, ∥R∥H2 , γ, ζ and T . Similarly, by taking −X

(t,k)
i and using the same bounds

on b(t,k) and σ2
(t,k), we get that

Pr

(
−
[ β∑
i=1

X
(t,k)
i − βµ(t,k)

]
≥ ε̃

)
≤ exp (−C(T )nc) when ε̃ = nα′−1/2/T. (73)

Therefore, it follows that

Pr

(∣∣∣∣∣
β∑

i=1

X
(t,k)
i − βµ(t,k)

∣∣∣∣∣ ≥ ε̃

)
≤ 2 exp (−C(T )nc) when ε̃ = nα′−1/2/T, (74)

for some c > 0 and C(T ) > 0 where the constants do not depend on t, but do depend on
∥A∥, ∥b∥, ∥x0∥, |Ω|, ∥R∥H2 , γ, ζ and T . We set ε = nα′−1/2. Applying the union bound twice
and using (74), we get

Pr
(

max
0≤t≤T

|E∇
t∧ϑ| ≥ ε

)
≤

T∑
t=0

Pr
(
|E∇

t∧ϑ| ≥ ε
)

≤
T∑
t=0

Pr

 t∧ϑ∑
k=1

∣∣∣∣∣∣
∑

i∈Bk

X
(t,k)
i − βµ(t,k)

∣∣∣∣∣∣ ≥ ε


≤

T∑
t=0

t∧ϑ∑
k=1

Pr

(∣∣∣∣∣
β∑

i=1

X
(t,k)
i − βµ(t,k)

∣∣∣∣∣ ≥ ε/(t ∧ ϑ)

)

≤
T∑
t=0

t∧ϑ∑
k=1

Pr

(∣∣∣∣∣
β∑

i=1

X
(t,k)
i − βµ(t,k)

∣∣∣∣∣ ≥ ε/T

)
≤ T 2 · exp(−C(T )nc)

for some c, C(T ) > 0. In the penultimate inequality, we used that t∧ϑ ≤ T . For the last inequality,
we note that ε/T = ε̃ in (74) that the constants, c, C(T ) > 0 in (74) hold for all 1 ≤ t ≤ T . The
result immediately follows.
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2.4.4. PROOF OF PROPOSITION 2.2

Throughout this section, we define Ñt,k
def
= Nt,k(H)(∇2R)Nt,k(H) and we express the ij-th entry

of Ñt,k as Ñ (t,k)
ij . Moreover, we recall wk

def
= Axk − b.

There will be require some substantial buildup of lemmas and propositions before we conclude
with a proof of Proposition 2.2. The first of which is what we colloquially call the key lemma, based
off the key lemma in [28, Lemma 14]. This version extends the result in [28], but maintains the
essence of that lemma, in that, the on-diagonal entries of Ap(ATA)AT where p is a polynomial,
self averages. The precise statement is below.

Lemma 10 (Key Lemma) Fix T > 0 and suppose Assumption 5 holds. Let pk : C → C be a
k-degree polynomial with k ≤ T and coefficients which are independent of n and d. Then for some
C depending on T and |Ω|, the following holds with overwhelming probability

max
0≤k≤T

max
1≤ℓ≤n

∣∣∣∣eTℓ AWATeℓ − 1
n tr

(
AWAT

) ∣∣∣∣ ≤ nα0−1/2C(T, |Ω|)∥R∥H2

where W
def
= pk(A

TA) · (∇2R) · pk(ATA).

Proof Define the matrix K(z, y)
def
= AR(z;ATA)(∇2R)R(y;ATA)AT . Let Ω by the contour

and α0 ∈ (0, 12) in Assumption 5. By Cauchy’s integral formula, we can write

eTℓ AWATeℓ =
−1

(2πi)2

∮
Ω
eTℓ pk(z)pk(y)K(z, y)eℓ dz dy

1
n tr(AWAT ) =

−1

(2πi)2

∮
Ω
pk(z)pk(y)

1
n tr

(
K(z, y)

)
dz dy.

(75)

Using Assumption 5, the following holds with overwhelming probability

|eTℓ AWATeℓ − 1
n tr(AWAT )| ≤

∣∣∣∣ −1

(2πi)2

∮
Ω
pk(z)pk(y)

[
eTℓ K(z, y)eℓ − 1

n tr(K(z, y))
]
dz dy

∣∣∣∣
≤ nα0−1/2 ∥R∥H2

4π2

∮
Ω
|pk(z)pk(y)||dz||dy|

≤ nα0−1/2 |Ω|2

4π2
max
z∈Ω

|pk(z)|2∥R∥H2 ,

(76)
Because the contour Ω is bounded, max0≤k≤T maxz∈Ω |pk(z)| is bounded independent of n and d,
but it is dependent on T . Thus we get

max
0≤k≤T

max
1≤ℓ≤n

|eTℓ AWATeℓ − 1
n tr(AWAT )| ≤ max

0≤k≤T
nα0−1/2 |Ω|2

4π2
max
z∈Ω

|pk(z)|2∥R∥H2

≤ nα0−1/2C(T, |Ω|)∥R∥H2 ,

(77)

where the constant C depends on T and |Ω|. The result immediately follows.

Next, we show that the error term E∇2−Diag
t is composed of multiple terms corresponding to

four different types of errors: (1) the randomness in a quadratic form (see below E∇2:HW
t ), (2) the
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randomness is solely due to the mini-batching ζ parameter (see below E(∇2:Z.1)
t and E(∇2:Z.2)

t ), (3).
the randomness is linear (see below E(∇2:B.1)

t and E(∇2:B.2)
t ), and (4). the key lemma (see E∇2:KL

t ).
These each will be handled accordingly. For instance, the quadratic form we will use Hanson-
Wright concentration for martingales (see [1, Theorem 2.5], Lemma 19). For the linear martingale
terms, we use Bernstein concentration proposed by Bardenet [5, Propsition 1.4] and restated in
Proposition 2.5.

Lemma 11 We can decompose the on-diagonal error term E∇2-Diag
t as follows

E∇2-Diag
t

def
=

1

2

t∑
k=1

M̊
T
k Ñt,kM̊k −

γ2

2

t∑
k=1

n∑
ℓ=1

(ζ − ζ2)

n
tr
(
AÑt,kA

T
)
w2

k−1,ℓ

= E(∇2:KL)
t + E(∇2:Z.1)

t + E(∇2:Z.2)
t + E(∇2:B.1)

t + E(∇2:B.2)
t + E(∇2:HW)

t

(78)

where the six error terms are

E(∇2: KL)
t =

1

2
(ζ − ζ2)

t∑
k=1

∑
ij

n∑
ℓ=1

(
AℓjAℓiw

2
k−1,ℓÑ

(t,k)
ij

)
− 1

2

t∑
k=1

n∑
ℓ=1

(ζ − ζ2)

n
tr
(
AÑt,kA

T
)
w2
k−1,ℓ

E(∇2:Z.1)
t =

1

2

t∑
k=1

∑
i,j

(
β(β − 1)

n(n− 1)
− ζ2

)
eTj A

Twk−1Ñ
(t,k)
ij eTi A

Twk−1

E(∇2:Z.2)
t =

1

2

t∑
k=1

∑
i,j

n∑
ℓ=1

(
ζ2 − β(β − 1)

n(n− 1)

)
AℓjAℓiÑ

(t,k)
ij w2

k−1,ℓ

E(∇2:B.1)
t =

1

2

t∑
k=1

∑
i,j

[
ζ2eTi A

Twk−1Ñ
(t,k)
ij eTj A

Twk−1 − ζeTi A
TP kwk−1Ñ

(t,k)
ij eTj A

Twk−1

]

E(∇2:B.2)
t =

1

2

t∑
k=1

∑
i,j

[
ζ2eTj A

Twk−1Ñ
(t,k)
ij eTi A

Twk−1 − ζeTj A
TP kwk−1Ñ

(t,k)
ij eTi A

Twk−1

]

E(∇2:HW)
t =

1

2

t∑
k=1

∑
ij

Ñ
(t,k)
ij

[
eTi A

TP kwk−1e
T
j A

TP kwk−1 − E[eTi ATP kwk−1e
T
j A

TP twk−1|Fk−1]

]
.

(79)
We indexed the error terms by the acronyms inspired by the results applied to bound them: Key
Lemma (KL), Zeta (Z), Bardenet (B), and Hanson-Wright (HW).

First, we state a result first proven in in [28, Lemma B.1] that will be used in the proof of
Lemma 11.

Lemma 12 (Lemma B.1 [28]) Suppose that u and v are fixed vectors in Rn. Then

E
[(∑

i∈B
uivi

)2]
=

β

n

β − 1

n− 1
(uTv)2 +

(
β

n
− β

n

β − 1

n− 1

) n∑
i=1

(uivi)
2.

We are now ready to prove Lemma 11.
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Proof [Proof of Lemma 11] Observe that

1

2

t∑
k=1

M̊
T
k Ñt,kM̊k =

1

2

t∑
k=1

∑
i,j

M̊k,iÑ
(t,k)
ij M̊k,j (80)

and that the product of the entries of the Martingale increments defined in (20) gives us

M̊k,iM̊k,j =
[
ζeTi A

Twk−1 − eTi A
TP kwk−1

] [
ζeTj A

Twk−1 − eTj A
TP kwk−1

]
= ζ2eTi A

Twk−1e
T
j A

Twk−1 − ζeTi A
Twk−1e

T
j A

TP kwk−1

− ζeTi A
TP kwk−1e

T
j A

Twk−1 + eTi A
TP kwk−1e

T
j A

TP kwk−1

= ζ2eTi A
Twk−1e

T
j A

Twk−1 − 2ζ2eTi A
Twk−1e

T
j A

Twk−1

+
(
ζ2eTi A

Twk−1e
T
j A

Twk−1 − ζeTi A
TP kwk−1e

T
j A

Twk−1

)
+
(
ζ2eTi A

Twk−1e
T
j A

Twk−1 − ζeTi A
Twk−1e

T
j A

TP kwk−1

)
+ eTi A

TP kwk−1e
T
j A

TP kwk−1

= −ζ2eTi A
Twk−1e

T
j A

Twk−1 + E(∇2,1)
k (i, j) + E(∇2,2)

k (i, j) + eTi A
TP kwk−1e

T
j A

TP kwk−1

(81)

where we introduce two error terms

E(∇2,1)
k (i, j)

def
= ζ2eTi A

Twk−1e
T
j A

Twk−1 − ζeTi A
TP kwk−1e

T
j A

Twk−1

E(∇2,2)
k (i, j)

def
= ζ2eTi A

Twk−1e
T
j A

Twk−1 − ζeTi A
Twk−1e

T
j A

TP kwk−1.
(82)

We note that the conditional expectation of ζeTi A
Twk−1e

T
j A

TP kwk−1 is precisely ζ2eTi A
Twk−1e

T
j A

Twk−1

(same for the other term). We will show, in fact, that ζeTi A
Twk−1e

T
j A

TP kwk−1 will concentrate
around its mean.

We now consider the term eTi A
TP kwk−1e

T
j A

TP kwk−1 in (81) and we perform a Doob’s
decomposition on this term, that is,

eTi A
TP kwk−1e

T
j A

TP kwk−1 = eTi A
TP kwk−1e

T
j A

TP kwk−1 − E
[
eTi A

TP kwk−1e
T
j A

TP kwk−1|Fk−1

]
+ E

[
eTi A

TP kwk−1e
T
j A

TP kwk−1|Fk−1

]
.

(83)
The first term in the inequality will be small as eTi A

TP kwk−1e
T
j A

TP kwk−1 will concentrate

around its mean. It remains to simplify the conditional expectation term, E
[
eTi A

TP kwk−1e
T
j A

TP kwk−1|Fk−1

]
,

which we do so below. Noting that P k =
∑

m∈Bk−1

emeTm,

E
[
eTi A

TP kwk−1e
T
j A

TP kwk−1|Fk−1

]
= E

 ∑
m∈Bk

Amiwk−1,m

∑
ℓ∈Bk

Aℓjwk−1,ℓ

 |Fk−1

 .
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We want to apply Lemma 12 to the above, but it is not in the form that Lemma 12. To get it into the
correct form, we use polarization:

E
[( ∑

m∈Bk−1

Amiwk−1,m

)( ∑
ℓ∈Bk−1

Aℓjwk−1,ℓ

)
|Fk−1

]
=

1

4
E
[( ∑

m∈Bk−1

Amjwk−1,m +Amiwk−1,m

)2

|Fk−1

]

− 1

4
E
[( ∑

m∈Bk−1

Amjwk−1,m −Amiwk−1,m

)2

|Fk−1

]
.

(84)
Now we apply Lemma 12 to each term in (84) and thus, after simplifying,

E
[
eTi A

TP kwk−1e
T
j A

TP kwk−1|Fk−1

]
=

1

4
E
[( ∑

m∈Bk−1

Amjwk−1,m +Amiwk−1,m

)2

|Fk−1

]

− 1

4
E
[( ∑

m∈Bk−1

Amjwk−1,m −Amiwk−1,m

)2

|Fk−1

]

=
1

4

[
β(β − 1)

n(n− 1)

[
(Aej +Aei)

Twk−1

]2
+

(
β

n
− β(β − 1)

n(n− 1)

) n∑
ℓ=1

(Aℓj +Aℓi)
2w2

k−1,ℓ

]

− 1

4

[
β(β − 1)

n(n− 1)

[
(Aej −Aei)

Twk−1

]2
+

(
β

n
− β(β − 1)

n(n− 1)

) n∑
ℓ=1

(Aℓj −Aℓi)
2w2

k−1,ℓ

]

=

(
β(β − 1)

n(n− 1)

)
eTj A

Twk−1e
T
i A

Twk−1 +

(
β

n
− β(β − 1)

n(n− 1)

) n∑
ℓ=1

AℓjAℓiw
2
k−1,ℓ

= ζ2eTj A
Twk−1e

T
i A

Twk−1 + (ζ − ζ2)

n∑
ℓ=1

AℓjAℓiw
2
k−1,ℓ

+

(
β(β − 1)

n(n− 1)
− ζ2

)
eTj A

Twk−1e
T
i A

Twk−1 +

([
β

n
− β(β − 1)

n(n− 1)

]
− (ζ − ζ2)

) n∑
ℓ=1

AℓjAℓiw
2
k−1,ℓ.

(85)

In the last equality, we added and subtracted terms corresponding to ζ ≈ β−1
n−1 when n is large.

Plugging in (85) into (81) we obtain

M̊k,iM̊k,j = (ζ − ζ2)
n∑

ℓ=1

AℓjAℓiw
2
k−1,ℓ +

(
β(β − 1)

n(n− 1)
− ζ2

)
eTj A

Twk−1e
T
i A

Twk−1

+

([
β

n
− β(β − 1)

n(n− 1)

]
− (ζ − ζ2)

) n∑
ℓ=1

AℓjAℓiw
2
k−1,ℓ + E(∇2,1)

k (i, j) + E(∇2,2)
k (i, j)

+
(
eTi A

TP kwk−1e
T
j A

TP kwk−1 − E
[
eTi A

TP kwk−1e
T
j A

TP kwk−1|Fk−1

])
,
(86)
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where E(∇2,1)
k (i, j) and E(∇2,2)

k (i, j) are defined in (82). Returning to (80) using the martingale
increment computation (86),

1

2

t∑
k=1

M̊
T
k Ñt,kM̊k −

1

2

t∑
k=1

n∑
ℓ=1

(ζ − ζ2)

n
tr
(
AÑt,kA

T
)
w2
k−1,ℓ

=
1

2

t∑
k=1

∑
i,j

M̊k,iÑ
(t,k)
ij M̊k,j −

1

2

t∑
k=1

n∑
ℓ=1

(ζ − ζ2)

n
tr
(
AÑt,kA

T
)
w2
k−1,ℓ

=
1

2

t∑
k=1

∑
i,j

(ζ − ζ2)

n∑
ℓ=1

AℓjAℓiw
2
k−1,ℓÑ

(t,k)
ij − 1

2

t∑
k=1

n∑
ℓ=1

(ζ − ζ2)

n
tr
(
AÑt,kA

T
)
w2
k−1,ℓ

+
1

2

t∑
k=1

∑
i,j

(
β(β − 1)

n(n− 1)
− ζ2

)
Ñ

(t,k)
ij eTj A

Twk−1e
T
i A

Twk−1

+
1

2

t∑
k=1

∑
i,j

(
ζ2 − β(β − 1)

n(n− 1)

)
Ñ

(t,k)
ij

n∑
ℓ=1

AℓjAℓiw
2
k−1,ℓ

+
1

2

t∑
k=1

∑
i,j

Ñ
(t,k)
ij

[
E(∇2,1)
k (i, j) + E(∇2,2)

k (i, j)
]

+
1

2

t∑
k=1

∑
i,j

Ñ
(t,k)
ij

[
eTi A

TP kwk−1e
T
j A

TP kwk−1 − E
[
eTi A

TP kwk−1e
T
j A

TP kwk−1|Fk−1

]]
.

(87)
Using that ζ = β

n , the result follows by matching up terms in (87) with (79) and using the definitions

E(∇2:B.1)
t

def
=

1

2

t∑
k=1

∑
i,j

Ñ
(t,k)
ij E(∇2,1)

k (i, j) and E(∇2:B.2)
t

def
=

1

2

t∑
k=1

∑
i,j

Ñ
(t,k)
ij E(∇2,2)

k (i, j).

We now show that each of the terms in (87) are small with overwhelming probability.

2.4.5. CONTROLLING E(∇2:KL)
t

The following lemma controls the error term using the key lemma, Lemma 10.

Lemma 13 Fix T > 0. For any α > α0 + θ,

max
0≤t≤T

∣∣∣E(∇2:KL)
t∧ϑ

∣∣∣ ≤ C(T )nα0−1/2+2θ (88)

holds with overwhelming probability.
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Proof By applying Lemma 10 (Key Lemma) and Lemma 9 we get

max
0≤t≤T

∣∣∣E(∇2:KL)
t

∣∣∣ = 1

2
(ζ − ζ2) max

0≤t≤T

∣∣∣∣∣
t∧ϑ∑
k=1

n∑
ℓ=1

(
eTℓ AÑ(t∧ϑ,k)A

Teℓw
2
k−1,ℓ

)
−

t∧ϑ∑
k=1

n∑
ℓ=1

1

n
tr
(
AÑ(t∧ϑ,k)A

T
)
w2
k−1,ℓ

∣∣∣∣∣
≤ 1

2
(ζ − ζ2) · T · max

0≤t≤T
max
1≤ℓ≤n

∣∣∣∣eTℓ AÑ(t∧ϑ,k)A
Teℓ −

1

n
tr
(
AÑ(t∧ϑ,k)A

T
)∣∣∣∣ · ∥wϑ

k−1∥2

≤ C(T )nα0−1/2 · n2θ

(89)

where C(T ) depends on T, |Ω| and γ2 but independent of n and d.

2.4.6. CONTROLLING E∇2:B.1
t , E∇2:B.2

t

For the terms E∇2:B.1
t and E∇2:B.2

t , we use Proposition 2.5 as the randomness due to mini-batching,
P k, is linear in these terms.

Lemma 14 Fix T > 0. Let α′ > α0 + θ and α > 0 such that α′ > α > α0 + θ. The following
holds with overwhelming probability

max
0≤t≤T

|E(∇2:B.1)
t∧ϑ | ≤ nα′−1/2, (90)

provided θ < α′ − α.

Proof Recall for t > 0, we have

E(∇2:B.1)
t∧ϑ =

1

2

t∧ϑ∑
k=1

∑
i,j

[
ζ2eTi A

Twk−1Ñ
(t∧ϑ,k)
ij eTj A

Twk−1 − ζeTi A
TP kwt−1Ñ

(t∧ϑ,k)
ij eTj A

Twk−1

]

=
1

2

t∧ϑ∑
k=1

[
ζ2wT

k−1AÑ(t∧ϑ,k)A
Twk−1 − ζwT

k−1P kAÑ(t∧ϑ,k)A
Twk−1

]
.

Proceeding similarly to Proposition 2.1 for E∇
t , we define

X
(t,k)
I

def
= −ζ

2
(wϑ

k−1)
TeIe

T
I AÑ(t∧ϑ,k)A

Twϑ
k−1 and µ(t,k) def

=
1

n

n∑
i=1

X
(t,k)
i , (91)

and we observe that

E(∇2:B.1)
t∧ϑ =

t∧ϑ∑
k=1

 ∑
i∈Bk−1

X
(t,k)
i − βµ(t,k)

 .

Before proceeding, we note that ∥Ñt,k∥ for t ≥ k is bounded by a constant depending on ∥ATA∥
and t, but independent of n and d. We apply Lemma 9 with α satisfying α′ > α > α0 + θ and get
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that max
1≤j≤n

|wk−1,j | ≤ nα−1/2. Using the definition of ϑ, we have the bounds

σ2
(t,k) =

1

n

n∑
i=1

(
X

(t,k)
i

)2
−
(
µ(t,k)

)2
≤ ζ2

4n

n∑
i=1

(
eTi w

ϑ
k−1

)2 (
eTi AÑ(t∧ϑ,k)A

Twϑ
k−1

)2
≤ ζ2

4n
max
1≤j≤n

|wϑ
k−1,j |2 · ||AÑ(t∧ϑ,k)A

Twϑ
k−1||2

≤ ζ2

4n
max
1≤j≤n

|wϑ
k−1,j |2||wϑ

k−1||2||A||4 · ||Ñ(t∧ϑ,k)||2

≤ C(t)n2(α+θ−1) w.o.p,

where the constant C is dependent on ∥A∥, ∥b∥, ∥x0∥, ∥R∥H2 , γ, ζ, T, |Ω|, and time t (here take
max of the constants over 1 ≤ k ≤ t), but it is independent of n or d. All constants going forward
will also have this property and we note that the constant will change from line to line.

Similarly, applying Lemma 9 with α, we can bound the following quantity:

b = max
1≤i≤n

X
(t,k)
i

≤ max
1≤i≤n

|ζ
2
(wϑ

k−1)
Teie

T
i AÑ(t∧ϑ,k)A

Twϑ
k−1|

≤ ζ

2
max
1≤i≤n

|wϑ
k−1,i| · ||eTi AÑ(t∧ϑ,k)|| · ||ATwϑ

k−1||

≤ ζ

2

(
max
1≤i≤n

|wk−1,i|
)
· ||wϑ

k−1|| · ∥A∥2 · ∥Ñ(t∧ϑ,k)∥

≤ C(t)nα− 1
2
+θ w.o.p.

(92)

Applying Proposition 2.5 gives

Pr

(
β∑

i=1

X
(t,k)
i − βµ(t,k) ≥ ε̃

)
= Pr

(
1

β

β∑
i=1

X
(t,k)
i − µ(t,k) ≥ ε̃

β

)

≤ exp

(
−

β( ε̃β )
2

2σ2
(t,k) +

2
3(b− a)( ε̃β )

)
.

(93)

We note that β/n = ζ. Set ε̃ = ε/T with ε = nα′−1/2 where α′ > α and a = 0. Using the upper
bounds on b and σ2

(t,k),

β( ε̃β )
2

2σ2
(t,k) +

2
3(b− a)( ε̃β )

≥ C(t) · T−2n−1ε2

n2(α+θ−1) + T−1nα−1/2+θn−1ε
≥ C(t) · T−2

n2(α−α′+θ) + T−1nα−α′+θ
.

Here again C(t) is a positive constant independent of n and d. By the choice of α′ > α and
α′ − α > θ, we have that the right-hand-side goes to infinity. We can then lower bound C(t) with
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C(T ) simply by letting C(T ) = min
1≤t≤T

C(t) > 0. Hence

Pr

(
β∑

i=1

X
(t,k)
i − βµ(t,k) ≥ ε̃

)
≤ exp (−C(T )nc) when ε̃ = nα′−1/2/T (94)

for some c > 0. Note that the constants c and C(T ) are independent of t and k, only depends on
∥A∥, ∥b∥, ∥x0∥, |Ω|, ∥R∥H2 , γ, ζ and T . Similarly, by taking −X

(t,k)
i and using the same bounds

on b and σ2
(t,k), we get that

Pr

(
−
[ β∑
i=1

X
(t,k)
i − βµ(t,k)

]
≥ ε̃

)
≤ exp (−C(T )nc) when ε̃ = nα′−1/2/T. (95)

Therefore, it follows that

Pr

(∣∣∣∣∣
β∑

i=1

X
(t,k)
i − βµ(t,k)

∣∣∣∣∣ ≥ ε̃

)
≤ 2 exp (−C(T )nc) when ε̃ = nα′−1/2/T, (96)

for some c > 0 and C(T ) > 0 where the constants do not depend on t and n and d. The constants
do depend on ∥A∥, ∥b∥, ∥x0∥, |Ω|, ∥R∥H2 , γ, ζ and T . We set ε = nα′−1/2. Applying the union
bound twice and using (96), we get

Pr
(

max
0≤t≤T

|E(∇2:B.1)
t∧ϑ | ≥ ε

)
≤

T∑
t=0

Pr
(
|E(∇2:B.1)

t∧ϑ | ≥ ε
)

≤
T∑
t=0

Pr

 t∧ϑ∑
k=1

∣∣∣∣∣∣
∑

i∈Bk

X
(t,k)
i − βµ(t,k)

∣∣∣∣∣∣ ≥ ε


≤

T∑
t=0

t∧ϑ∑
k=1

Pr

(∣∣∣∣∣
β∑

i=1

X
(t,k)
i − βµ(t,k)

∣∣∣∣∣ ≥ ε/(t ∧ ϑ)

)

≤
T∑
t=0

t∧ϑ∑
k=1

Pr

(∣∣∣∣∣
β∑

i=1

X
(t,k)
i − βµ(t,k)

∣∣∣∣∣ ≥ ε/T

)
≤ T 2 · exp(−C(T )nc)

for some c, C(T ) > 0. In the penultimate inequality, we used that t∧ϑ ≤ T . For the last inequality,
we note that ε/T = ε̃ in (96) and that the constants, c, C(T ) > 0 in (96) hold for all 1 ≤ t ≤ T .
The result immediately follows.

An immediate corollary of the result is that E∇2:B.2
t is also small.

Corollary 15 Fix T > 0. Let α′ > α0 + θ and α > 0 such that α′ > α > α0 + θ. The following
holds with overwhelming probability

max
0≤t≤T∧ϑ

|E(∇2:B.2)
t∧ϑ | = C(T )nα′−1/2, (97)

provided α′ − α > θ.
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Proof We observe that for t ≥ 0 we have

E(∇2:B.2)
t∧ϑ =

1

2

t∧ϑ∑
k=1

∑
i,j

[
ζ2eTj A

Twk−1Ñ
(t,k)
ij eTi A

Twk−1 − ζeTj A
TP kwk−1Ñ

(t,k)
ij eTi A

Twk−1

]

=
1

2

t∑
k=1

∑
i,j

[
ζ2
(
ATwk−1

)
i
Ñ

(t,k)
ij

(
ATwk−1

)
j
− ζ

(
ATP kwk−1

)
j
Ñ

(t,k)
ij

(
ATwk−1

)
i

]

=
1

2

t∑
k=1

[
ζ2
(
ATwk−1

)T
Ñt,k

(
ATwk−1

)
− ζ

(
ATwk−1

)T
Ñt,k

(
ATP kwk−1

)]
=

1

2

t∑
k=1

[
ζ2
(
ATwk−1

)T
Ñt,k

(
ATwk−1

)
− ζ

(
ATP kwk−1

)T
Ñt,k

(
ATwk−1

)]
= E(∇2:B.1)

t∧ϑ

where in the penultimate step we used the fact that Ñ(t,k) is a symmetric matrix for each t ∈ [T ∧ϑ].
By applying Proposition 14 we achieve our desired result.

2.4.7. CONTROLLING E(∇2:Z.1)
t∧ϑ , E(∇2:Z.2)

t∧ϑ

The zeta errors, E(∇2:Z.1)
t∧ϑ , E(∇2:Z.2)

t∧ϑ , arise purely from an approximation of ζ2 with β(β−1)
n(n−1) . As such,

it is simple to show these terms indeed vanish in n.

Lemma 16 The following holds

max
0≤t≤T

|E(∇2:Z.1)
t∧ϑ | ≤ n2θ−1 and max

0≤t≤T
|E(∇2: Z.2)

t∧ϑ | ≤ C(T )n2θ−1. (98)

Proof A simple computation shows that

β(β − 1)

n(n− 1)
− ζ2 =

nβ(β − 1)− β2(n− 1)

n2(n− 1)
=

ζ(ζ − 1)

n− 1
≤ C(ζ)n−1. (99)

First we show the result for E(∇2:Z.1)
t∧ϑ (see (79)). By applying the definition of the stopping time ϑ,

we deduce that

|E(∇2:Z.1)
t∧ϑ | ≤ ζ(ζ − 1)

n− 1
· 1
2

t∧ϑ∑
k=1

|
∑
i,j

(
ATwϑ

k−1

)
i
Ñ

(t,k)
ij

(
ATwϑ

k−1

)
j
|

=
ζ(ζ − 1)

n− 1
· 1
2

t∧ϑ∑
k=1

|
(
ATwϑ

t−1

)T
Ñt,kA

Twϑ
k−1|

≤ ζ(ζ − 1)

n− 1
· 1
2

t∧ϑ∑
k=1

||A||2 · ||Ñt,k|| · ||wϑ
k−1||2

≤ C(T )n2θ−1,
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where the constant C is dependent on ∥A∥, ∥b∥, ∥x0∥, ∥R∥H2 , γ, ζ, T, and |Ω|, (here take max of
the constants over 1 ≤ k ≤ T ), but it is independent of n or d. Now taking the maximum over
0 ≤ t ≤ T proves the result.

Next we show the result holds for E(∇2:Z.2)
t∧ϑ (see (79)). Applying Lemma (10) with W = Ñt,k,

we deduce that

|E(∇2:Z.2)
t∧ϑ | ≤ ζ(ζ − 1)

n− 1
· 1
2

t∧ϑ∑
k=1

∣∣∣∣∑
i,j

n∑
ℓ=1

AℓjAℓiÑ
(k,t)
ij (wϑ

k−1,ℓ)
2

∣∣∣∣
=

ζ(ζ − 1)

n− 1
· 1
2

t∧ϑ∑
k=1

∣∣∣∣ n∑
ℓ=1

(AÑt,kA
T )ℓℓ(w

ϑ
k−1,ℓ)

2

∣∣∣∣
=

ζ(ζ − 1)

n− 1
· 1
2

t∧ϑ∑
k=1

∣∣∣∣ n∑
ℓ=1

[
(AÑt,kA

T )ℓℓ −
1

n
tr
(
AÑt,kA

T
)
+

1

n
tr(AÑt,kA

T )

]
(wϑ

k−1,ℓ)
2

∣∣∣∣
≤ ζ(ζ − 1)

n− 1
· 1
2

t∧ϑ∑
k=1

∣∣∣∣ n∑
ℓ=1

[
(AÑt,kA

T )ℓℓ −
1

n
tr
(
AÑt,kA

T
)]

(wϑ
k−1,ℓ)

2

∣∣∣∣
+

ζ(ζ − 1)

n− 1
· 1
2

t∧ϑ∑
k=1

∣∣∣∣ n∑
ℓ=1

1

n
tr(AÑt,kA

T )(wϑ
k−1,ℓ)

2

∣∣∣∣
≤ ζ(ζ − 1)

n− 1
· 1
2

t∧ϑ∑
k=1

max
1≤ℓ≤n

|(AÑt,kA
T )ℓℓ −

1

n
tr
(
AÑt,kA

T
)
| ||wϑ

k−1||22

+
ζ(ζ − 1)

n− 1
· 1
2

t∧ϑ∑
k=1

1

n
tr
(
AÑt,kA

T
)
||wϑ

k−1||22

≤ C ′(t) · nα0−1/2 · n2θ−1 + C(t)n2θ−1,

where the constants C and C ′ are dependent on ∥A∥, ∥b∥, ∥x0∥, ∥R∥H2 , γ, ζ, T, |Ω|, and time t
(here take max of the constants over 1 ≤ k ≤ t), but it is independent of n or d. Since 0 ≤ t ≤ T
and t is finite, we can take the maximum over both sides.

2.4.8. CONTROLLING E(∇2:HW)
t : HANSON-WRIGHT

Lastly, we need to control the term,

E(∇2:HW)
t =

1

2

t∑
k=1

∑
ij

Ñ
(t,k)
ij

[
eTi A

TP kwk−1e
T
j A

TP kwk−1 − E[eTi ATP kwk−1e
T
j A

TP twk−1|Fk−1]

]

=
1

2

t∑
k=1

[
(P kwk−1)

T AÑt,kA
T (P kwk−1)− E

[
(P kwk−1)

T AÑt,kA
T (P kwk−1) |Fk−1

]]
.

(100)

Unlike the previous terms, this term has the randomness induced from mini-batching, P k, sand-
wiching a matrix. As such, we can not apply Proposition 2.5 due to the quadratic form. Instead, we
use Hanson-Wright concentration result for quadratic forms.
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Before continuing, we introduce some definitions, lemmas, and remarks related to Hanson-
Wright concentration of quadratic forms.

Definition 17 (Convex concentration property, [1]) Let X be a random vector in Rn. We will
say that X has the convex concentration property with constant K if for every 1−Lipschitz convex
function φ : Rn → R. we have E[φ(X)] < ∞ and for every t > 0,

Pr(|φ(X)− Eφ(X)| ≥ t) ≤ 2 exp(−t2/K2).

Remark 18 Let xi be an entry of X . By a simple scaling, the previous remark can extend to
x1, · · · , xn ∈ [a, b], in which case K in the definition above will be replaced by K(b− a).

What is interesting for us is that vectors obtained via sampling without replacement follow the
convex concentration property ([1, Remark 2.3]). More precisely, if x1, · · · , xn ∈ [0, 1] and the
random vector X = (X1, · · · , Xm) with m ≤ n is obtained by sampling without replacement m
numbers from the set {x1, · · · , xn}, then X satisfies the convex concentration property with an
absolute constant K. In this sense, the following lemma ([1, Theorem 2.5]) will be useful to us.

Lemma 19 (Hanson-Wright concentration for sampling without replacement, Theorem 2.5 [1])
Let X be a mean zero random vector in Rn. If X has the convex concentration property with con-
stant K, then for any n× n matrix A and every t > 0,

Pr(|XTAX − EXTAX| ≥ t) ≤ 2 exp

(
− 1

C
min

(
t2

2K4∥A∥2HS

,
t

K2∥A∥

))
,

for some universal constant C.

Remark 20 The assumption that X is centered is introduced just to simplify the statement of
the theorem. Note that if X has the convex concentration property with constant K, then so does
X̃ = X − E[X]. Moreover, observe,

XTAX = (X̃ + E[X])TA(X̃ + E[X]) = X̃
T
AX̃ + 2X̃

T
AE[X] + E[X]TAE[X]

and E [XTAX] = E [X̃
T
AX̃] + E [X]TAE [X],

as E [X̃
T
AE [X]] = 0. This implies by Lemma 19 and convex concentration property for linear

functions,

Pr(|XTAX − E[XTAX]| ≥ t)

≤ Pr(|X̃T
AX̃ − E[X̃T

AX̃]| ≥ t/3) + 2Pr(|X̃T
AE[X]− E

[
X̃

T
AE[X]

]
| ≥ t/3)

≤ 2 exp

(
− 1

C
min

(
t2

2 · 9K4∥A∥2HS

,
t

3K2∥A∥

))
+ 2 · 2 exp

(
− t2

9K2∥AE[X]∥22

)
.

Using Lemma 19 and Remark 20 we can show E(∇2:HW)
t∧ϑ is small for large n and d.

Lemma 21 For all α′ and α such that α′ > α > α0 + θ and θ, we have

max
1≤t≤T

|E(∇2:HW)
t∧ϑ | ≤ C(T )n2α′−1/2 w.o.p.,

provided 0 < θ < 2α′ − α.
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Proof Let Xk
def
= P kw

ϑ
k−1 and D(t−k) def

= AÑ(t∧ϑ,k)A
T . Then

E(∇2:HW)
t∧ϑ =

1

2

t∧ϑ∑
k=1

[
XT

kD
(t−k)Xk − E

[
XT

kD
(t−k)Xk|Fk−1

]]
. (101)

In view of union bounds, it suffices to impose bounds on each summand of (101) since k =
1, · · · , t ∧ ϑ and t ≤ T . We first specify K as the absolute constant in Definition 17. In light
of Remark 20 we replace K with K ·Mk where Mk

def
= max

i∈[n]
|(P kw

ϑ
k−1)i|. By our choice of α such

that α > α0 + θ and α < α′, then we get from Lemma 9 with α,

max
1≤k≤T

max
1≤i≤n

|eTi wϑ
k−1| ≤ C(T )nα−1/2

and we obtain

Mk = max
i∈[n]

|(Xk)i| = max
i∈[n]

|(P kw
ϑ
k−1)i| ≤ max

1≤k≤T
max
1≤i≤n

|eTi wϑ
k−1| ≤ C(T )nα−1/2. (102)

In order to apply Lemma 19, we need to compute ∥D(t−k)∥HS and ∥D(t−k)∥. Now observe that

∥D(t−k)∥2HS ≤ ∥AÑ(t∧ϑ,k)∥2∥A∥2HS ≤ ∥A∥4∥Ñ(t∧ϑ,k)∥2 · n ≤ C(T )n (103)

and
∥D(t−k)∥2 = ∥AÑ(t∧ϑ,k)A

T ∥ ≤ ∥A∥2∥Ñ(t∧ϑ,k)∥ ≤ C(T ). (104)

We note that t ≤ T and ∥Q̃(t∧k)∥ can be upper bounded by constants independent of n and d.
Lastly, we bound ||D(t−k) E[Xk|Fk−1]|| where E[Xk | Fk−1] = (µ1, . . . , µn) and µℓ = ζwϑ

k−1,ℓ.
Using the definition of the stopping time ϑ and (104) we obtain

∥D(t−k) E[Xk|Fk−1]∥ ≤ ∥D(t−k)∥ · ∥E[Xk | Fk−1]∥ = ζ∥D(t−k)∥∥wϑ
k−1∥ ≤ C(T )nθ (105)

Using Lemma 19 (Hanson-Wright) and the remark following it, we have

Pr(|XT
kD

(t−k)Xk − EXT
kD

(t−k)Xk| ≥ ϵ̃ | Fk−1)

≤ 2 exp

(
− 1

C
min

(
ϵ̃2

2 · 9M4
kK

4∥D(t−k)∥2HS

,
ϵ̃

3M2
kK

2∥D(t−k)∥

))

+ 2 · 2 exp

(
− ϵ̃2

9M2
kK

2∥D(t−k)(E[Xk | Fk−1])∥2

)
.

Let ϵ̃ = n2α′−1/2 · 2(T )−1. By using (102), (103), (104), and (105),

ϵ̃2

2 · 9M4
kK

4∥D(t−k)∥2HS

≥ C(T ) · n4α′−1

n4α−2n
= C(T ) · 1

n4(α−α′)
, (106)

ϵ̃

3M2
kK

2∥D(t−k)∥
≥ C(T ) · n

2α′−1/2

n2α−1
= C(T ) · 1

n2(α−α′)−1/2
, (107)

and
ϵ̃2

M2
kK

2∥D(t−k)(E[Xk | Fk−1])∥22
≥ C(T ) · n4α′−1

n2α−1n2θ
= C(T ) · 1

n2α−4α′+2θ
, (108)
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where C(T ) is independent of n and k, and only depends on ∥A∥, ∥b∥, ∥x0∥, |Ω|, ∥R∥H2 , γ, ζ and
T . Therefore by our choice of α′ > α and 0 < θ < 2α′ − α, we get

P (|XT
kDXk − EXT

kDXk| ≥ ϵ̃|Fk−1) ≤ 2 exp (−C(T )nc) when ϵ̃ =
2n2α′−1/2

T
(109)

for some c > 0 and T > 0. We set ϵ = n2α′−1/2. Applying two union bounds and (109), we get

Pr
(

max
0≤t≤T

|E(∇2:HW)
t∧ϑ | ≥ ϵ

)
≤

T∑
t=0

Pr
(
|E(∇2:HW)

t∧ϑ | ≥ n2α′−1/2
)

≤
T∑
t=0

Pr

(
1

2

t∧ϑ∑
k=1

∣∣∣XT
kD

(t−k)Xk − E[XT
kD

(t−k)Xk|Fk−1]
∣∣∣ ≥ ϵ

)

≤
T∑
t=0

t∧ϑ∑
k=1

Pr

(∣∣∣XT
kD

(t−k)Xk − E[XT
kD

(t−k)Xk|Fk−1]
∣∣∣ ≥ 2n2α′−1/2

T

)
≤ 2T 2 exp(−C(T )nc)

(110)

for some c, C(T ) > 0. In the penultimate inequality, we used that t∧ϑ ≤ T . The result immediately
follows.

Now we return back to Proposition 2.2 as we have shown all the components are small.
Proof [Proof of Proposition 2.2] Let α0 ∈ (0, 1/4) as specified in Assumption 4. Let α, α′, and
θ satisfying 0 < θ < α′ − α and α0 + θ < α < α′. Then applying the decomposition in
Lemma 11 and the lemmas showing the decomposed error terms are small when n and d are large
(i.e. Lemma 13, 14, 16, 21, and Corollary 15) we get

max
0≤t≤T

|E∇2-Diag
t | ≤ max

0≤t≤T
|E(∇2:KL)

t |+ max
0≤t≤T

|E(∇2:B.1)
t |+ max

0≤t≤T
|E(∇2:B.2)

t |

+ max
0≤t≤T

|E(∇2:Z.1)
t |+ max

0≤t≤T
|E(∇2:Z.2)

t |+ max
0≤t≤T

|E(∇2:HW)
t |

≤ C(T )nα0−1/2+2θ + 2C(T )nα′−1/2 + 2C(T )n2θ−1 + C(T )n2α′−1/2

≤ C(T )n2α′−1/2

(111)

holds with overwhelming probability.

2.5. Proof of Proposition 2.3

In this section, we control the off-diagonal martingale error term

E∇2-Off
t∧ϑ =

t∧ϑ∑
1≤k1<k2

M̊
T
k1N(t∧ϑ,k1)(∇

2R)N(t∧ϑ,k2)M̊k2 , (112)

where we recall the martingale increment (20) and the matrix Nt,k from Proposition ??, respectively,

M̊k = ζATwk−1 −ATP kwk−1 and Nt,k = Nt,k(H). (113)
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We will show that this error term is small, the main result of this section, proof of Proposition 2.3.
To prove Proposition 2.3, we first fix the k2 terms and show the resulting summation is small

using Bernstein concentration (Proposition 2.5). To do so, we need to show certain terms are them-
selves small, which depend on the martingale increment M̊k2 . This will require us to use Hanson-
Wright, Lemma 19. Combining both Proposition 2.5 (Bardenet) and Lemma 19 (Hanson-Wright),
Proposition 2.3 will follow

To this end, for convenience, we define

V (t∧ϑ,k2) def
=

k2−1∑
k1=1

M̊
T
k1N(t∧ϑ,k1)(∇

2R)N(t∧ϑ,k2) k2 = 1, 2, · · · t ∧ ϑ (114)

Y (t∧ϑ,k2) def
=

∑
j∈Bk2−1

(
V (t∧ϑ,k2)AT

)
j
(Axk2−1 − b)j k2 = 1, 2, · · · t ∧ ϑ (115)

X
(t∧ϑ,k2)
j

def
=
(
V (t∧ϑ,k2)AT

)
j
(Axk2−1 − b)j k2 = 1, 2, · · · t ∧ ϑ. (116)

The following lemma and its corollary will be useful in showing that the off-diagonal term is small.

Lemma 22 Let δ > 0 such that α0 + θ < δ < 1/4 and 0 < θ < 1
4 − δ. Then the following holds

with overwhelming probability

max
1≤t≤T

max
1≤k2≤t∧ϑ

∥V (t∧ϑ,k2)AT ∥2 ≤ C(T ) · n1−2δ. (117)

Proof We have

max
0≤t≤T

max
1≤k2≤t∧ϑ

∥V (t∧ϑ,k2)AT ∥ = max
0≤t≤T

max
1≤k2≤t∧ϑ

∥∥∥∥( k2−1∑
k1=1

M̊
T
k1N(t∧ϑ,k1)(∇

2R)N(t∧ϑ,k2)

)
AT

∥∥∥∥
≤ T max

0≤t≤T
max

1≤k2≤t∧ϑ
max

1≤k1≤k2−1

∥∥∥∥(M̊T
k1N(t∧ϑ,k1)

(
∇2R

)
N(t∧ϑ,k2)

)
AT

∥∥∥∥
≤ T max

0≤t≤T
max

1≤k2≤t∧ϑ
max

1≤k1≤k2−1
∥M̊k1∥ · ∥N(t∧ϑ,k1)∥ · ∥N(t∧ϑ,k2)∥ · ∥A∥ · ∥∇2R∥

≤ T

(
max

1≤k1≤(T∧ϑ)−1
∥M̊k1∥

)
·
(

max
0≤t≤T

max
1≤k2≤t∧ϑ

∥N(t∧ϑ,k2)∥
2 · ∥A∥ · ∥∇2R∥

)
≤ C(T ) · max

1≤k1≤(T∧ϑ)−1
∥M̊k1∥

(118)

which implies

max
0≤t≤T

max
1≤k2≤t∧ϑ

∥V (t∧ϑ,k2)AT ∥2 ≤ C(T ) · max
1≤k1≤(T∧ϑ)−1

∥M̊k1∥2 (119)

where the constant C is dependent on ∥A∥, ∥b∥, ∥x0∥, ∥R∥H2 , γ, ζ, |Ω|, and time T , but it is inde-
pendent of n or d.

Fix k1 ≤ (T ∧ϑ)−1. By adding and subtracting the mean of the quadratic martingale term and
applying the triangle inequality we get

∥M̊k1∥2 ≤
∣∣∣∣M̊T

k1IM̊k1 − E
[
M̊

T
k1IM̊k1 | Fk1−1

] ∣∣∣∣+ ∣∣∣∣E [M̊T
k1IM̊k1 | Fk1−1

] ∣∣∣∣. (120)
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We address the first term in the sum by applying Lemma 19 (Hanson-Wright). We specify K as
the absolute constant in Definition 17. In light of remark 20, we replace K with K · Mk1 where

Mk1
def
= max

1≤i≤n
|M̊k1,i|. By the definition of the stopping time ϑ and the fact that k1 ≤ (T ∧ ϑ)− 1

we get

Mk1 = max
1≤i≤n

|M̊k1,i|

= max
1≤i≤n

|(ζATwk1−1)i − (ATP k1wk1−1)i|

≤ max
1≤i≤n

ζ|eTi ATwk1−1|+ max
1≤i≤n

|eTi ATP k1wk1−1|

≤ ζ · ∥A∥ · ∥wk1−1∥+ ∥A∥ · ∥wk1−1∥
≤ C(ζ, ∥A∥) · nθ

(121)

where C(ζ, ∥A∥) is independent of n or d. Choosing ϵ = n1−2δ and applying Lemma 19 we get

Pr
(∣∣∣∣M̊T

k1IM̊k1 − E
[
M̊

T
k1IM̊k1 | Fk1−1

] ∣∣∣∣ ≥ ϵ

)
≤ 2 exp

(
− 1

D
min

(
ϵ2

2M4
k1
K4∥I∥2HS

,
ϵ

M2
k1
K2∥I∥

))
.

(122)

for some universal constant D > 0. Moreover we have that

ϵ2

2M4
k1
K4∥I∥2HS

≥ C · n
2−4δ

n4θn
= C · 1

n4(δ+θ)−1

and
ϵ

M2
k1
K2∥I∥

≥ C · n
1−2δ

n2θ
= C · 1

n2(δ+θ)−1

where C > 0 is independent of n and d. By our assumptions on δ and θ, namely δ + θ < 1/4, we
have

Pr
(∣∣∣∣M̊T

k1IM̊k1 − E
[
M̊

T
k1IM̊k1 | Fk1−1

] ∣∣∣∣ ≥ n1−2δ

)
≤ exp(−Cnc) (123)

for some c > 0 and constant C independent of n and d.
Now we bound E [∥M̊k1∥2 | Fk1−1] in (120). From (86), we know that

M̊k1,iM̊k1,i = (ζ − ζ2)
n∑

ℓ=1

AℓiAℓiw
2
k1−1,ℓ +

(
β(β − 1)

n(n− 1)
− ζ2

)
eTi A

Twk1−1e
T
i A

Twk1−1

+

([
β

n
− β(β − 1)

n(n− 1)

]
− (ζ − ζ2)

) n∑
ℓ=1

AℓiAℓiw
2
k1−1,ℓ + E(∇2,1)

k1
(i, i) + E(∇2,2)

k1
(i, i)

+
(
eTi A

TP k1wk1−1e
T
i A

TP k1wk−1 − E
[
eTi A

TP k1wk−1e
T
i A

TP k1wk1−1|Fk1−1

])
,

(124)

42



HIGH DIMENSIONAL FIRST ORDER MINI-BATCH ALGORITHMS ON QUADRATIC PROBLEMS

where E(∇2,1)
k1

(i, i) and E(∇2,2)
k1

(i, i) are defined in (82). When we take conditional expectation, we

see that E[E(∇2,1)
k1

(i, i) | Fk1−1],E[E
(∇2,2)
k1

(i, i) | Fk1−1] = 0. Therefore, we deduce that

E
[
M̊k1,iM̊k1,i|Fk1−1

]
= (ζ − ζ2)

n∑
ℓ=1

AℓiAℓiw
2
k1−1,ℓ +

(
β(β − 1)

n(n− 1)
− ζ2

)
eTi A

Twk1−1e
T
i A

Twk1−1

+

([
β

n
− β(β − 1)

n(n− 1)

]
− (ζ − ζ2)

) n∑
ℓ=1

AℓiAℓiw
2
k1−1,ℓ

= (ζ − ζ2)
n∑

ℓ=1

AℓiAℓiw
2
k1−1,ℓ +

ζ(ζ − 1)

n− 1
eTi A

Twk1−1e
T
i A

Twk1−1

− ζ(ζ − 1)

n− 1

n∑
ℓ=1

AℓiAℓiw
2
k1−1,ℓ.

(125)

where in the last line we used the fact β(β−1)
n(n−1) − ζ2 = ζ(ζ−1)

n−1 . By summing over i and applying the
definition of the stopping time, Lemma 10, the fact that ζ ∈ (0, 1), and that k1 ≤ (T ∧ ϑ) − 1 we
get

∣∣E [M̊T
k1IM̊k1 | Fk1−1

]∣∣ ≤ ∣∣∣∣ζ(ζ − 1)

n− 1

∣∣∣∣ d∑
i=1

eTi A
Twk1−1e

T
i A

Twk1−1 +

∣∣∣∣ζ(ζ − 1)

n− 1

∣∣∣∣ d∑
i=1

n∑
ℓ=1

AℓiAℓiw
2
k1−1,ℓ

+ (ζ − ζ2)
d∑

i=1

n∑
ℓ=1

A2
ℓi(wk1−1,ℓ)

2

=

∣∣∣∣ζ(ζ − 1)

n− 1

∣∣∣∣ d∑
i=1

(
ATwk1−1

)2
i
+

(∣∣∣∣ζ(ζ − 1)

n− 1

∣∣∣∣+ (ζ − ζ2)

) n∑
ℓ=1

w2
k1−1,ℓ

(
d∑

i=1

A2
ℓi

)

=

∣∣∣∣ζ(ζ − 1)

n− 1

∣∣∣∣∥ATwk1−1∥2 +
(∣∣∣∣ζ(ζ − 1)

n− 1

∣∣∣∣+ (ζ − ζ2)

) n∑
ℓ=1

w2
k1−1,ℓ

(
AAT

)
ℓℓ

≤
∣∣∣∣ζ(ζ − 1)

n− 1

∣∣∣∣∥A∥2∥wk1−1∥2 +
(∣∣∣∣ζ(ζ − 1)

n− 1

∣∣∣∣+ (ζ − ζ2)

)
max
1≤j≤n

(
AAT

)
jj
∥wk1−1∥2

≤ C(T )n2θ−1

+ C(T )n2θ

(∣∣∣∣ζ(ζ − 1)

n− 1

∣∣∣∣+ (ζ − ζ2)

) ∣∣∣∣max
j∈[n]

(
AAT

)
jj
+

1

n
tr
(
AAT

)
− 1

n
tr
(
AAT

)∣∣∣∣
≤ C(T )n2θ−1

+ C(T )n2θ

(∣∣∣∣ζ(ζ − 1)

n− 1

∣∣∣∣+ (ζ − ζ2)

)(∣∣∣∣max
j∈[n]

(
AAT

)
jj
− 1

n
tr
(
AAT

)∣∣∣∣+ ∣∣∣∣ 1n tr
(
AAT

)∣∣∣∣)
≤ C(T )n2θ−1 + C(T )n2θ

(∣∣∣∣ζ(ζ − 1)

n− 1

∣∣∣∣+ (ζ − ζ2)

)(
C(T )nα0−1/2 +

∣∣∣∣ 1n tr
(
AAT

)∣∣∣∣)
≤ C(T )n2θ−1 + C(T )nα0+2θ−1/2 + C(T )n2θ.

(126)
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In the last inequality, we used that 1
n tr(AAT ) is independent of n and d by our assumptions on the

data matrix A. By the assumptions on θ and δ, we have that∣∣E [M̊T
k1IM̊k1 | Fk1−1

]∣∣ ≤ C(T )n1−2δ, (127)

where C(T ) is independent of n and d, and only depends on ∥A∥, ∥b∥, ∥x0∥, |Ω|, ∥R∥H2 , γ, ζ and
T . Putting everything together, we have from (118), (123), and (127) that

max
0≤t≤T

max
1≤k2≤t∧ϑ

∥V (t∧ϑ,k2)AT ∥ ≤ C(T ) max
1≤k1≤(T∧ϑ)−1

∥M̊k1∥

≤ C(T )

(
max

1≤k1≤t∧ϑ

∣∣∣∣M̊T
k1IM̊k1 − E

[
M̊

T
k1IM̊k1 | Fk−1

] ∣∣∣∣+ max
1≤k1≤t∧ϑ

∣∣∣∣E [M̊T
k1IM̊k1 | Fk−1

] ∣∣∣∣)
≤ C(T )n1−2δ w.o.p.

(128)

The result is now shown.

We now show that X(t∧ϑ,k2)
j (116) is small.

Lemma 23 For all α and δ such that α0 + θ < α < δ < 1/4 and 0 < θ < 1
4 − δ we have

max
0≤t≤T

1

n

n∑
j=1

|X(t∧ϑ,k2)
j |2 ≤ C(T )n2(α−δ)−1 and max

0≤t≤T
max
j∈[n]

|X(t∧ϑ,k2)
j | ≤ C(T )nα−δ,

(129)
for 0 ≤ k2 ≤ t ∧ ϑ.

Proof Let 0 ≤ t ≤ T and 0 ≤ k2 ≤ t ∧ ϑ. We achieve the first result in (129) as follows

n∑
j=1

|X(t∧ϑ,k2)
j |2 =

n∑
j=1

∣∣∣∣(V (t∧ϑ,k2)AT
)
j
(Axk2−1 − b)j

∣∣∣∣2
≤ max

1≤j≤n
|wϑ

k2,j |
2

n∑
j=1

∣∣∣∣(V (t∧ϑ,k2)AT
)
j

∣∣∣∣2 = max
j

|wϑ
k2,j |

2 · ||V (t∧ϑ,k2)AT ||2

≤ C(t) · n2α−1 · n1−2δ = C(t)n2(α−δ)

(130)

where we applied Lemma 9 and Lemma 22 in the penultimate step. This immediately gives us

max
0≤t≤T

1

n

n∑
j=1

|X(t∧ϑ,k2)
j |2 ≤ C(T ) · n2(α−δ)−1 (131)

where C(T ) = max
0≤t≤T

C(t). This gives the first inequality in (129).

For the second inequality in (129), using (130), we get

max
1≤j≤n

|X(t∧ϑ,k2)
j | ≤

√√√√ n∑
j=1

|X(t∧ϑ,k2)
j |2 ≤ C(t)nα−δ
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which immediately yields

max
0≤t≤T

max
1≤j≤n

|X(t∧ϑ,k2)
j | ≤ C(T )nα−δ (132)

where again C(t) is independent of n and d and C(T ) = max
0≤t≤T

C(t) and the result is shown.

Now we have all the results in order to prove the main proposition, Proposition 2.3, of this
section.
Proof [Proof of Proposition 2.3] Let 0 ≤ t ≤ T . First, we rewrite E∇2-Off

t∧ϑ so that we can apply
Lemma 23. To this end, we have

E∇2-Off
t∧ϑ =

t∧ϑ∑
k1<k2

M̊
T
k1N(t∧ϑ,k1)(∇

2R)N(t∧ϑ,k2)M̊k2

=
t∧ϑ∑
k2=1

k2−1∑
k1=1

M̊
T
k1N(t∧ϑ,k1)

(
∇2R

)
N(t∧ϑ,k2)

M̊k2

=
t∧ϑ∑
k2=1

V (t∧ϑ,k2)M̊k2 ,

(133)

where V (t∧ϑ,k2) is defined in (114). For each 1 ≤ k2 ≤ t ∧ ϑ, we get

|V (t∧ϑ,k2)M̊k2 | =
∣∣V (t∧ϑ,k2)ATP k2w

ϑ
k2−1 − E

[
V (t∧ϑ,k2)ATP k2w

ϑ
k2−1

∣∣Fk2−1

] ∣∣
=

∣∣∣∣ ∑
j∈Bk2−1

(
V (t∧ϑ,k2)AT

)
j
wϑ

k2−1,j − E
[ ∑
j∈Bk2−1

(
V (t∧ϑ,k2)AT

)
j
wϑ

k2−1,j |Fk2−1

]∣∣∣∣
=
∣∣∣Y (t∧ϑ,k2) − E

[
Y (t∧ϑ,k2)|Fk2−1

]∣∣∣ ,
(134)

where Y (t∧ϑ,k2) is defined in (115). Fix ϵ̃ > 0. Using (134), we have

Pr
(
|V (t∧ϑ,k2)M̊ t| > ϵ̃

)
= E

[
1|V (t∧ϑ,k2)M̊k2

|>ϵ̃

]
= E

[
E
[
1|V (t∧ϑ,k2)M̊k2

|>ϵ̃ | Fk2−1

]]
= E

[
Pr
(
|V (t∧ϑ,k2)M̊k2 | > ϵ̃ | Fk2−1

)]
= E

[
Pr
(
|Y (t∧ϑ,k2) − E

[
Y (t∧ϑ,k2) | Fk2−1

]
| > ϵ̃

)]
.

(135)

This means we can work with the quantity Pr
(
|Y (t∧ϑ,k2) − E

[
Y (t∧ϑ,k2) | Fk2−1

]
| > ϵ̃

)
which

allows us to apply Proposition 2.5 [5]. In light of the syntax of Proposition 2.5 and for 1 ≤ k2 ≤
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t ∧ ϑ, we use X
(t∧ϑ,k2)
j =

(
V (t∧ϑ,k2)AT

)
j
(Axk2−1 − b)j defined in (116), and define

bt∧ϑ,k2
def
= max

1≤j≤n
X

(t∧ϑ,k2)
j , µ(t∧ϑ,k2)

def
=

1

n

n∑
j=1

X
(t∧ϑ,k2)
j ,

and σ2
(t∧ϑ,k2)

def
=

1

n

n∑
j=1

(
X

(t∧ϑ,k2)
j − µ(t∧ϑ,k2)

)2
.

By Lemma 23, we have the following upper bounds that hold with overwhelming probability∣∣b(t∧ϑ,k2)∣∣ ≤ C(T ) · nα−δ and σ2
(t∧ϑ,k2) ≤ C(T ) · n2(α−δ)−1 (136)

for some constant C(T ) depending on ||Ω||, ∥ATA∥, and T but independent of n and d. Applying
Proposition 2.5 yields

Pr
(∣∣∣Y (t∧ϑ,k2) − E

[
Y (t∧ϑ,k2)|Fk2−1

]∣∣∣ > ϵ̃
)
= Pr

∣∣∣∣∣∣
∑

j∈Bk2−1

X
(t∧ϑ,k2)
j − βµt∧ϑ,k2

∣∣∣∣∣∣ ≥ ϵ̃


= Pr

∣∣∣∣∣∣ 1β
∑

j∈Bk2−1

X
(t∧ϑ,k2)
j − µt∧ϑ,k2

∣∣∣∣∣∣ ≥ ϵ̃/β


≤ 2 exp

(
−

β( ϵ̃β )
2

2σ2
(t∧ϑ,k2) +

2
3(b(t∧ϑ,k2) − a)( ϵ̃β )

)
(137)

Let ϵ̃ := nα−δ+η · T−1 Using (136), we obtain

β( ϵ̃β )
2

2σ2
(t∧ϑ,k2) +

2
3(b(t∧ϑ,k2) − a)( ϵ̃β )

≥ C(T )
T−2 · n−1n2(α−δ+η)

n2(α−δ)−1 + T−1 · nα−δn−1nα−δ+η
≥ C(T )

1

n−2η + n−η
→ ∞.

Therefore it follows that

Pr
(
|V (t∧ϑ,k2)M̊k2 | > ϵ̃

)
≤ 2 exp(−C(T )nc) when ϵ̃ = T−1 · nα−δ+η (138)

for some constant c > 0 and C(T ) where the constants are independent of n and d and only depend
on ||Ω||, ∥ATA∥, γ and T . Here again C(T ) is a positive constant independent of n and d. Let
ϵ = nα−δ+η. Using (133) and (138), and observing that V (t∧ϑ,k2) = 0 for k2 > t ∧ ϑ we get

Pr
(

max
0≤t≤T

∣∣∣E∇2-Off
t∧ϑ

∣∣∣ ≥ ϵ

)
=

T∑
t=0

Pr

 t∧ϑ∑
k2=1

|V (t∧ϑ,k2)M̊k2 | ≥ ϵ


≤

T∑
t=0

T∑
k2=1

Pr
(
|V (t∧ϑ,k2)M̊k2 | ≥

ϵ

T

)

≤ 2

T∑
t=0

T∑
k2=1

exp (−C(T )nc) = 2T 2 · exp (−C(T )nc) .

(139)

This gets used our desired result.

46



HIGH DIMENSIONAL FIRST ORDER MINI-BATCH ALGORITHMS ON QUADRATIC PROBLEMS

47


	Main
	Formal Setup and Assumptions.
	Main Theorem and Applications
	Training Loss
	Excess Risk for ERM in Linear Regression


	Appendix
	Deferred Definitions
	Deferred Assumptions
	Concentration:In-Distribution Generalization Error.
	Main Theorem and Proof
	Controlling the Martingale errors
	General martingale results
	Proof of Proposition 2.1
	Proof of Proposition 2.2
	Controlling E(2:KL)t
	Controlling Et2:B.1, Et2:B.2
	Controlling E(2: Z.1)t, E(2: Z.2)t
	Controlling  E(2:HW)t: Hanson-Wright

	Proof of Proposition 2.3


