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⋯
<latexit sha1_base64="l4xD6Gow/o3OT+aGDFvkG6J30SI=">AAAB73icZVDLSgMxFL3js9ZX1aWbYBFclDIjRV0W3bisaB/QDiWTZtrQJDMmGaEM/QS3didu/SLxb8y0s7DtgZDDyb03554g5kwb1/11Nja3tnd2C3vF/YPDo+PSyWlLR4kitEkiHqlOgDXlTNKmYYbTTqwoFgGn7WD8kL2336jSLJIvZhJTX+ChZCEj2FjpOeh7/VLZrbpzoHXi5aQMORr90k9vEJFEUGkIx1p3PTc2foqVYYTTabGXaBpjMsZD2rVUYkG1n86tTtGlVQYojJQ90qC5+r8jxULriQhspcBmpJenmfDOT5mME0MlWQwLE45MhLLd0IApSgyfWIKJYtYPIiOsMDE2gdVfsvEVe2c+dCUQ06JNwlvde520rqveTbX2VCvX7/NMCnAOF3AFHtxCHR6hAU0gMIR3+ICZ8+rMnE/na1G64eQ9Z7AE5/sPgWWP4Q==</latexit>

b1
<latexit sha1_base64="DavAlMTTElPx/oV+tbRgyCv4itc=">AAAB73icZVDLTgIxFL2DL8QX6tJNIzFxQcgMIeqS6MYlRnkkMCGd0oGGtjO2HRNC+AS3sjNu/SLj39iBWQicpOnJ6b23554g5kwb1/11clvbO7t7+f3CweHR8Unx9Kylo0QR2iQRj1QnwJpyJmnTMMNpJ1YUi4DTdjB+SN/bb1RpFskXM4mpL/BQspARbKz0HPSr/WLJrbgLoE3iZaQEGRr94k9vEJFEUGkIx1p3PTc2/hQrwwins0Iv0TTGZIyHtGupxIJqf7qwOkNXVhmgMFL2SIMW6v+OKRZaT0RgKwU2I706zYR3/pTJODFUkuWwMOHIRCjdDQ2YosTwiSWYKGb9IDLCChNjE1j/JR1ftnfqQ5cDMSvYJLz1vTdJq1rxbiq1p1qpfp9lkocLuIRr8OAW6vAIDWgCgSG8wwfMnVdn7nw6X8vSnJP1nMMKnO8/gu6P4g==</latexit>

b2

<latexit sha1_base64="u+JdcIdX2991YVqkaphzaBiYeGM=">AAAB73icZVDLSgMxFL3js9ZX1aWbYBFclDIjRV0W3bisaB/QDiWTZtrQJDMmGaEM/QS3didu/SLxb8y0s7DtgZDDyb03554g5kwb1/11Nja3tnd2C3vF/YPDo+PSyWlLR4kitEkiHqlOgDXlTNKmYYbTTqwoFgGn7WD8kL2336jSLJIvZhJTX+ChZCEj2FjpOeiLfqnsVt050DrxclKGHI1+6ac3iEgiqDSEY627nhsbP8XKMMLptNhLNI0xGeMh7VoqsaDaT+dWp+jSKgMURsoeadBc/d+RYqH1RAS2UmAz0svTTHjnp0zGiaGSLIaFCUcmQtluaMAUJYZPLMFEMesHkRFWmBibwOov2fiKvTMfuhKIadEm4a3uvU5a11Xvplp7qpXr93kmBTiHC7gCD26hDo/QgCYQGMI7fMDMeXVmzqfztSjdcPKeM1iC8/0H3YGQHQ==</latexit>
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<latexit sha1_base64="FshBxUzyxc9NhPxfEUj7V8SEx/w=">AAAB/3icZVC7TsMwFHXKq5RXCiOLRYXEUEVJWwELUgULY5HoQ2pD5LhOa9VOItsBVVEHPoSVboiVL0H8DU6bgZYjWT46vvf63OPHjEpl2z9GYWNza3unuFva2z84PDLLxx0ZJQKTNo5YJHo+koTRkLQVVYz0YkEQ9xnp+pO77L37TISkUfiopjFxORqFNKAYKS15Znng81R4tScH3kDbqtdnnlmxLXsB+J84OamAHC3P/B4MI5xwEirMkJR9x46VmyKhKGZkVhokksQIT9CI9DUNESfSTRfWZ/BcK0MYREKfUMGF+rcjRVzKKfd1JUdqLFenqeDaTWkYJ4qEeDksSBhUEcx2hUMqCFZsqgnCgmo/EI+RQFjpRNZ/ycZX9Z35kFWfz0o6CWd97/+kU7OcS6vx0Kg0b/NMiuAUnIEL4IAr0AT3oAXaAIMX8Abewdx4NebGh/G5LC0Yec8JWIHx9QtV4pSi</latexit>

r1
2 = 0.33

<latexit sha1_base64="+8r5NyHoj2+dFZUrEfAyz9NPOQY=">AAAB+nicZVDLSgMxFL3js9ZX1aWbYBFclDIjRd0IRTcuK9gHtNOSSTNtaDIzJBmhjPMfbu1O3Pov4t+YaWdh2wMhh5N7b849XsSZ0rb9a21sbm3v7Bb2ivsHh0fHpZPTlgpjSWiThDyUHQ8ryllAm5ppTjuRpFh4nLa9yWP23n6lUrEweNHTiLoCjwLmM4K1kfo9TyRy4PQddI/sdFAq21V7DrROnJyUIUdjUPrpDUMSCxpowrFSXceOtJtgqRnhNC32YkUjTCZ4RLuGBlhQ5SZz1ym6NMoQ+aE0J9Borv7vSLBQaio8UymwHqvladq/cxMWRLGmAVkM82OOdIiyNdGQSUo0nxqCiWTGDyJjLDHRJozVX7LxFXNnPlTFE2nRJOGs7r1OWtdV56Zae66V6w95JgU4hwu4AgduoQ5P0IAmEJDwDh8ws96smfVpfS1KN6y85wyWYH3/AXyRk74=</latexit>

r1
1 = 0
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</think>

<latexit sha1_base64="Wvay97n6FJ2QOBUQ3AGRJBMMumA=">AAAB/3icZVC7TsMwFHXKq5RXCiOLRYXEUEVJWwELUgULY5HoQ2pD5LhOa9VOItsBVVEHPoSVboiVL0H8DU6bgZYjWT46vvf63OPHjEpl2z9GYWNza3unuFva2z84PDLLxx0ZJQKTNo5YJHo+koTRkLQVVYz0YkEQ9xnp+pO77L37TISkUfiopjFxORqFNKAYKS15Znng81R4zlMN3kDbqtdnnlmxLXsB+J84OamAHC3P/B4MI5xwEirMkJR9x46VmyKhKGZkVhokksQIT9CI9DUNESfSTRfWZ/BcK0MYREKfUMGF+rcjRVzKKfd1JUdqLFenqeDaTWkYJ4qEeDksSBhUEcx2hUMqCFZsqgnCgmo/EI+RQFjpRNZ/ycZX9Z35kFWfz0o6CWd97/+kU7OcS6vx0Kg0b/NMiuAUnIEL4IAr0AT3oAXaAIMX8Abewdx4NebGh/G5LC0Yec8JWIHx9QtV4JSi</latexit>

r2
1 = 0.33

<latexit sha1_base64="0kb7Rqkjq9NnvoRvoYjUjxq4GPM=">AAAB/3icZVBNS8MwGE7n15xfnR69BIfgYZR2jOlFGHrxOMF9wFZLmmVbWNKWJFVG6cEf4tXdxKu/RPw3plsPbnsg5OHJ+7553sePGJXKtn+Nwtb2zu5ecb90cHh0fGKWTzsyjAUmbRyyUPR8JAmjAWkrqhjpRYIg7jPS9af32Xv3hQhJw+BJzSLicjQO6IhipLTkmeWBzxPh1Z5r8BbaVqORembFtuwF4CZxclIBOVqe+TMYhjjmJFCYISn7jh0pN0FCUcxIWhrEkkQIT9GY9DUNECfSTRbWU3iplSEchUKfQMGF+r8jQVzKGfd1JUdqIlenqdGNm9AgihUJ8HLYKGZQhTDbFQ6pIFixmSYIC6r9QDxBAmGlE1n/JRtf1XfmQ1Z9npZ0Es763pukU7OchlV/rFead3kmRXAOLsAVcMA1aIIH0AJtgMEreAcfYG68GXPj0/halhaMvOcMrMD4/gNgspSp</latexit>

r2
2 = 0.66

<latexit sha1_base64="7NdMZyfm/l46M6Cly7Rqzl4kXlA=">AAAB+nicZVDLSgMxFL3js9ZX1aWbYBFclDIjRd0IRTcuK9gHtNOSSTNtaDIzJBmhjPMfbu1O3Pov4t+YaWdh2wMhh5N7b849XsSZ0rb9a21sbm3v7Bb2ivsHh0fHpZPTlgpjSWiThDyUHQ8ryllAm5ppTjuRpFh4nLa9yWP23n6lUrEweNHTiLoCjwLmM4K1kfo9TyRyIPoOukdOOiiV7ao9B1onTk7KkKMxKP30hiGJBQ004ViprmNH2k2w1IxwmhZ7saIRJhM8ol1DAyyocpO56xRdGmWI/FCaE2g0V/93JFgoNRWeqRRYj9XyNO3fuQkLoljTgCyG+TFHOkTZmmjIJCWaTw3BRDLjB5ExlphoE8bqL9n4irkzH6riibRoknBW914nreuqc1OtPdfK9Yc8kwKcwwVcgQO3UIcnaEATCEh4hw+YWW/WzPq0vhalG1becwZLsL7/ANvbk/s=</latexit>

r1
m = 1

<latexit sha1_base64="KBcLG1+qBG0LABobnUDLZie+6gc=">AAAB+nicZVDLTgIxFL2DL8QX6tJNIzFxQcgMIerGhOjGJSbySGAgnVKgoZ2ZtB0TMs5/uJWdceu/GP/GDsxC4CRNT07vvT33eCFnStv2r5Xb2t7Z3cvvFw4Oj45PiqdnLRVEktAmCXggOx5WlDOfNjXTnHZCSbHwOG1708f0vf1KpWKB/6JnIXUFHvtsxAjWRur3PBHLgehX0T1ykkGxZFfsBdAmcTJSggyNQfGnNwxIJKivCcdKdR071G6MpWaE06TQixQNMZniMe0a6mNBlRsvXCfoyihDNAqkOb5GC/V/R4yFUjPhmUqB9UStTtOjOzdmfhhp6pPlsFHEkQ5QuiYaMkmJ5jNDMJHM+EFkgiUm2oSx/ks6vmzu1IcqeyIpmCSc9b03SatacW4qtedaqf6QZZKHC7iEa3DgFurwBA1oAgEJ7/ABc+vNmluf1teyNGdlPeewAuv7D91pk/w=</latexit>

r2
m = 1

⋮

<latexit sha1_base64="ht1jz8NVRPir1yTupUFcq+JNV8Q=">AAAB/XicZVBNS8MwGE79nPNjVY9eikPwMErrhnoRhl48TnAfsNWSZukWlqQlSYVRij/Eq7uJV3+K+G9Mtx7c9kDIw5P3ffO8TxBTIpXj/Bobm1vbO7ulvfL+weFRxTw+6cgoEQi3UUQj0QugxJRw3FZEUdyLBYYsoLgbTB7y9+4rFpJE/FlNY+wxOOIkJAgqLflmZRCwVLxw371z7Ho9882qYztzWOvELUgVFGj55s9gGKGEYa4QhVL2XSdWXgqFIojirDxIJI4hmsAR7mvKIcPSS+fGM+tCK0MrjIQ+XFlz9X9HCpmUUxboSgbVWC5PU+GtlxIeJwpztBgWJtRSkZVvag2JwEjRqSYQCaL9WGgMBURK57H6Sz6+pu/ch6wFLCvrJNzVvddJ58p2r+3GU6PavC8yKYEzcA4ugQtuQBM8ghZoAwQS8A4+wMx4M2bGp/G1KN0wip5TsATj+w//FpSK</latexit>

rn
1 = 0.33

<latexit sha1_base64="cfehZ5p/ikiIUoH7zibIxbkfBkk=">AAAB+HicZVDLSgMxFL3js9ZX1aWbwSK4KGWmFHUjFN24rGAf0BlLJk3b0CQzJBmhDvMbbu1O3Poz4t+YaWdh2wMhh5N7b849QcSo0o7za21sbm3v7Bb2ivsHh0fHpZPTtgpjiUkLhyyU3QApwqggLU01I91IEsQDRjrB5CF777wSqWgonvU0Ij5HI0GHFCNtJM8LeCJfRL9256b9UtmpOnPY68TNSRlyNPulH28Q4pgToTFDSvVcJ9J+gqSmmJG06MWKRAhP0Ij0DBWIE+Unc8+pfWmUgT0MpTlC23P1f0eCuFJTHphKjvRYLU/Tw1s/oSKKNRF4MWwYM1uHdrakPaCSYM2mhiAsqfFj4zGSCGsTxeov2fiKuTMfqhLwtGiScFf3XiftWtW9rtaf6uXGfZ5JAc7hAq7AhRtowCM0oQUYIniHD5hZb9bM+rS+FqUbVt5zBkuwvv8AKtCTqQ==</latexit>

rn
2 = 1

<latexit sha1_base64="sLXkKDYFcUL4DuF2tW4kWTBCUVk=">AAAB+HicZVDLSgMxFL1TX7W+qi7dDBbBRSkzUtSNUHTjsoJ9QGcsmTRtQ5PMkGSEOsxvuLU7cevPiH9jpp2FbQ+EHE7uvTn3BBGjSjvOr1XY2Nza3inulvb2Dw6PyscnbRXGEpMWDlkouwFShFFBWppqRrqRJIgHjHSCyUP23nklUtFQPOtpRHyORoIOKUbaSJ4X8ES+iD6/c9J+ueLUnDnsdeLmpAI5mv3yjzcIccyJ0JghpXquE2k/QVJTzEha8mJFIoQnaER6hgrEifKTuefUvjDKwB6G0hyh7bn6vyNBXKkpD0wlR3qslqfp4a2fUBHFmgi8GDaMma1DO1vSHlBJsGZTQxCW1Pix8RhJhLWJYvWXbHzV3JkPVQ14WjJJuKt7r5P2Vc29rtWf6pXGfZ5JEc7gHC7BhRtowCM0oQUYIniHD5hZb9bM+rS+FqUFK+85hSVY33+EipPj</latexit>

rn
m = 0
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⋯<latexit sha1_base64="l4xD6Gow/o3OT+aGDFvkG6J30SI=">AAAB73icZVDLSgMxFL3js9ZX1aWbYBFclDIjRV0W3bisaB/QDiWTZtrQJDMmGaEM/QS3didu/SLxb8y0s7DtgZDDyb03554g5kwb1/11Nja3tnd2C3vF/YPDo+PSyWlLR4kitEkiHqlOgDXlTNKmYYbTTqwoFgGn7WD8kL2336jSLJIvZhJTX+ChZCEj2FjpOeh7/VLZrbpzoHXi5aQMORr90k9vEJFEUGkIx1p3PTc2foqVYYTTabGXaBpjMsZD2rVUYkG1n86tTtGlVQYojJQ90qC5+r8jxULriQhspcBmpJenmfDOT5mME0MlWQwLE45MhLLd0IApSgyfWIKJYtYPIiOsMDE2gdVfsvEVe2c+dCUQ06JNwlvde520rqveTbX2VCvX7/NMCnAOF3AFHtxCHR6hAU0gMIR3+ICZ8+rMnE/na1G64eQ9Z7AE5/sPgWWP4Q==</latexit>

b1
<latexit sha1_base64="DavAlMTTElPx/oV+tbRgyCv4itc=">AAAB73icZVDLTgIxFL2DL8QX6tJNIzFxQcgMIeqS6MYlRnkkMCGd0oGGtjO2HRNC+AS3sjNu/SLj39iBWQicpOnJ6b23554g5kwb1/11clvbO7t7+f3CweHR8Unx9Kylo0QR2iQRj1QnwJpyJmnTMMNpJ1YUi4DTdjB+SN/bb1RpFskXM4mpL/BQspARbKz0HPSr/WLJrbgLoE3iZaQEGRr94k9vEJFEUGkIx1p3PTc2/hQrwwins0Iv0TTGZIyHtGupxIJqf7qwOkNXVhmgMFL2SIMW6v+OKRZaT0RgKwU2I706zYR3/pTJODFUkuWwMOHIRCjdDQ2YosTwiSWYKGb9IDLCChNjE1j/JR1ftnfqQ5cDMSvYJLz1vTdJq1rxbiq1p1qpfp9lkocLuIRr8OAW6vAIDWgCgSG8wwfMnVdn7nw6X8vSnJP1nMMKnO8/gu6P4g==</latexit>

b2
<latexit sha1_base64="Lwm2v2/wO/eKBLgW6Ws4UFBzz2I=">AAAB73icZVDLTgIxFL2DL8QX6tJNIzFxQciMEnVJdOMSozwSmJBOKdDQdsa2Y0ImfIJb2Rm3fpHxb+zALARO0vTk9N7bc08QcaaN6/46uY3Nre2d/G5hb//g8Kh4fNLUYawIbZCQh6odYE05k7RhmOG0HSmKRcBpKxg/pO+tN6o0C+WLmUTUF3go2YARbKz0HPSue8WSW3HnQOvEy0gJMtR7xZ9uPySxoNIQjrXueG5k/AQrwwin00I31jTCZIyHtGOpxIJqP5lbnaILq/TRIFT2SIPm6v+OBAutJyKwlQKbkV6eZgZ3fsJkFBsqyWLYIObIhCjdDfWZosTwiSWYKGb9IDLCChNjE1j9JR1ftnfqQ5cDMS3YJLzVvddJ86ri3VSqT9VS7T7LJA9ncA6X4MEt1OAR6tAAAkN4hw+YOa/OzPl0vhalOSfrOYUlON9/hHeP4w==</latexit>

b3
<latexit sha1_base64="u+JdcIdX2991YVqkaphzaBiYeGM=">AAAB73icZVDLSgMxFL3js9ZX1aWbYBFclDIjRV0W3bisaB/QDiWTZtrQJDMmGaEM/QS3didu/SLxb8y0s7DtgZDDyb03554g5kwb1/11Nja3tnd2C3vF/YPDo+PSyWlLR4kitEkiHqlOgDXlTNKmYYbTTqwoFgGn7WD8kL2336jSLJIvZhJTX+ChZCEj2FjpOeiLfqnsVt050DrxclKGHI1+6ac3iEgiqDSEY627nhsbP8XKMMLptNhLNI0xGeMh7VoqsaDaT+dWp+jSKgMURsoeadBc/d+RYqH1RAS2UmAz0svTTHjnp0zGiaGSLIaFCUcmQtluaMAUJYZPLMFEMesHkRFWmBibwOov2fiKvTMfuhKIadEm4a3uvU5a11Xvplp7qpXr93kmBTiHC7gCD26hDo/QgCYQGMI7fMDMeXVmzqfztSjdcPKeM1iC8/0H3YGQHQ==</latexit>

bm

<latexit sha1_base64="DUB0M4REi0trhvxG5ydqv5I4OFc=">AAAB7XicZVDLSgMxFM3UV62vqks3wSK4KGVGirosunHZgn1AO5RMeqcNTSZDkhHK0C9wa3fi1k8S/8ZMOwvbHgg5nNx7c84NYs60cd1fp7Czu7d/UDwsHR2fnJ6Vzy86WiaKQptKLlUvIBo4i6BtmOHQixUQEXDoBtPn7L37BkozGb2aWQy+IOOIhYwSY6WWOyxX3Jq7BN4mXk4qKEdzWP4ZjCRNBESGcqJ133Nj46dEGUY5zEuDRENM6JSMoW9pRARoP10aneMbq4xwKJU9kcFL9X9HSoTWMxHYSkHMRK9PM+Gjn7IoTgxEdDUsTDg2EmfJ8IgpoIbPLCFUMesH0wlRhBqbf/OXbHzV3pkPXQ3EvGQ34W3m3iadu5p3X6u36pXGU76TIrpC1+gWeegBNdALaqI2ogjQO/pAC0c6C+fT+VqVFpy85xKtwfn+AwyNjws=</latexit>

0

<latexit sha1_base64="MsMgc9zoSlkM5/j8b0K3Fz1av4A=">AAAB7XicZVDLSgMxFL1TX7W+qi7dBIvgopQZKeqy6MZlC/YB7VAyaaYNTSZDkhHK0C9wa3fi1k8S/8ZMOwvbHgg5nNx7c84NYs60cd1fp7Czu7d/UDwsHR2fnJ6Vzy86WiaK0DaRXKpegDXlLKJtwwynvVhRLAJOu8H0OXvvvlGlmYxezSymvsDjiIWMYGOlljcsV9yauwTaJl5OKpCjOSz/DEaSJIJGhnCsdd9zY+OnWBlGOJ2XBommMSZTPKZ9SyMsqPbTpdE5urHKCIVS2RMZtFT/d6RYaD0Tga0U2Ez0+jQTPvopi+LE0IishoUJR0aiLBkaMUWJ4TNLMFHM+kFkghUmxubf/CUbX7V35kNXAzEv2U14m7m3Seeu5t3X6q16pfGU76QIV3ANt+DBAzTgBZrQBgIU3uEDFo50Fs6n87UqLTh5zyWswfn+Aw4Wjww=</latexit>

1

This completes the proof.346

Janytime(ω) = E
b→pB,x→pX ,z→ωω(·|x)
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This completes the proof.350
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[
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bm
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14

<latexit sha1_base64="9VwRckJC/PjRujBVxu3oO8Kd92A=">AAAB7XicdVDLSgMxFM3UV62vqks3wSK4KMOMDrXuim5ctmIf0A4lk2ba0GQyJBmhDP0Ct3Ynbv0k8W/MtCNYwQshh5N7T865Qcyo0o7zZRU2Nre2d4q7pb39g8Oj8vFJR4lEYtLGggnZC5AijEakralmpBdLgnjASDeY3mfv3WciFRXRk57FxOdoHNGQYqQN1XocliuOXbt16nUXOrazrAy4nuddQzdnKiCv5rD8ORgJnHASacyQUn3XibWfIqkpZmReGiSKxAhP0Zj0DYwQJ8pPl0bn8MIwIxgKaU6k4ZL9PZEirtSMB6aTIz1R62o6rPspjeJEkwivxMKEQS1glgyOqCRYs5kBCEtq/EA8QRJhbfL//SWTr5o786GqAZ+XzCZ+4sL/QefKdmu21/Iqjbt8J0VwBs7BJXDBDWiAB9AEbYABAS/gFSwsYS2sN+t91Vqw8plTsFbWxzeHtY9d</latexit>

R
<latexit sha1_base64="uMbqGHNscQg1UnipLKLnsR6K7ao=">AAAB73icdVDLSgMxFM3UV62vqks3wSK4KMNMO1rdFd24rGgf0A4lk2ba0CQzJhmhDP0Et3Ynbv0i8W/MtBWs4IGQw8m9N+eeIGZUacf5snJr6xubW/ntws7u3v5B8fCopaJEYtLEEYtkJ0CKMCpIU1PNSCeWBPGAkXYwvs3e289EKhqJRz2Jic/RUNCQYqSN9NDqu/1iybGdWs2rVKFjVx3Xu74wxKt6bqUCXduZowSWaPSLn71BhBNOhMYMKdV1nVj7KZKaYkamhV6iSIzwGA1J11CBOFF+Orc6hWdGGcAwkuYIDefq744UcaUmPDCVHOmRWp2mwys/pSJONBF4MSxMGNQRzHaDAyoJ1mxiCMKSGj8Qj5BEWJsE/v6SjS+bO/OhygGfFkwSP+vC/0mrYruXtnfvleo3y0zy4AScgnPgghqogzvQAE2AwRC8gFcws56smfVmvS9Kc9ay5xiswPr4BsiPkBI=</latexit>

V1
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Figure 1: Left: We optimize anytime reasoning by sampling thinking budgets from a prior distribution
pB and maximizing the rewards at sampled budgets to push up the area under the curve. This objective
naturally introduces verifiable dense rewards into the thinking process. Right: Budget Relative Policy
Optimization (BRPO) leverages these dense rewards to improve advantage estimation via the Monte
Carlo return (R) and an interpolated baseline that combines current progress (V1) and the average
return within the rollout group (V2).

Abstract

Scaling test-time compute is crucial for enhancing the reasoning capabilities of
large language models (LLMs). Existing approaches typically employ reinforce-
ment learning (RL) to maximize a verifiable reward obtained at the end of reasoning
traces. However, such methods optimize only the final performance under a large
and fixed token budget, which hinders efficiency and flexibility in both training and
deployment. In this work, we present AnytimeReasoner, a novel framework for
optimizing reasoning performance under varying thinking budget constraints. To
achieve this, we truncate the complete thinking process to fit within sampled token
budgets from a prior distribution, compelling the model to summarize the optimal
answer for each truncated thinking for verification. This introduces verifiable
dense rewards into the reasoning process, facilitating more effective credit assign-
ment in RL optimization. We then optimize the thinking and summary policies in a
decoupled manner to maximize the cumulative reward. Additionally, we introduce a
novel variance reduction technique, Budget Relative Policy Optimization (BRPO),
to enhance the robustness and efficiency of the learning process when reinforcing
the thinking policy. Empirical results in mathematical reasoning tasks demonstrate
that our method consistently outperforms GRPO across all thinking budgets under
various prior distributions, enhancing both training and token efficiency.
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1 Introduction

OpenAI o1 [OpenAI, 2024] and DeepSeek-R1 [Guo et al., 2025] have shown that scaling test-time
compute via RL is crucial for LLM reasoning. This involves an extensive thinking process using
the chain of thought (CoT) [Wei et al., 2022] before producing an answer. RL is then employed
to maximize the outcome reward provided by a rule-based verifier to check the correctness of the
generated answer. While RL for LLM reasoning is an active area of research, most existing work
focuses on optimizing final performance based on the complete thinking process. This approach can
be inefficient in both training and deployment, as long CoTs are costly, especially for online services.

In our work, we focus on optimizing anytime reasoning for LLMs via RL. This is conceptually
similar to the anytime algorithms introduced in Dean and Boddy [1988], Zilberstein and Russell
[1995], where the system can be interrupted at any point during computation, providing the best
possible solution so far and is expected to improve the solution quality when more resources are
allocated. Concretely in LLM reasoning, we assume the thinking process can be interrupted at any
time, and the model should be able to summarize the best solution from incomplete thinking. This
capability can significantly extend the serving capacity for online services with limited computing
resources. When there are too many requests to handle, the service can choose to interrupt in-progress
requests once the thinking length is able to give sufficient accuracy, reserving longer thinking with
better accuracy when resources are available. Moreover, users may want to control the thinking budget
as in Gemini 2.5[Comanici et al., 2025], but the optimal budget is often agnostic. Compared to budget-
aware reasoning[Han et al., 2024], our design supports an economical strategy by incrementally
increasing the budget, as it allows for continued thinking and reuses the computation already spent.

To achieve optimal performance for anytime reasoning, we propose sampling the thinking budget
from a prior distribution while learning, rather than using a fixed, large budget as in prior work [Liu
et al., 2025, Zeng et al., 2025, Luo et al., 2025]. This approach makes the model performance robust
to potential interruptions in the thinking process, while incentivizing it to reach correct answers more
efficiently. By achieving a balance between token efficiency and thorough exploration [Qu et al.,
2025], these models are also able to obtain better performance when given larger budgets.

We investigate how to efficiently train LLMs with RL under sampled thinking budgets. By forcing
the model to summarize the answers at predefined thinking budgets (drawn from the support of
the prior distribution), we introduce verifiable dense rewards into the reasoning process. These
rewards provide richer signals and better credit assignment during training [Qu et al., 2025, Cui
et al., 2025a]. We also propose a novel variance reduction technique termed Budget Relative
Policy Optimization (BRPO) that advances beyond GRPO [Shao et al., 2024] to improve training
stability and efficiency under this dense reward framework. As illustrate in Figure 1 (right), we
leverage rewards at previous budgets to compute the advantage function, combining with the average
return of a group of reasoning trajectories. Empirically, we observe that generating a high-quality
summary is critical for both final and anytime performance. Thus, we decouple the optimization of
the thinking and summary policies, always sampling from a uniform distribution to derive a better
summary policy, thereby improving training efficiency.

We term our overall framework as AnytimeReasoner. Experimental results demonstrate that Any-
timeReasoner consistently surpasses GRPO in both final and anytime performance. We conduct
extensive ablation studies to evaluate the impact of each component. By independently incorporating
decoupled optimization, variance reduction, and budget sampling into GRPO, we observe significant
performance enhancements, underscoring the effectiveness of our methods. Notably, even when
merely using the maximum token budget (without budget sampling), our method still outperforms
GRPO in both standard and anytime reasoning, highlighting the robustness of our approach.

2 Methodology

In a training paradigm similar to R1-Zero [Guo et al., 2025], the model is tasked with generating a
comprehensive CoT within a designated "thinking box" upon receiving a question. Subsequently, the
model summarizes the answer based on this thinking process. A rule-based reward is then calculated
according to the summarized answer. The RL objective is to maximize the expected reward:

J (θ) = Ex ∼ pX︸ ︷︷ ︸
question

Ez ∼ πθ(·|x)︸ ︷︷ ︸
thinking process

Ey ∼ πθ(·|x, z)︸ ︷︷ ︸
answer

[r(x, y)] (1)

2



where x represents the question, z denotes the thinking process, y is the summarized answer, and
r(x, y) is the reward function.

In previous studies [Zeng et al., 2025, Liu et al., 2025, Luo et al., 2025], the generation of thinking
process and summary are typically sampled together. If the thinking process exceeds the predefined
generation limit, the response is considered a negative sample. We contend that this approach is
impractical, particularly in online services where a valid summary should be provided even if the
thinking process is incomplete. We propose decoupling the generation of the thinking process and
its summary, allocating separate token budgets for each. When the thinking process is halted due
to budget constraints, we insert ellipses followed by a </think> to prompt the model to produce a
summary (see Appendix A), similar to Muennighoff et al. [2025] and Qu et al. [2025].

To differentiate between the thinking and summary policies, we denote the thinking policy as πθ

and the summary policy as πϕ. By defining rϕ(x, z) = E
y∼πϕ(·|x,z)

[r(x, y)], the objective can be

expressed as:
J (θ, ϕ) = E

x∼pX ,z∼πθ(·|x)
[rϕ(x, z)] . (2)

Given that |y| ≪ |z|, multiple summaries can be sampled to better estimate the expected reward for
each thinking process, while incurring only a small computational overhead.

2.1 Optimizing Anytime Reasoning

Test-time scaling [OpenAI, 2024] is crucial for enhancing the reasoning capabilities of LLMs. This
concept operates on the premise that increased computational effort during the reasoning process
generally leads to better performance. However, in typical RL training setups like R1-Zero-like [Guo
et al., 2025], the performance on anytime reasoning is not guaranteed. The reward evaluation is
based on the entire thinking process, lacking insight into whether incremental thinking consistently
improves performance [Qu et al., 2025].

To optimize anytime reasoning, we propose sampling the thinking budget from a prior distribution
rather than using a fixed token budget. Let b represent the token budget for thinking, sampled from a
prior distribution pB over a set of increasing budgets {b1, . . . , bm} (Pj = pB(b = bj) for simplicity).
The anytime reasoning objective is:

Janytime(θ, ϕ) = E
b∼pB,x∼pX ,z∼πθ(·|x)

[rϕ(x, z≤b)] = E
x∼pX ,z∼πθ(·|x)




m∑

j=1

Pjrϕ(x, z≤bj )


 , (3)

where z≤b is the truncated thinking process at length of the token budget b,

z≤b =

{
z, if b ≥ |z|
truncate(z, b), if b < |z| .

Instead of focusing solely on the final score based on the entire thinking process as in standard
reasoning task, we maximize the expected score over all possible budgets with distribution pB. As
illustrated in Figure 1, this is akin to maximizing the area under the score curve when pB is a uniform
distribution across every token budget. However, evaluating for all token budgets is impractical and
unnecessary, so we evaluate the score only at a small predefined budget support (with m ≤ 8 in our
experiments).

It is important to note that this approach transforms the problem into a dense reward framework,
introducing verifiable dense rewards for each thinking budget. This facilitates better credit assignment
during RL training and enhances the identification of each component’s contribution to a successful
reasoning process. As illustrated in Figure 2, the dense rewards for budgets prior to reaching a
correct answer are low. However, the cumulative return is relatively higher if the reasoning process
ultimately arrives at a correct answer. In contrast, the cumulative return after the first correct answer
is relatively low, localizing and highlighting the tokens that contributed to the initial correct answer.
This approach is distinct from typical sparse reward RL training for standard reasoning tasks, where
all tokens receive the same return. Such sparse reward structures typically lead to unstable and
inefficient RL training, while our dense reward approach provides more informative learning signals
throughout the entire reasoning process.
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Figure 2: By introducing dense rewards, we achieve better credit assignment during RL training. We
assume a uniform distribution over thinking budgets and omit the probability for simplicity.

Relation to Standard Reasoning Tasks A larger thinking budget is supposed to yield better
performance in expectation. Since z≤b is always a prefix of z, the optimal summary policy πϕ∗

should satisfy:
E

z∼πθ(·|x)
[rϕ∗(x, z≤b)] ≤ E

z∼πθ(·|x)
[rϕ∗(x, z)] , (4)

for any b and x. Then we have:
Janytime(θ, ϕ

∗) ≤ J (θ, ϕ∗) (5)

This justifies the anytime reasoning objective as a lower bound of the standard reasoning objective.
Therefore, maximizing performance in anytime reasoning should also enhance performance in
standard reasoning tasks. In an extreme case where Pm = 1 (training only with full reasoning length),
Janytime falls back to the standard reasoning objective J . For detailed proof, refer to Appendix C.

2.2 Budget Relative Policy Optimization

By defining jt = argminj bj ≥ t, which represents the nearest token budget after t, the gradient for
the thinking policy can be computed as follows:

∇θJanytime(θ, ϕ) = E
x∼pX ,z∼πθ(·|x)

 |z|∑
t=1

∇θ log πθ(zt|x, z<t) (R(x, z, jt)− V (x, z<t))

 , (6)

where

R(x, z, jt) =

m∑

j=jt

Pjrϕ(x, z≤bj ),

and V (x, z<t) is the variance reduction term, which should be a function correlated to R(x, z, jt)
but invariant with respect to zt.

Typically, we set V (x, z<t) = E
z≥t∼πθ(·|x,z<t)

[R(x, [z<t, z≥t], jt)], representing the expected future

return [Sutton and Barto, 2018]. In traditional RL, GAE[Schulman et al., 2015] is often used by
estimating this value with a critic model. However, training a critic model for LLM can be both costly
and noisy [Guo et al., 2025]. An alternative is sampling-based approach, as in VinePPO [Kazemnejad
et al., 2024] and Remax [Li et al., 2023], but this requires significant additional computation across
all thinking budgets. Group-based methods, such as GRPO [Shao et al., 2024] and RLOO [Ahmadian
et al., 2024], treat generation as a bandit and use the average score of multiple responses for variance
reduction. However, they are unsuitable in our scenario due to the presence of dense rewards.

In LLM generation, newly sampled tokens (actions) are consistently appended to the existing context
(states). This implies that the current context (z<t) always serves as a prefix for any future context
([z<t, z≥t]). This unique property distinguishes it from traditional RL but is often overlooked.
Assuming a perfect summary policy that consistently extracts the best answer from the thinking
process, the reward should increase monotonically with the number of generated tokens, satisfying
rϕ(x, z<t) ≤ rϕ(x, [z<t, z≥t]). Consequently, the current reward rϕ(x, z<t) is correlated with any
future reward rϕ(x, [z<t, z≥t]), particularly when t is large enough to yield a correct answer or when
|z<t| ≫ |z≥t|. This correlation justifies its use as a suitable baseline for variance reduction.

Building on this insight, we introduce Budget Relative Policy Optimization (BRPO) for efficient
variance reduction. Specifically, we employ the following variance reduction term:

V1 =

∑jt−1
j=1 λjt−jrϕ(x, z≤bj )∑jt−1

j=1 λjt−j

m∑

j=jt

Pj , (7)

4



1000 2000 3000 4000 5000 6000 7000 8000
0.0

0.2

0.4

0.6

0.8

1.0

AM
C 

20
22

Normalized Covariance

Corr[V1, R]
Corr[V2, R]
Corr[V, R]

1000 2000 3000 4000 5000 6000 7000 8000
0.0

0.2

0.4

0.6

0.8

1.0
Normalized Variance

V1only (Var[R V1]/Var[R])
V2only (Var[R V2]/Var[R])
BRPO (Var[R V]/Var[R])

1000 2000 3000 4000 5000 6000 7000 8000
Token Steps (t)

0.0

0.2

0.4

0.6

0.8

1.0

AI
M

E 
20

24

Corr[V1, R]
Corr[V2, R]
Corr[V, R]

1000 2000 3000 4000 5000 6000 7000 8000
Token Steps (t)

0.0

0.2

0.4

0.6

0.8

1.0

V1only (Var[R V1]/Var[R])
V2only (Var[R V2]/Var[R])
BRPO (Var[R V]/Var[R])

Figure 3: Left: The correlation coefficient of V1 and V2 with R(x, z, jt). Right: The normalized
variance of our BRPO. We evaluate the R1-Distill-1.5B model under the scenario where λ = 0.5,
and pB is a uniform distribution over {1000, 2000, ..., 8000}.

where the evaluated scores at previous budgets, weighted by a discount factor λ, serve as the reward
baseline (highlighted in red), and are multiplied by the sum of probabilities after jt to align with the
scale of R(x, z, jt).

As illustrated in Figure 3, when t is small, the effectiveness of V1 may diminish because a short
thinking process z<t provides limited information. In such cases, we apply a variant of GRPO as a
complement. We sample a set of thinking processes {z1, z2, . . . , zG} and compute:

V2 =
1

G

G∑

i=1

R(x, zi, jt), (8)

which represents the expected return after jt given the question x. Note that the correlation between
V2 and R(x, z, jt) decreases as t increases, as shown in Figure 3, due to differing prefixes (z<t) in
these thinking processes.

By combining V1 and V2, the overall variance reduction term is:

V (x, z<t) =
jt − 1

m
V1 +

m− jt + 1

m
V2. (9)

As demonstrated in Figure 3, our BRPO significantly outperforms GRPO in reducing variance,
especially when the thinking is long.

2.3 Decoupled Optimization for Thinking and Summary

In a rigorous derivation, the optimization of thinking and summary policies should share the same prior
budget distribution pB. However, an optimal summary policy is crucial when the thinking process is
incomplete, and its effectiveness is significantly influenced by pB. An imbalanced prior distribution
can lead to suboptimal summary policy. To achieve a robust anytime reasoning performance, we
decouple the optimization of thinking and summary policies by using a different budget distribution,
p′B, for the summary policy. The decoupled gradient of the summary policy with respect to the
anytime reasoning objective 3 can be computed as follows:

∇ϕJanytime(θ, ϕ) = E
x∼pX ,z∼πθ(·|x)

[
m∑

j=1

P ′
j E
y∼πϕ(·|x,z≤bj

)

[
∇ϕ log(πϕ(y|x, z≤bj ))r(x, y)

]]
. (10)

In our experiments, we set p′B as a uniform distribution over the budget support {b1, . . . , bm}. We
employ a distinct approach to optimize the summary policy. Specifically, for each question x and
thinking process z≤bj , we sample a group of summaries and use GRPO to stabilize the optimization.

Typically, a shared model (ϕ = θ) is used for both thinking and summary policies. In such cases, the
overall gradient is:

∇θJanytime(θ) = ∇θJanytime(θ, ϕ)
∣∣
ϕ=θ

+∇ϕJanytime(θ, ϕ)
∣∣
ϕ=θ

.
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Figure 4: The comparison of anytime reasoning performance between GRPO and our AnytimeRea-
soner with various prior budget distributions. Notably, the accuracies at the maximum token budget
(8000) reflect the performance in the standard reasoning task.

3 Experiments

We implement our algorithms based on the Verl framework [Sheng et al., 2024], incorporating
several key modifications as detailed in Appendix B. We employ Proximal Policy Optimization (PPO)
[Schulman et al., 2017] to optimize both thinking and summary policies. For the thinking policy,
we use BRPO to compute the advantage function, as detailed in Section 2.2. During training, we
allocate four token budgets (m = 4) for thinking: {2000, 4000, 6000, 8000}. For each question, we
sample a group of 8 complete thinking processes (stopped either by </think> or when exceeding
8000 tokens). We sample 4 answers to calculate the average score at each thinking budget, which is
used to compute the advantage function as in Dr. GRPO [Liu et al., 2025]. The summary length is
restricted to 128 tokens. We extract the first answer and use a rule-based verifier to determine the 0/1
outcome reward. As detailed in Section 2.3, we employ different prior distributions for the thinking
and summary policies. Unless otherwise specified, the prior distribution p′B for the summary policy
is set to a uniform distribution.

We fine-tuned DeepSeek-R1-Distill-Qwen-1.5B [Guo et al., 2025] on 40,315 math problems from
DeepScaleR [Luo et al., 2025] for a single epoch, using a batch size of 64 questions per policy
iteration. Our experiments were conducted on 8 NVIDIA A100 80G GPUs, with each experiment
taking approximately 30 hours to complete (less than 10% overhead in total compared to GRPO).
During training, we evaluate the average scores of AIME2024 and AMC2022 every 20 steps and
report their performance curves, sampling 32 responses for each question. After training, we
assess the final model using five benchmarks: AIME2024 [Li et al., 2024a], AMC2022 [Li et al.,
2024a], MATH500 [Hendrycks et al., 2021], Minerva Math [Lewkowycz et al., 2022], and Olympiad
Bench [He et al., 2024], with 32 uniform token budgets ranging from 0 to 8000. We compare our
methods with GRPO [Shao et al., 2024], incorporating the corrections introduced in Dr. GRPO [Liu
et al., 2025].

3.1 Main Results

We consider the following prior distributions pB when optimizing the thinking policy by equation 3:

• Base: We only optimize the final performance as in standard reasoning task, namely Pm = 1.

• Uniform: We set pB as a uniform distribution.

• Linear: We assign probability proportional to the budget length, such that pB(b) ∝ b.

6



We evaluate the final models after training and plot the score curves under varying thinking budgets
in Figure 4. For each question in AMC and AIME, we sample 320 thinking processes to compute the
average score. For other datasets, we sample 80 thinking processes per question.

As shown in Figure 4, all variants of our method consistently outperform GRPO by a large margin
across varying prior distributions. With small budgets, AnytimeReasoner-uniform excels by prioritiz-
ing optimization of these budgets. When the thinking budget is large, AnytimeReasoner with different
prior distributions tends to converge to similar performance, demonstrating the robustness of our
approach. Notably, even for AnytimeReasoner-base, where we optimize performance only under the
maximum thinking budget as in the GRPO baseline, we still achieve significant better performance
at all thinking budgets. This improvement is due to the decoupled optimization and our variance
reduction technique (discussed further in Section 3.2.3). More details and additional evaluations on
longer context can be found in Appendix D.

3.2 Ablations

To further investigate which aspects of our framework contribute to performance improvements,
we conduct detailed ablations considering three factors: verifiable dense rewards (Section 3.2.1),
decoupled optimization (Section 3.2.2), and variance reduction (Section 3.2.3). We report three
metrics during training. Anytime Accuracy: the average accuracy over thinking budgets at {2000,
4000, 6000, 8000}. Final Accuracy: the accuracy at the maximum budget (8000). Average Thinking
Length: the average thinking length under the maximum budget (8000).

3.2.1 Verifiable Dense Rewards
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Figure 5: Ablation on verifiable dense rewards. For GRPO+length_penalty_v1, we follow Aggarwal
and Welleck [2025], assigning reward 1− 0.2|z|

bm
for the correct answer and 0 for wrong answer. For

GRPO+length_penalty_v2, we follow Arora and Zanette [2025] with α as 0.2.

We investigate the effectiveness of verifiable dense rewards by modifying the objective of the thinking
policy in equation 3 with a linear prior distribution, while keeping the summary policy training
consistent with GRPO. Specifically, we use V2 as the variance reduction term to align with GRPO and
eliminate the influence of enhanced variance reduction. To demonstrate our method’s superior token
efficiency, we compare it against reward shaping, which uses a length penalty on correct answers to
encourage concise reasoning [Aggarwal and Welleck, 2025, Arora and Zanette, 2025].

As illustrated in Figure 5, incorporating dense rewards improves both the anytime and final per-
formance. Notably, since our objective diverges from directly optimizing final performance as in
the GRPO baseline, the observed improvements can be attributed to enhanced credit assignment
facilitated by dense rewards. Another prominent observation is that the average thinking length is
clearly shorter than the GRPO baseline under the maximum budget. This is because the thinking
policy is encouraged to arrive at a correct answer as quickly as possible, making the model favor
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shorter, correct responses. Although reward shaping with length penalty can also reduce the thinking
length, it sacrifices the performance and is unstable during training.

3.2.2 Decoupled Optimization
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Figure 6: Ablation on decoupled optimization for summary policy.

To study the impact of decoupled optimization for thinking and summary policies (detailed in Section
2.3), we modify the training of summary policy in GRPO to align with AnytimeReasoner, while
keeping the thinking policy training unchanged. Specifically, we sample 4 answers for each thinking
budget in {2000, 4000, 6000, 8000}, applying GRPO within each summary group. This approach
trains a summary policy under uniformly distributed thinking budgets, while the thinking policy
optimizes performance only under the maximum budget (8000).

As shown in Figure 6, the decoupled GRPO clearly outperforms the vanilla GRPO, especially in the
AMC benchmark. Notably, the significant improvement in anytime accuracy (the average score under
sampled thinking budgets) indicates that decoupled optimization results in a better summary policy
for anytime reasoning.

3.2.3 Variance Reduction
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Figure 7: Ablation on variance reduction.

To evaluate the effectiveness of our BRPO variance reduction (as detailed in Section 2.2), we modified
the training of the thinking policy by incorporating BRPO’s variance reduction techniques, while
maintaining the summary policy training consistent with GRPO. Specifically, we set m = 4 and
P (bm) = 1 in equation 7, aligning the objective exactly with GRPO.
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Figure 7 shows that our approach enhances performance on the AIME benchmark. As discussed
in Section 3.2.2, the suboptimal summary policy in GRPO may constrain the potential of BRPO’s
effectiveness. To address this, we introduced decoupled optimization (detailed in Section 2.3) to
improve the summary policy, resulting in further performance gains.

3.3 Evaluation on 7B Model

We also evaluated our approach on a larger model, DeepSeek-R1-Distill-Qwen-7B. For this experi-
ment, we modified the training setup by running two epochs on the DeepScaleR dataset with a batch
size of 128 questions per iteration. We incorporated the clip higher technique from DAPO[Yu et al.,
2025] to prevent entropy collapse[Cui et al., 2025b] observed in the training. As shown in Figure 8,
our AnytimeReasoner framework achieves clearly superior performance in anytime reasoning, with a
maximum improvement of about 5 absolute points. For standard reasoning, our methods outperform
the GRPO baseline for most of the time during training, despite high variance in the final accuracy..
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Figure 8: The training curves for DeepSeek-R1-Distill-Qwen-7B.

4 Related Works

Reinforcement Learning with Verifiable Rewards Since the introduction of DeepSeek-R1 [Guo
et al., 2025], a growing body of research has adopted the reinforcement learning with verifiable
rewards (RLVR) paradigm [Lambert et al., 2024] to improve the reasoning capabilities of large
language models (LLMs). SimpleRL [Zeng et al., 2025] provides the first open-source replication
of R1-Zero in mathematical domains and analyzes RL dynamics across various base models. Hu
et al. [2025] demonstrate that removing the KL regularization used in RLHF [Christiano et al., 2017]
improves both RL efficiency and asymptotic performance. Liu et al. [2025] identify an optimization
bias in GRPO [Shao et al., 2024] and propose Dr.,GRPO, which applies a Monte Carlo policy gradient
method with a baseline [Sutton and Barto, 2018]. While these works improve our understanding of
R1-Zero-style training, they still depend on sparse outcome-based rewards, which pose challenges
for credit assignment and learning efficiency [Kazemnejad et al., 2024]. In contrast, our method
introduces a novel policy optimization framework that leverages cheaply estimated verifiable dense
rewards to improve sample efficiency and learning stability.

Token Budget Efficiency of Reasoning Models Previous efforts have studied budgeted reasoning
by reducing response length through prompting [Jin et al., 2024, Nayab et al., 2024, Lee et al., 2025,
Ma et al., 2025] or adaptive sampling [Yang et al., 2025]. While these training-free approaches can
shorten outputs, they often entail a trade-off between conciseness and task performance. More recent
work explores token efficiency within online RL frameworks, enabling models to jointly optimize for
accuracy and brevity. Yeo et al. [2025] observe that the output lengths on harder questions tend to
grow during RL training, and propose a cosine-shaped reward to constrain length. Liu et al. [2025]
trace this issue to optimization bias in GRPO and show that correcting it enhances token efficiency.
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Further, Arora and Zanette [2025] and Aggarwal and Welleck [2025] apply explicit reward shaping to
target shortened or fixed outputs. Our work differs by operating in an anytime reasoning framework,
where the reasoning process can be interrupted at anytime and the best-effort solution should be
provided [Dean and Boddy, 1988, Zilberstein and Russell, 1995]. Despite not explicitly enforcing
conciseness, our objective naturally encourages efficient reasoning, as demonstrated empirically.

Connection to MRT An independent work to ours, MRT [Qu et al., 2025], optimizes test-time
compute by minimizing cumulative regret relative to an oracle. Since the oracle is unknown, they
employ meta-RL [Xiang et al., 2025, Beck et al., 2023] as an approximation, aiming to maximize
the "progress" of each newly generated episode. Despite sharing a similar high-level goal, our
formulation fundamentally differs. Rather than minimizing regret, we optimize anytime performance
by sampling the thinking budget from a prior distribution, remaining tractable with standard RL
techniques. These foundational distinctions lead to significant methodological differences. Firstly,
our approach operates on a per-token basis, instead of on episode which is ambiguous and can be
hackable in RL if not well handled. Secondly, our method is grounded in principled RL, explicitly
accounting for long-term returns. In contrast, MRT adopts a greedy strategy, optimizing the progress
of immediate next episode only. Our experimental results also significantly outperform their reported
outcomes. We achieve an accuracy of 32.7% compared to their reported 30.3% on AIME 2024.

5 Conclusion

The effectiveness of test-time scaling in LLM reasoning is commonly attributed to the generation-
verification gap [Xiang et al., 2025], where verifying solutions is substantially easier than generating
them. During reasoning, the model engages in an iterative search process, exploring potential
solutions until a valid one is found. Once generated, the solution is verified for correctness, and this
search-verification loop continues until a confident answer is produced.

In this work, we present a framework that systematically exploits this generation-verification gap.
Our approach is based on the key observation that verifying answers and extracting them from partial
reasoning traces is easy and computationally cheap. Building on this insight, we design our framework
to produce answers at some predefined thinking budgets, thereby introducing verifiable dense rewards
to enhance RL training. Furthermore, we utilize these additional rewards to construct a more effective
variance reduction baseline than GRPO, significantly improving the stability and efficiency of RL
training. By integrating these techniques, our framework achieves superior performance in both
standard and anytime reasoning tasks.
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1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We focus on optimizing anytime reasoning task, and present a novel framework
in Section 2.1.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [NA]
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Justification: There is no obvious limitation.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: We provide assumptions in Section 2.1 and proofs in Appendix C.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide implement details in Section B, 3.
Guidelines:

• The answer NA means that the paper does not include experiments.
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• If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The data is public accessible. We will open-source our code.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide training and test details in 3.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: For the training curves in ablation studies (Section 3.2.1, 3.2.2, 3.2.3), the
experiments are expensive (8 GPUs for 30 hours). For the main results in Section 3.1, we
run many enough data points to report the average score.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide these information in Section 3.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: No ethics issue involved.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: It is just a research task, no any societal impact.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We do not release any data and model, there is no risk.
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Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The code and data is cited in Section 3.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: We do not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: No such risks.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Implementation Details

We illustrate the implementation details about how we truncate the reasoning process and prompt the
model to output an answer.

<｜User｜>For how many values of the constant $k$ will the
polynomial $x^{2}+kx+36$ have two distinct integer roots? Let's
think step by step and output the final answer within \boxed{}.
<｜Assistant｜><think>
Okay, so I have this problem here: For how many values of the
constant \( k \) will the polynomial \( x^{2} + kx + 36 \) have two
distinct integer roots? Hmm, let me try to figure this out step by
step. 

...

So, we have 4 positive and 4 negative pairs, making 8 pairs in
total.
</think>

**Final Answer**
The number of values of \( k \) is \boxed{8}.

(a) Thinking is stopped by </think>.

<｜User｜>For how many values of the constant $k$ will the
polynomial $x^{2}+kx+36$ have two distinct integer roots? Let's
think step by step and output the final answer within \boxed{}.
<｜Assistant｜><think>
Okay, so I have this problem here: For how many values of the
constant \( k \) will the polynomial \( x^{2} + kx + 36 \) have two
distinct integer roots? Hmm, let me try to figure this out step by
step. 

...

So, we have 4 positive and 4 negative pairs, making ...

...

</think>

**Final Answer**
The number of values of \( k \) is \boxed{8}.

(b) Thinking is stopped due to out of budget.

Figure 9: We decouple the generation of thinking and its summary. Given the question, the model
first generates the thinking, which can be stopped by a special token </think> or the budget limit.
Then we insert ∗ ∗ Final Answer ∗ ∗ (and two ellipsis · · · plus </think> for out of budget cases)
to prompt the model to summarize the answer. In training, these inserted tokens will be ignored when
calculating the loss.

B Tree-like Generation and Training

Unlike previous methods with sequential question-response generation and training, our approach
employs a tree-like structure. In this section, we introduce how to address implementation challenges
for efficient training.

During generation, we use the prefix caching feature of vLLM [Kwon et al., 2023] to reuse computa-
tions. We sample a complete thinking process z for a question x, then split it based on predefined
token budgets ({i, j, k} in Figure 10). Each partial thinking process is appended with a special end-
of-think token (</think>), and the model is prompted to output the answer directly (see Appendix A
for more details).
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Figure 10: Our methods utilize a tree-like structure for generation and training.

During training, each response is typically concatenated with its corresponding question using
FlashAttention [Dao et al., 2022] for speed. However, this introduces significant duplicated compu-
tation for tree-like structures, making it impractical due to high computational demands for LLM
training. We implement a tree structure attention mask based on FlexAttention [Li et al., 2024b]. As
shown in Figure 10, we append all summaries at the end of the thinking process and record their
connection positions in a 1D tensor. This tensor is converted to a block mask by FlexAttention,
avoiding 2D tensors that can cause out-of-memory issues for long generation lengths.

C Relation Between Standard and Anytime Reasoning

In this section, we provide a proof for the inequality below:

Janytime(θ, ϕ
∗) ≤ J (θ, ϕ∗) ≤ 1

Pm
Janytime(θ, ϕ

∗).

According to equation 4, we have:

E
z∼πθ(·|x)

[rϕ∗(x, z≤b)] ≤ E
z∼πθ(·|x)

[rϕ∗(x, z)] ,

Thus, it follows that:

Janytime(θ, ϕ
∗) = E

x∼pX ,z∼πθ(·|x)

[
E

b∼pB
[rϕ(x, z≤b)]

]

≤ E
x∼pX ,z∼πθ(·|x)

[rϕ(x, z)]

= J (θ, ϕ∗).

(11)

Assuming r(x, y) ≥ 0, which is always achievable by adding a constant to each reward, we also
have:

Janytime(θ, ϕ
∗) = E

x∼pX ,z∼πθ(·|x)

[
E

b∼pB
[rϕ(x, z≤b)]

]

≥ E
x∼pX ,z∼πθ(·|x)

[Pmrϕ(x, z≤bm)]

= E
x∼pX ,z∼πθ(·|x)

[Pmrϕ(x, z)]

= PmJ (θ, ϕ∗).

(12)

Combining 11 and 12, we can get

Janytime(θ, ϕ
∗) ≤ J (θ, ϕ∗) ≤ 1

Pm
Janytime(θ, ϕ

∗). (13)

This completes the proof.
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Algorithm AMC22 AIME24 MATH500 Minerva OlympiadBench Avg.
R1-Distill-1.5B 56.4 22.3 81.1 26.3 42.0 45.6
GRPO 65.0 28.9 84.7 28.9 45.9 50.7
AR-base 68.4 32.7 85.5 29.6 47.3 52.7
AR-linear 68.6 32.1 85.6 29.6 47.3 52.6
AR-uniform 68.5 32.2 85.6 29.2 47.2 52.5

Table 1: The Final Accuracy by evaluating the maximum budget (8000) for the final models.

Algorithm AMC22 AIME24 MATH500 Minerva OlympiadBench Avg.
R1-Distill-1.5B 48.2 16.3 74.5 24.1 36.0 39.8
GRPO 53.4 19.0 77.2 26.6 38.8 43.0
AR-base 57.0 21.9 78.2 27.3 40.2 44.9
AR-linear 58.2 22.3 79.0 27.7 40.9 45.6
AR-uniform 58.8 22.9 79.4 27.5 41.2 46.0

Table 2: The Anytime Accuracy by evaluating 32 budgets (every 250 tokens) for the final models.

D Experimental Results

D.1 Main Results

We present the training curves of our AnytimeReasoner in Figure 11, corresponding to the experiments
in Section 3.1. We also evaluate the performance of the models at training step of 600, and report the
final accuracy in Table 1 and the anytime accuracy in Table 2.
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Figure 11: The training curves for main results.

D.2 Evaluation on 16k Context Length

We also verified the effectiveness of our method on longer context lengths by fine-tuning DeepSeek-
R1-Distill-Qwen-1.5B up to a 16k maximum context. We used a uniform prior over eight thinking
budgets: {2k, 4k, 6k, 8k, 10k, 12k, 14k, 16k}. As shown in Figure 12, our approach consistently
achieves stronger performance in both anytime and standard reasoning.
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Figure 12: The training curves for DeepSeek-R1-Distill-Qwen-1.5B with maximum 16k context
length.
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