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Abstract

This paper challenges the prevailing view that convolutional neural network (CNN)
filters become increasingly specialized in deeper layers. Motivated by recent
observations of clusterable repeating patterns in depthwise separable CNNs (DS-
CNNs) trained on ImageNet, we extend this investigation across various domains
and datasets. Our analysis of DS-CNNs reveals that deep filters maintain generality,
contradicting the expected transition to class-specific features. We demonstrate
the generalizability of these filters through transfer learning experiments, showing
that frozen filters from models trained on different datasets perform well and can
be further improved when sourced from larger, better-performing models. Our
findings indicate that spatial features learned by depthwise separable convolutions
remain generic across all layers, domains, and architectures. This research provides
new insights into the nature of generalization in neural networks, particularly in
DS-CNNs, and has significant implications for transfer learning and model design.

Introduction

Understanding neural network generalization mechanisms is crucial in deep learning research [28, 17].
While many studies focus on test accuracies and domain adaptation, we investigate the role of inner
structural aspects, specifically in depthwise separable convolutional neural networks (DS-CNNs).

Traditional CNNs develop first-layer filters resembling Gabor functions or color blobs [13], aligning
with biological visual systems [15, 2], but deeper layers become more complex. The highly influ-
ential work of [26] characterized first-layer filters as "general" and demonstrated deeper layers as
"specialized". This led to the widely accepted conclusion that deeper layers become increasingly
specialized and significantly influenced neural network theory, as reflected by its more than 10,000
citations in subsequent research.

Depthwise separable convolutions decouple spatial feature and channel-wise relationship learning [10,
9], offering a unique perspective on internal spatial information representation. When probing
depthwise filters of ImageNet-trained models, repeating patterns emerge across different architectures
(Figure 1). Recent research has shown that these filters are clusterable into categories related to
Gaussian functions and derivatives [3][4].

Inspired by new observations, we explore the possibility of a generalized function being learned by
convolutional networks across different domains, architectures, and model sizes. We hypothesize:

The Master Key Filters Hypothesis. There exist master key filter sets that are general for visual
data, and the depthwise filters in DS-CNNs tend to converge to these master key filters, regardless of
the specific dataset, task, layer, or architecture.

To rigorously validate our hypothesis, we conduct experiments across various datasets and domains,
recognizing that mere filter clusterability is insufficient proof. Our experiments include:
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(a) ConvNext First Layer

(b) HorNet First Layer

(c) ConvNext Middle Layer

(d) HorNet Middle Layer

(e) ConvNext Last Layer

(f) HorNet Last Layer

Figure 1: Random depthwise filters sampled from the first, middle, and last layers of ConvNeXt
Base and HorNet Small trained on ImageNet. Spatial features in DS-CNNs follow similar patterns
regardless of the model architecture.

• Semantically Divided ImageNet: Replicating [27]’s experiment, we divide ImageNet into
"man-made" and "natural" classes, transferring frozen filters between them.

• Cross Domain Transfer: Transferred frozen filters between diverse datasets.
• Cross Architecture-Domain Transfer: Transferred frozen filters between models with differ-

ent architectures and also different training datasets.

Our experiments reveal that depthwise filters in DS-CNNs remain generic across layers and tasks,
with spatial features being largely domain-independent. Transfers from diverse datasets improve
performance on smaller ones, and these features are architecture-independent, enabling effective
cross-domain and cross-architecture filter transfer.

Related Work

Generalization in Deep Learning. Generalization in neural networks has been a key research
focus [17, 7]. Various theories explain generalization, but their practical applicability remains de-
bated [28]. Yosinski et al. [26] showed that transferring deeper layers in CNNs degrades performance,
suggesting "specilized filter" theory in deep layers.

Depthwise Separable Convolutions. These computationally efficient convolutions have gained popu-
larity [10, 9, 23, 22, 14, 24, 16], enabling lightweight, scalable models. Recent work reveals recurring
patterns in depthwise convolutional kernels across DS-CNN models trained on ImageNet [3].

Transfer Learning. Recent work explores initializing large to small models from larger ones [25],
analyzes ImageNet transferability [11], and questions pre-training necessity [8].

Generality of spatial features in DS-CNNs

We investigate the universal applicability of spatial features learned by DS-CNNs across diverse
domains. Adapting the framework from [26], we define feature generality by their utility in tasks
beyond their original scope, examining their effectiveness when transferred from task A to task B.
We test our hypothesis through extensive experiments, transferring and freezing depthwise filters
from models trained on different datasets.

Revisiting Semantically Divided ImageNet

We replicated the experiment by [26] on convolutional filter transferability across ImageNet subsets
(man-made vs. natural objects) using DS-CNNs. We trained Resnet50 on both subsets. We transferred
convloutional filters from the first n layers of the man-made model to a new Resnet50 model, froze
these layers, and trained on the natural subset. Figure 2b shows the results. We performed the same
experiment on ConvNeXt tiny model and transferred depthwise filters from the first n layers of the
man-made model to a new ConvNeXt tiny model. Figure 2c shows the results.
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major performance degradation.
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(c) ConvNeXt-T: No performance
drop, even at the last layer.

Figure 2: This Figure replicates and extends the study by [26] using depthwise separable convolutions.
ImageNet was split into man-made (m) and natural (n) classes. Networks A and B are trained on
man-made and natural classes, respectively. The first n layers are transferred from A to B, and this
is denoted by AnB. The plots show relative accuracy to base models versus transfer depth. Each
point indicates Network B’s performance after transferring and freezing filters from A up to layer
n, with the remaining layers trained on the natural subset. Notably, depthwise filters exhibit high
transferability across all layers, maintaining consistent performance regardless of transfer depth. This
suggests a high degree of generality in depthwise convolutional filters, contrasting with traditional
CNNs where performance degrades when transferring deeper layers between dissimilar domains.

Contrary to [26]’s findings, our results show no significant performance drop when transferring filters
from man-made to natural subset. On Resnet50, we only see visible accuracy drop in the last 10 out
of 49 convolutional layers. On ConvNeXt tiny, transferred filters perform comparably to those trained
directly on the natural subset, with no substantial performance trend as the number of transferred
layers increases. These findings contrast sharply with previous observations in traditional CNNs,
where performance degraded as more layers from the dissimilar domain were transferred, especially
beyond the first three layers. These findings suggest depthwise convolution filters maintain high
generality even in deeper layers, suggesting broad applicability across tasks regardless of layer depth.

Table 1: Accuracy Comparison of Different Filter Transfer Scenarios in ConvNeXt Tiny.
Method Baseline Transferred Shuffle Transferred Only First 3 layers Transferred

Accuracy 86.9% 86.9% 86.2% 86.9%

To further demonstrate generality, we compared three transfer scenarios against the baseline accuracy:
standard transfer (Figure 2c), shuffled filters transfer, and transfer of only the first three layers
(repeated to fill all layers). Surprisingly, even extreme scenarios like retaining only the first 3 layers
showed no significant accuracy drop as Table 1 shows. These results strongly support the high
generality of depthwise convolution filters across various conditions and semantic domains.

Cross Domain Transfer

We examine the cross-domain transferability of depthwise separable convolutional filters using diverse
datasets. Our methodology employs ConvNeXt Femto [16] as the base model, training on each
dataset, transferring and freezing depthwise filters between dataset pairs, and retraining on target
datasets. We also transfer filters from ImageNet-trained models and establish a "selffer" baseline for
each dataset, resulting in 42 training configurations (Tables 7 and 2).

Results. Table 2 presents datasets ordered by size, with color-coded performance indicators. Filters
from models trained on larger, more diverse datasets consistently enhance performance across
domains, suggesting increased data variety fosters more universally applicable filters. No mutual
negative impact in cross-dataset filter transfers, further supporting filter generalizability.

These results challenge the notion of strict domain-specificity in depthwise filters and suggest they
may capture more general features than previously assumed, with potential implications for transfer
learning and model design. (For pointwise layer analysis, see Appendix )

Cross-Architecture Transfer

We investigate filter transferability across architectures and domains using ImageNet and Food 101 as
source domains, and Oxford Pets as the target domain. We use ConvNeXt Femto as the base model
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Table 2: Accuracy of the ConvNeXt Femto model on the target dataset, with frozen depthwise filters
transferred from the models trained on source datasets. The diagonal shows the results of the models
with "selffer" frozen depthwise filters. The datasets are ordered based on descending training set
size. The cell colors red, green, and gray show a decrease, increase, or no change in selffer accuracy,
respectively. Arrows indicate relative accuracy (≥ 0.1) compared to the selffer models in each row.

Target
Source

ImageNet Food Sketch Cifar10 STL10 Pets Flowers

Food ↑87.6% ↑87.3% ↓86.1% ↓83.6% ↓81.8% ↓78.2% ↓79.1%
Sketch ↑67.1% ↓66.6% ↑66.6% ↓65.2% ↓64.1% ↓61.6% ↓61.0%
Cifar10 ↓97.1% ↓97.0% ↓97.2% ↑97.1% ↓96.4% ↓96.0% ↓95.8%
STL10 ↑83.2% ↑83.9% ↑84.6% ↑85.2% ↑82.7% ↓79.3% ↓79.3%
Pets ↑56.0% ↑61.9% ↑63.9% ↑56.8% ↑60.0% ↑52.4% ↓45.2%
Flowers ↑73.2% ↑71.6% ↑71.4% ↑73.3% ↑71.8% ↓69.0% ↑69.1%

and transfer filters from various ConvNeXt and HorNet [21] sizes, which features different structures.
For larger source models or those with different channel numbers, we stack and transfer depthwise
filters from the beginning. These transferred filters are frozen during training on Oxford Pets.

Results. Table 3 shows that transferring filters from larger ConvNeXt variants and HorNet models
trained on ImageNet leads to better accuracy improvements compared to the small femto variant.
Notably, HorNet filters perform exceptionally well despite architectural differences.

Table 3: Accuracy of ConvNeXt Femto on the Oxford Pets dataset with transferred filters from
different model architectures and sizes trained on ImageNet.

ConvNeXt Hornet
Source Model Femto Tiny Large Tiny Small Large

Accuracy (%) 56.0 67.0 66.5 60.3 63.3 58.8

To further demonstrate filter generality, we transfer filters from HorNet Tiny trained on Food 101
(a distant domain) to ConvNeXt Femto, which is then trained on Oxford Pets. This setup tests
transferability across both domains and architectures.

As shown in Table 4, the model achieves 55.5% accuracy, a 3.1% increase over the selfferred baseline.
This improvement, despite significant domain and architectural differences, suggests that depthwise
convolutions learn general spatial features independent of dataset, domain, and model architecture.
These findings indicate that pre-trained filters from various sources can enhance smaller models’
performance, even with structural differences, demonstrating the robustness and transferability of
learned spatial features in DS-CNNs.

Table 4: Accuracy of ConvNeXt Femto on the Oxford Pets dataset with transferred filters from
HorNet Tiny trained on the Food 101 dataset.

Source Model ConvNext-F on pets HorNet-T on Foods

Accuracy 52.4% 55.5%

Conclusions

This paper introduces the Master Key Filters Hypothesis. We challenged the prevailing notion that
there is a transition from general to specialized filters in CNNs, and filters get increasingly specialized
in deeper layers of the network.
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Transfer Method illustration: Depthwise Filter Transfer in DS-CNNs
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Figure 3: Overview of the experimental setup for depthwise filter transfers. Top: The base model-A
is trained on the source dataset-A. Bottom: In the transfer model-B, the first n depthwise convolution
layers of the network (in this example, n = 3) are transferred and frozen from the base model-A, the
rest of the layers are randomly initialized, and then, they are trained on the target dataset-B. This
experiment tests the extent to which the filters on layer n are general or specific.

Are Pointwise Convolutions Specialized?

The results thus far indicate that depthwise filters exhibit significant generality. This raises an
intriguing question: If DS-CNNs extract features hierarchically and transition to specialized features,
are the pointwise convolutions responsible for this specialization? To address this, we conducted
another cross-domain experiment, transferring only the pointwise layers while training the remaining
model weights. Table 5 presents the results of these experiments for each pair of datasets.

Surprisingly, transferring pointwise filters consistently decreased accuracy compared to the original
model, even in selffer experiments. While improved or maintained accuracy during transfers can
suggest filter generality, the accuracy decreases don’t necessarily prove pointwise filter specialization.
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This is particularly evident given that pointwise filters transferred from the same dataset also showed
significant drops, in contrast to selfferred depthwise filters, which generally maintained or improved
performance.

Table 5: Accuracy of the ConvNeXt Femto model on the target dataset, with with frozen pointwise
filters transferred from the models trained on source datasets. The diagonal shows the results of the
models with "selffer" frozen depthwise filters. The datasets are ordered based on descending training
set size. The cell colors red show a decrease in selffer accuracy compared to the original accuracy,
respectively. Arrows indicate relative accuracy compared to the original models in each row.

Target

Source
ImageNet Food Sketch Cifar10 STL10 Pets Flowers

Food ↓ 62.7% ↓63.6% ↓64.5% ↓ 62.7% ↓ 60.7% ↓ 59.7% ↓ 59.5%

Sketch ↓45.3% ↓45.0% ↓47.7% ↓44.9% ↓43.5% ↓43.3% ↓43.1%

Cifar10 ↓87.0% ↓86.8% ↓87.5% ↓87.7% ↓88.0% ↓87.9% ↓86.0%

STL10 ↓70.1% ↓73.7% ↓73.7% ↓70.6% ↓70.5% ↓71.0% ↓67.5%

Pets ↓31.8% ↓41.2% ↓36.6% ↓36.3% ↓39.1% ↓43.6% ↓33.2%

Flowers ↓52.9% ↓60.0% ↓60.0% ↓52.4% ↓56.0% ↓58.0% ↓57.0%

The performance degradation observed in these experiments may be attributed to optimization
challenges related to splitting networks between co-adapted neurons. This phenomenon, termed
"fragile co-adaptation" by [26], suggests that freezing transferred layers may create a loss landscape
that hinders optimal filter learning. This difficulty is underscored by the fact that selfferred pointwise
filters suffer similarly to those transferred from other domains. Upon examining the filters learned in
these experiments, we observed notably noisier patterns, further indicating potential convergence
issues.

Is There a Transition from Generic to Class-specific Filters in Deeper Layers?

We investigated the transferability of filters across different layers using ConvNeXt Femto as our
base model, with Food 101 and Oxford Pets as source and target datasets. We iteratively transferred
layers from models trained on these datasets to new models, as illustrated in Figure 3.

Figure 4 shows the accuracy change for both Food 101-to-Oxford Pets and Oxford Pets-to-Oxford
Pets filter transfers, relative to the number of layers transferred. Notably, performance improved
as more layers were transferred, stabilizing after 8 layers. This contrasts sharply with traditional
convolutions, where performance typically degraded when transferring more layers from a model
trained on a distant domain, especially beyond the first three layers.

These findings challenge the conventional understanding of filter specificity in deeper layers and
suggest a more nuanced view of filter transferability in modern architectures.

Datasets information

We evaluate transferability across Food 101 [5], Sketch [20], CIFAR-10 [12], Oxford Flowers [18],
Oxford Pets [19], and STL-10 [6], representing varied visual domains to challenge filter generaliza-
tion.

Accuracy of ConvNeXt Femto trained for 300 epochs is available in Table 7
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Figure 4: Transferring filters from all layers of a model trained on Foods, improves the performance
of the model trained on the distant dataset Pets. Depthwise filters learn general features even in the
latest layer, with stark contrast to the task-specialized filters phenomena in traditional CNNs.

Table 6: Dataset information and sample sizes, in training set size descending order.
Dataset Classes Train Test
ImageNet 1000 1.2 m 50 k
Food 101 101 75 k 25 k
Sketch 345 50 k 20 K
CIFAR-10 10 50 k 10 k
STL-10 10 5 k 8 k
Oxford-IIIT Pets 37 4 k 3 k
Oxford 102 Flowers 102 2 k 6 k

Debunking Challenge Submission

What commonly-held position or belief are you challenging?

Provide a short summary of the body of work challenged by your results. Good summaries should
outline the state of the literature and be reasonable, e.g. the people working in this area will agree
with your overview. You can cite sources beside published work (e.g., blogs, talks, etc).

The highly impactful work of [26], established the widely accepted notion that the filters in deeper
layers become increasingly "specialized". This work has been significantly influential, with more than
10K citations. The work characterized the first layer filters of CNNs as "general," and extended its
investigation to deeper layers, examining filter generality and specificity through innovative layerwise
filter transfer experiments. They empirically demonstrated that when frozen filters from a dissimilar
task were transferred, model performance degraded. This led to the widely accepted conclusion of
"general" filter layers and "specialized" deeper layers.

This notion is present in many CNN tutorials, especially on transfer learning. It is often suggested
that transfer learning can be used to learn new similar tasks, for example:[1].

How are your results in tension with this commonly-held position?

Detail how your submission challenges the belief described in (1). You may cite or synthesize results
(e.g. figures, derivations, etc) from the main body of your submission and/or the literature.

In this work, we introduced the Master Key Filters Hypothesis for which we provided supporting
evidences through a comprehensive set of experiments. We replicated the seminal experiment by[26]
on the newer Resnet and ConvNeXt models (See Figure2.) On the ConvNeXt DS-CNN, we observed
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Table 7: ConvNeXt Femto model accuracy on the datasets in our benchmark.

Dataset ImageNet Food Sketch Cifar10 STL10 Pets Flowers

Accuracy 76.1% 87.6% 66.6% 96.9% 80.4% 36.3% 66.0%

no filter specialization even in the deepest convolutional layers of the network. On the Resnet CNNs,
we observed some performance drops when transferring all layers of the network from the dissimialr
task. However, the model kept more than 92% of its performance in the worst case.

We further extended our experiments on DS-CNNs to datasets from various domains and models
from different architectures. Our findings strongly challenge the notion of transition to specialized
filters after the early layers in CNNs. In summary:

1. We demonstrate that depthwise filters in DS-CNNs remain generic across all layers, even
for dissimilar tasks.

2. We demonstrate that spatial features learned by DS-CNNs are largely dataset- and domain-
independent, and transferring depthwise filters from models trained on datasets with higher
sample varieties improves performance on smaller datasets, regardless of domain.

3. Our findings reveal that spatial features in DS-CNNs are independent of model architecture
and size, enabling effective cross-architecture filter transfer.

4. We successfully perform cross-domain and cross-architecture filter transfer, further high-
lighting the generality of DS-CNN spatial features.

How do you expect your submission to affect future work?

Perhaps the new understanding you are proposing calls for new experiments or theory in the area, or
maybe it casts doubt on a line of research.

The Master Key Filters Hypothesis advances our understanding of convolutional neural networks and
opens new avenues for research, particularly in identifying and leveraging these master filters. Our
findings suggest that in case of highly specific data domains, instead of focusing on creating large
specialized datasets, we can focus on large, diverse, general datasets. The generality of depthwise
filters has implications for transfer learning, enabling performance improvements when transferring
filters from larger to smaller datasets, regardless of domain differences. Our results also open new
avenues for cross-architecture knowledge transfer. But more important than all, these findings
contribute to our understanding of the fundamentals of convolutional neural networks.
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