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Sub-Riemannian geodesics in
SU(n)/S(U(n− 1)× U(1)) and optimal control of

three level quantum systems
Francesca Albertini, Domenico D’Alessandro, and Benjamin Sheller

Abstract—We study the time optimal control problem for
the evolution operator of an n-level quantum system. For the
considered models, the control couples all the energy levels to
a given one and is assumed to be bounded in Euclidean norm.
The resulting problem is a sub-Riemannian K − P problem,
as introduced in [6], [18], whose underlying symmetric space
is SU(n)/S(U(n − 1) × U(1)). Following the method of [4],
we consider the action of S(U(n − 1) × U(1)) on SU(n) as
a conjugation X → KXK−1. This allows us to do a symmetry
reduction and consider the problem on a quotient space. We give
an explicit description of such a quotient space which has the
structure of a stratified space. We prove several properties of
sub-Riemannian problems with the given structure. We derive
the explicit optimal control for the case of three level quantum
systems where the desired operation is on the lowest two energy
levels (Λ-systems). We reduce the latter problem to an integer
quadratic optimization problem with linear constraints, which
we solve completely for a specific set of final data.

Index Terms—Geometric Optimal Control Theory, Symmetry
Reduction, Sub-Riemannian Geometry, K−P Problems, Optimal
Control of Quantum Systems.

I. INTRODUCTION

A. Mathematical Model

Many finite dimensional quantum systems of interest in
applications can be modeled by the Schrödinger operator
equation [12],

Ẋ = ÂX +
m∑
j=1

BjXuj , X(0) = 1, (1)

where the controls uj are electromagnetic semi-classical fields
which can be decided by an experimenter. The unitary matrix
X is the evolution operator (or propagator) of the quantum
mechanical system and Â and Bj are matrices in the Lie
algebra su(n), where n is the number of energy levels of the
system. Typically, one works in the basis of the eigenvectors
of the ‘internal Hamiltonian’ Â, so that Â is diagonal, while
the Bj’s model couplings between different levels, activated
by the external fields uj . Such couplings are described by the
energy level diagram of the system (see, e.g., [23]). In (1),
the matrix 1 represents the identity. For the class of systems
we shall consider, the energy level diagram couples one of the
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energy levels to all the remaining ones. In a basis in which Â
in (1) is diagonal, the Bj’s matrices are all zeros except in the
(1, l)-th entry for l = 2, 3, . . . , n (and corresponding (l, 1)-th
entry) which are given by 1√

2
(and − 1√

2
) or i√

2
(and i√

2
).

In particular we have m = 2(n− 1) in (1). With this choice,
the Bj’s are orthonormal with respect to the inner product on
su(n), 〈C,D〉 := Tr(CD†), and they are orthogonal to the
diagonal matrix Â. Normalization of the Bj’s can be obtained
by re-scaling the controls in the problem. An example of this
class of models, which will be treated in detail, is the class
of the so-called Λ-systems [13] [14], [15], [16] , where the
highest energy level is coupled to the lowest two levels (cf.
Figure 1) but the lowest two energy levels are not coupled
with each other directly. By going to the interaction picture

Fig. 1. Energy level diagram for a Λ-system
.

[23], i.e., defining the new propagator U := e−ÂtX , we can
effectively eliminate the drift in equation (1). The equation for
U is

U̇ =

m∑
j=1

e−ÂtBje
ÂtujU, U(0) = 1. (2)

If we assume the above structure for Â and Bj in (1), for each
j, e−ÂtBjeÂt =

∑m
k=1 aj,k(t)Bk, and replacing this into (2)

and defining the new controls vk :=
∑m
j=1 aj,kuj the equation

becomes the driftless equation

U̇ =

m∑
k=1

BkvkU, U(0) = 1. (3)
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Furthermore, this does not change the norm of the control
since ‖v‖ = ‖u‖.

B. Minimum Time Problem

Our main concern in this paper will be the minimum time
problem for system (3). In particular, given a final condition
Uf ∈ SU(n) we wish to find the optimal control steering the
state U of (3) from the identity to Uf in minimum time with
the constraint that the control is bounded at any time as

m∑
j=1

v2
j ≤ Γ2. (4)

Consideration of minimum time control is natural in quantum
mechanics applications to computation, in that, one would
like to perform computational tasks as quickly as possible.
Additionally, fast evolution is a way to counteract the negative
effect of the environment (de-coherence) [10], so as to fully
exploit quantum behavior.

The problem for system (3) is related to the corresponding
problem for the system with a nonzero drift (1) (with ‖u‖ =
‖v‖ ≤ Γ). If the task is to obtain an operation which achieves
the transfer between two eigenvectors of the matrix Â, the
minimum time obtained for the system (3) will be the same
as the minimum for the system (1). This is because, if ψU is
the state for the system (3), (ψU (t) = U(t)ψU (0)) the state
for system (1) is ψ(t) = X(t)ψ(0) = eÂtψU (t). This differs
from ψU (t) only by a phase factor and therefore it is still
an eigenvector of Â. Moreover the knowledge of the optimal
control for system (3) for any final condition (the complete
optimal synthesis) gives the same information for (1). This
follows from the equivalence between the knowledge of the
complete optimal synthesis and knowledge of the reachable
sets and from the fact that R(t) = eÂtRU (t), where R(t)
(RU (t)) is the reachable set at time t for system (1) ((3)).

The minimum time problem for system (3) with bounded
norm on the control (4) is equivalent to the problem, for fixed
T , to minimize the ‘energy’

∫ T
0
‖v(t)‖2dt . The problem is

also equivalent to finding the sub-Riemannian geodesics on
SU(n) where the sub-Riemannian structure is specified by the
vector fields {Bj}. Sub-Riemannian geodesics are the curves
minimizing length among the curves tangent to the given set
of vector fields which are called horizontal (see, e.g., [1], [2],
[4]). The optimal control with the bound (4) is the same as
the one with bound

‖v‖2 ≤ 2 (5)

multiplied by Γ√
2

with time scaled by Γ√
2

. Therefore we shall
assume w.l.g. the bound (5). Furthermore the optimal control
is such that equality always holds in (4) (cf., e.g., [4]).

C. K − P Systems

In the paper [18], V. Jurdjević introduced a class of prob-
lems which includes the problem on SU(n) above described.
Consider a semisimple Lie algebra L which has a (Cartan)
decomposition L = K ⊕ P , satisfying

[K,K] ⊆ K, [K,P] ⊆ P, [P,P] ⊆ K. (6)

Then the minimum time problem, for the system (3), where
the Bj’s form an orthonormal basis in P , and with a bound
(4) is called a K − P problem [6]. The problem for quantum
systems considered in this paper is a K − P problem with
the Lie algebra L given by su(n), the subalgebra K given by
block diagonal matrices in su(n) with blocks of dimension 1
and n − 1, and the complementary subspace P spanned by
anti-diagonal matrices with the corresponding dimensions of
the blocks. Several other possibilities may occur [17]. In [18]
V. Jurdjević also gave the form of the optimal control and
trajectories for K − P problems. By applying the Pontryagin
Maximum Principle in the version for systems on Lie groups
(see, e.g, [22]), he proved that there exist a matrix P ∈ P and
a matrix A ∈ K such that the optimal control v in (3) satisfies

m∑
k=1

Bkvk(t) = eAtPe−At. (7)

From this one obtains the components vk of the optimal
control. Moreover by solving (3) with (7), the corresponding
optimal trajectory is

U(t) = eAte(−A+P )t. (8)

The problem of finding the optimal control to reach a final state
Uf becomes therefore the problem of finding matrices A ∈ K
and P ∈ P and real t > 0 such that Uf = eAte(−A+P )t and t
is the minimum positive value such that this is possible. In the
SU(n) case, this involves the search for n2−1 parameters: the
n2−1 parameters in the matrices A and P , plus the parameter
t, minus the normalization of P due to the fact that ‖P‖ =
‖v‖ =

√
2 is fixed in (5).

D. Objective and Structure of the Paper

This paper is a contribution to the theory of optimal control
and sub-Riemannian geometry for systems on Lie groups. It
gives tools and results to obtain the complete optimal synthesis
for the systems (3) with bound (4). Our guiding principle is
to find optimal controls to reach points in the cut locus, i.e.,
points where the optimal geodesics cease to be optimal. If one
finds the optimal trajectories for all points in the cut locus, then
the task to find the optimal synthesis is accomplished.

As will be detailed in the following section, K−P systems
admit a group of symmetries, i.e., a Lie group acting on the
state space (SU(n) in the above models), which maps optimal
geodesics to optimal geodesics. This suggests that the optimal
synthesis can be performed on the corresponding space of
orbits of such an action, the orbit space. In particular, the cut
locus and the reachable sets are pre-images, under the natural
projection, of sets in the orbit space [4]. According to the
general theory of Lie transformation groups [9], the orbit space
has the structure of a stratified space and can be separated
into an open and dense part called the regular part and the
remaining part called the singular part, according to the ‘size’
of the isotropy group of the corresponding elements. Their
pre-images under natural projection in the manifold (SU(n))
are also called the regular and singular part, respectively.
A convexity result proved in [4] [5] says that minimizing
geodesics crossing the regular part and reaching the singular
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part lose optimality when reaching the singular part. This
suggests that points on the singular part of the manifold are
good candidates as elements of the cut locus. A description
of the orbit space associated with a K − P problem is an
important step in the determination of the optimal synthesis
because 1) it describes the (lower dimensional) space where
the optimal synthesis is projected so as one can recover
features of the optimal synthesis on the original manifold (e.g.,
reachable sets) 2) it gives information on points potentially in
the cut locus to be considered as final conditions. For these
reasons, in Theorem 1 of section III, we give a description of
the orbit space in full generality for the problem on SU(n)
above described.

For the rest of the paper, we shall focus on the optimal
control problem on SU(3) with the final condition of the form

Xf =

(
∗ 0

0 X̃f ,

)
(9)

with X̃f ∈ U(2). These final conditions are important because,
applying Theorem 1, they can be seen to belong to the singular
part of SU(n), and, in fact they belong to the cut locus;
the corresponding geodesics are maximal geodesics. From an
applied point of view, it is a common scenario for 3−level,
Λ-type configurations, to manipulate states in the subspace
belonging to the lowest two energy levels as in (9) [13],
[14], [15]. This has led to adiabatic control algorithms such
as STIRAP (see, e.g., [24]). We shall, in fact, provide a
complete solution for a subclass of final conditions (9) but
with techniques that can be extended to the general case (9).

Our results are related to the ones of [6], [8], which also deal
with the optimal control of three level quantum systems. We
work here at the level of the evolution operator in SU(3) while
[6], [8] solves minimum time/energy problem for a transfer
between energy eigen-states. However in their setting, the
authors of [6], [8] use a fundamental result of [7] which says
that minimizers exist in resonance with the energy differences
between the corresponding eigenstates. This allows them to
simplify the problem to a problem on SO(3) and consider
more general settings, such as independent bounds on the
controls and different weights on the controls (anisotropy).
We shall use a different approach as compared to these papers,
and, in the process, we shall prove several properties for the
optimal control for system (3) on SU(n), for general n.

In section II we describe the symmetry properties of the
given optimal control problem and in section III we describe
the associated orbit space SU(n)/S(U(n−1)×U(1)). Starting
from section IV we focus on the case of a three level quantum
Λ-system and on final conditions (9). We reduce the problem
of optimal control to a quadratic integer optimization problem
with constraints. We solve such a problem in section V. In
section VI we discuss the method in general and give an
example. Concluding remarks are given in section VII.

II. SYMMETRY REDUCTION FOR THE K-P PROBLEM
SU(n)/S(U(n− 1)× U(1))

Consider a general K − P problem (cf. (3) and (6)). This
optimal control problem has a solution because the set of

possible values for the controls is compact and system (3)
is controllable: under the assumption that the Lie algebra L is
semisimple, it can be shown (cf., Theorem 2 in Appendix A
of [6]) that equality holds in the last commutation relation in
(6). Therefore the matrices Bj (which span P) generate all of
L and therefore the Lie algebra rank condition [19] is verified
which implies controllability if the Lie group eL is compact.1

This is our case since eL = SU(n). Consider the action of
the Lie group associated with K, eK, on eL, by conjugation,
i.e., if x ∈ eL and k ∈ eK, the action is x → kxk−1. For
our case, eL = SU(n) and eK = S(U(n − 1) × U(1))
is the Lie group of block diagonal matrices with blocks of
dimension 1 and n−1 and determinant equal to 1. An element
K ∈ S(U(n− 1)×U(1)) acts on an element X in SU(n) by
X → KXK−1 = KXK†. The main observation is that, if
Ud(t) is a minimum time trajectory for (3) with final condition
Uf , then KUd(t)K−1 is a minimum time trajectory (with the
same time) with final condition KUfK

−1. This suggests to
study the time optimal control problem in the quotient space
eL/eK = SU(n)/S(U(n−1)×U(1)), the space of the orbits
under this action. Let us denote by π the natural projection
π : eL → eL/eK. With the conjugation action, all geodesics
on SU(n), from the identity 1 to a point Uf are projected to
geodesics on SU(n)/S(U(n−1)×U(1)). Here, we define the
distance between π(1) and q in SU(n)/S(U(n− 1)×U(1))
as the infimum among the lengths of the horizontal curves
in SU(n) from 1 to the fiber π−1(q), and call geodesics the
curves which realize such a distance (cf. [5]). If γ is a sub-
Riemannian minimizing geodesic from the identity to Uf , then
π(γ) is a geodesic from 1 to π(Uf ), since the length does not
depend on the element in π−1(π(Uf )).

To simplify the notation, we shall sometimes denote by
SU(n)/∼ := SU(n)/S(U(n− 1)×U(1)) the orbit space . A
matrix in S(U(n−1)×U(1)) will always be considered with
a 1×1 block in the upper left corner and an (n−1)× (n−1)
block in the lower right corner.

For general K − P problems, the action of eK on eL by
conjugation lifts to an action (which is also conjugation) of
eK on the Lie algebra L. The subspace P ⊆ L is invariant
under conjugation by eK because of the second formula in
(6). This symmetry reduction allows for a reduction of the
number of parameters to be determined to find the optimal
control law, i.e., the parameters in the matrices A and P in
(7) (8). This is because we only need to consider a single
representative in the equivalence class of any geodesic. By
multiplying (8) on the left and right by K ∈ eK and K−1

respectively, we see that the matrices A and P can be chosen
up to a common conjugation by an element K ∈ eK. Therefore
there is no loss of generality to consider A and P of a special
form (see Proposition II.1 below). In particular, by fixing a
maximal Abelian subalgebra A in P (a Cartan subalgebra),
we can assume that P is an element of A. This is because P
may be written as P = ∪K∈eKKAK−1 (cf. Proposition 7.29
in [20]). In the case of SU(n) with P the orthogonal comple-
ment of K = {block diagonal matrices with first block 1 ×

1We follow the convention of denoting by eL the connected (component
containing the identity of the) Lie group associated with the Lie algebra L.
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1 other block (n − 1) × (n − 1)}, we have that any Cartan
subalgebra A is one dimensional. Therefore, it suffices to fix
one non-zero matrix P ∈ P with ‖P‖2 = 2 because of (7)
and (5). We will then take P to be the matrix with (1, 2)
entry equal to i (and hence (2, 1) entry also equal to i) and
all other entries equal to zero. We can also assume a special,
tridiagonal, form for A ∈ K in (7), (8) as described in the
following Proposition.

Proposition II.1. Let A ∈ K and P ∈ P with P having
(1, 2) and (2, 1) entries equal to i and all others zero. Then
−A + P may be tridiagonalized by a special unitary matrix
in eK = S(U(n − 1) × U(1)) with a 2 × 2 identity matrix
in the upper left corner. Furthermore, the off-diagonal entries
of the tridiagonalized form, starting from row 2 may also be
taken purely imaginary and are nonzero if A has a nonzero
nondiagonal entry in the corresponding row.

Proof. The proof proceeds by induction on the size n First,
note that for 2×2 matrices, the result holds as the matrix −A+
P is already tridiagonal. Now, suppose that n ≥ 3. Let −A+
P = (bij)1≤i,j≤n and let v̂ = 0 if b32 = ... = bn2 = 0 and
v̂ = i(

∑n
k=3 |bk2|2)−1 otherwise. Let S = (sij)1≤i,j≤n−2 ∈

SU(n−2) such that s1j =
b̄j+2,2

v̂∗ if v̂ 6= 0 and S ∈ SU(n−2)
arbitrary otherwise. Then S†V = B where V is the vector
with first entry equal to v̂ and all other entries zero and B
the vector with entries (bj2)3≤j≤n. Therefore, the following
equation holds:

(
I2 0
0 S

)


b11 b12 0 · · · 0
b21 b22 · · · b2n

0
...

...
...
0 bn2 · · · bnn


(
I2 0
0 S†

)
=

=



b11 b12 0 · · · 0
b21 b22 −v̂∗ 0 · · · 0
0 v̂ ∗ · · · ∗ ∗
0 0 ∗ · · · ∗ ∗
...

...
...

...
0 0 ∗ · · · ∗
0 0 ∗ · · · ∗


Considering now the submatrix

b22 −v̂∗ 0 · · · 0
v̂ ∗ ∗ · · · ∗
0 ∗ ∗ · · · ∗
...

...
...

0 ∗ · · · ∗
0 ∗ · · · ∗


and recursively using the result with n replaced by n−1 proves
the claim. The last claim of the proposition follows from the
choice of v̂ at each step.

From the nature of v̂ as a purely imaginary number in the
above proof we have the following.

Corollary II.2. There is no loss of generality in assuming that
−A+P is a purely imaginary tridiagonal matrix in su(n) and
therefore so are A ∈ K and P ∈ P .

This in particular means that we can always write −A+P
as i multiplied by a real symmetric tridiagonal matrix.

In sections IV and V, we shall focus on problems for final
conditions in eK = S(U(n − 1) × U(1)), corresponding to
operations on the lowest n − 1 levels of the given quantum
systems. In this case, in order for eAte(−A+P )t in (8) to lie in
eK, we must have e(−A+P )t ∈ eK.

Proposition II.3. Consider the K − P decomposition of
SU(n) as above. Suppose A ∈ K and P ∈ P such that −A+P
is a tridiagonal matrix with no elements of the sub-(or super-
)diagonal equal to zero, and suppose e(−A+P )t ∈ eK. Then
e(−A+P )t is a scalar matrix.

Proof. By induction on n, first, observe that the result holds
for n = 2 by computing the matrix exponential:

exp

(
ait (c+ di)t
(−c+ di)t bit

)
=
eit(a+b)/2

ω(
ω cos(tω/2) + (a− b)i sin(tω/2) 2(c+ id) sin(tω/2)

2(−c+ id) sin(tω/2) ω cos(tω/2)− (a− b)i sin(tω/2)

)
where ω =

√
(a− b)2 + c2 + d2 and c + di 6= 0. If

this exponential has off-diagonal entries equal to zero, then
tω/2 = kπ for some k ∈ Z, so the only possibility for
the exponential is a matrix with ±eit(a+b)/2 on the diagonal
(with the same sign) and zeros elsewhere. Now, consider
n > 2. Let U = e(−A+P )t. Then −A + P commutes with
U . Observe that eK acting on su(n) by conjugation fixes
both K and P (from (6)). It also therefore fixes the natural
extensions of these subspaces to subspaces of u(n). Since
[U,−A+P ] = 0 we have [U,A] = [U,P ], which is equivalent
to UAU† −A = UPU† − P . Since the left hand side of this
equality is in K and the right hand side is in P , both sides
are zero and [U,A] = [U,P ] = 0. Using the special form of
P , [U,P ] = 0 implies (U)2,2 = (U)1,1 and (U)2,k = 0 for
k > 2. So U is not only in eK but it has a block diagonal form
with a 2× 2 (upper left) block a scalar matrix. Decompose:

A = An =


a11 0 · · · 0
0
... Ân−1

0

 ,

where Ân−1 = An−1 + Pn−1 with

An−1 =


a22 0 · · · 0
0
... Ân−2

0

 , Pn−1 =


0 a23 0 · · · 0
−ā23

0
... 0
0


Since U commutes with A, the lower (n−1)×(n−1) block of
U , Un−1, commutes with Ân−1 = An−1 + Pn−1. Proceeding
as above, by replacing U with Un−1 and using the fact that
a23 is different from zero we find that (U)3,3 = (U)2,2 and
(U)3,k = 0 for k > 3. Proceeding inductively we find that U
is a scalar matrix.
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III. THE ORBIT SPACE SU(n)/S(U(n− 1)× U(1))

The Lie group S(U(n−1)×U(1)) can be parametrized as:(
eiη 0
0 ξV

)
, (10)

V ∈ SU(n− 1), η ∈ [0, 2π), ξ ∈ C with ξn−1 = e−iη .
To describe the orbit space SU(n)/∼ we also need to

consider the following equivalence relation in SU(n):

X1 ∼φ X2 ⇔ ∃U ∈ SU(n) such that (11)

U

(
eiφ 0
0 I

)
X1U

† =

(
eiφ 0
0 I

)
X2,

where I denotes the (n− 1)× (n− 1) identity. Equivalently
for a fixed φ, X1 and X2 are ∼φ equivalent if and only if(
eiφ 0
0 I

)
X1 and

(
eiφ 0
0 I

)
X2 have the same spec-

trum. We define a topological fiber bundle on the circle S1

as π̂ : En → S1 with fibers π̂−1(eiφ) = SU(n− 1)/∼φ . The
fibers π̂−1(eiφ) = SU(n− 1)/∼φ may not be manifolds, but
are topological spaces with the coarsest topology that makes
π̂ a continuous map. An example is in Proposition IV.1 below.

Let D1 be the open unit disc in C, i.e., if x ∈ D1 then x is
a complex number with absolute value strictly less than 1. The
next theorem recursively describes the orbit space SU(n)/∼.

Theorem 1. Let Ψ be the map from En ∪
(D1 × SU(n− 1)/∼) to SU(n)/∼, defined by:
• if [Z]∼φ ∈ En then

Ψ
(

[Z]∼φ

)
:=




e−iφ 0 0 · · · 0
0 eiφ 0 · · · 0
0 0
...

... I
0 0




1 0 · · · 0
0
... Z
0



∼

(12)

• if (x, [Z]∼) ∈ D1 × SU(n− 1)/∼ then
Ψ (x, [Z]∼) := (13)

=




x
√

1− |x|2 0 · · · 0

−
√

1− |x|2 x∗ 0 · · · 0
0 0
...

... I
0 0




1 0 · · · 0
0
... Z
0



∼

Moreover the map Ψ is a global homeomorphism.

In the statement of the theorem, we are gluing the fiber
π̂−1(eiϕ) in En to the point eiϕ in the boundary of D1.

If we identify SU(1)/∼ and SU(1)/∼φ with a single point
so that E2 ≡ S1 = ∂D1, we have that (with ' denoting
homeomorphism) SU(2)/∼ ' ∂D1 ∪ D1 = D̄1 is homeo-
morphic to the closed unit disc, a special case known from
the treatment of two-level quantum systems [3]. Applying
Theorem 1 recursively, we obtain.

Corollary III.1. With E1 equal by definition to a single point,
we have, for n ≥ 2

SU(n)/∼ '
n−1⋃
j=0

D×j1 × En−j . (14)

The number of parameters characterizing the orbit depends
on the subset in the right hand side of (14) where the orbit
is. If, up to homeomorphism, [X]∼ ∈ D×j1 ×En−j , for some
j ∈ {0, ..., n−1}, the parameters are n+j−1 = (n−j−1)+2j,
with n− j − 1 for En−j and 2j for D×

j

1 .

A. Proof of Theorem 1

Proof. We need to prove that Ψ is i) well-defined, ii) onto, iii)
one-to-one, and iv) continuous with continuous inverse. Here
we only prove that Ψ is onto, since this shows how to find Ψ
and therefore how to parametrize the elements in SU(n)/ ∼.
We postpone to the Appendix the rest of the proof.
Ψ is onto: We need to show that, for any Xf ∈ SU(n), there
exists an element Y ∈ En ∪ (D1 × SU(n− 1)/∼) such that
Ψ(Y ) = [Xf ]∼. Write Xf using the Cartan decomposition of
type AIII of SU(n) [17] as:

Xf = K1MK2, (15)

where

M =


cos(θ) sin(θ) 0 · · · 0
− sin(θ) cos(θ) 0 · · · 0

0 0
...

... I
0 0

 (16)

and

Kj =

(
eiηj 0

0 e−
iηj
n−1Vj

)
, j = 1, 2, Vj ∈ SU(n− 1).

(17)
Without loss of generality we can assume sin(θ) ≥ 0. In fact
if sin(θ) < 0, let L := diag(i,−i, 1, 1, ..., 1). Then Xf =
K1LL

†MLL†K2. Letting K̂1 = K1L, K̂2 = L†K2, and
M̂ = L†ML, we have that Xf = K̂1M̂K̂2, K̂j ∈ S(U(n −
1) × U(1)), and M̂ is equal to M except for the sign of the
off-diagonal elements. Given Xf = K1MK2, where M is as
in (16), with sin(θ) ≥ 0, and Ki ∈ S(U(n− 1)× U(1)), as
in (17) we have: [Xf ]∼ = [K†1K1MK2K1]∼ = [MK2K1]∼.
Therefore, to conclude that Ψ is onto, it is enough that for
every element

cos(θ) sin(θ) 0 · · · 0
− sin(θ) cos(θ) 0 · · · 0

0 0
...

... I
0 0


(
eiφ 0

0 e−
iφ
n−1V

)
,

(18)
( with φ = η1 + η2, V = V2V1 (cf. (17)), with sin(θ) ≥ 0,
there exists an ∼-equivalent element of the form

x
√

1− |x|2 0 · · · 0

−
√

1− |x|2 x∗ 0 · · · 0
0 0
...

... I
0 0




1 0 · · · 0
0
... Z
0

 ,

(19)
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with Z ∈ SU(n − 1) and |x| ≤ 1. Here, if |x| < 1 the pre-
image of the equivalence class of the above matrix will be in
(D1 × SU(n− 1)/∼), while, if |x| = 1, it will be in En.

Consider the matrix F := diag(ei
φ
2 , e−i

φ
2 , 1, 1, ..., 1).

Then the following matrix is equivalent to (18):

F


cos(θ) sin(θ) 0 · · · 0
− sin(θ) cos(θ) 0 · · · 0

0 0
...

... I
0 0

FF †
(

eiφ 0

0 e
− iφ
n−1 V

)
F †

We have:

F


cos(θ) sin(θ) 0 · · · 0
− sin(θ) cos(θ) 0 · · · 0

0 0
...

... I
0 0

F = (20)


eiφ cos(θ) sin(θ) 0 · · · 0
− sin(θ) e−iφ cos(θ) 0 · · · 0

0 0
...

... I
0 0

 ,

which, by setting x = eiφ cos(θ), is of the same form as the
first matrix in formula (19), since 0 ≤ sin(θ) =

√
1− |x|2.

Moreover, it follows:

F †

(
eiφ 0

0 e−
iφ
n−1V

)
F † =


1 0 · · · 0
0
... Z
0

 , (21)

which is of the same form as the second matrix in (19).

Theorem 1 and Corollary III.1 suggest that we can iterate
formula (19) to obtain a canonical form for elements in
each equivalence class in SU(n)/ ∼. In fact, by similarity
transformations in the Lie group S(U(n−1)×U(1)), we can
write every elements in SU(n) in a form F1F2 · · ·FjD̂n−j , for
j ∈ {0, 1, ..., n−1}, where the matrices Fk, for k = 1, ..., j, if

any, have a block
(

x
√

1− |x|2
−
√

1− |x|2 x∗

)
with x ∈ D1

at the intersection of rows and columns j and j + 1, (cf.
(19)), and D̂n−j is a diagonal matrix in SU(n) with the first
j elements equal to 1. The value j indicates the subset of the
orbit space in the right hand side of (14) for the given class.
The decomposition (14) displays the orbit type stratification
[9] of the orbit space SU(n)/∼. The strata of the stratified
space SU(n)/∼ are determined by the isotropy groups of
the corresponding elements. In particular, the set D×n−1

1 in
(14) corresponds to elements whose isotropy group is the
(discrete) group of scalar matrices in S(U(n − 1) × U(1)).
This is the smallest possible isotropy group and therefore
D×n−1

1 corresponds to the (open and dense) regular part of
SU(n). The sets D×j1 , for 0 ≤ j ≤ n− 2 have strictly larger
isotropy groups and therefore they correspond to the singular
part of SU(n). Among these, the set D×0

1 × En ' En is
homeomorphic to π(S(U(n− 1)× U(1))).

B. Use of Theorem 1 in the Determination of the Optimal
Synthesis

The structure of the orbit space SU(n)/∼ is important
knowledge in optimal control because the reachable sets in
SU(n) are the pre-images under the natural projection π of the
corresponding sets in SU(n)/∼ [4] and the geometric analysis
of the reachable sets is a possible approach to determining the
optimal control. This was, in fact, the approach used in [3]
in the case n = 2. We shall not pursue this here. However
knowing the structure of the orbit space is important for what
will follow for the following reason: According to a result
in [4] and [5], points in the singular part belong to the cut
locus of the sub-Riemannian synthesis, as long as the optimal
trajectories leading to them cross the regular part of the orbit
space. In these cases the optimal trajectories are maximal
geodesics. This motivates the study of the optimal control
problem for points that are in the singular part and requires
the knowledge of the singular and regular part of the orbit
space. For this reason, with the ultimate goal of finding the
complete optimal synthesis for the SU(n)/S(U(n−1)×U(1))
problem in the following we shall focus on final conditions in
π−1(D×0

1 ×En) ' S(U(n− 1)×U(1)) which belong to the
singular part. We will restrict ourselves to n = 3.

IV. OPTIMAL SYNTHESIS FOR THREE LEVEL QUANTUM
SYSTEMS AS AN INTEGER OPTIMIZATION PROBLEM

We shall now consider the optimal control problem for three
level quantum systems in the Λ configuration of Figure 2. We
can visualize SU(3)/∼ ' E3 ∪ (D1 × SU(2)/∼) ' E3 ∪
(D1 × D̄1) as (cf. Figure 3) an open disc D̄1 with, at each
point attached a closed unit disc representing SU(2)/∼, so
at most 4 parameters. The boundary of the disc serves as the
base for the topological fiber bundle E3. Each fiber of E3 is
given by a segment [−1, 1].

Proposition IV.1. The topological fiber bundle E3 is the
closure of the Möbius band.

Proof. Consider the fiber π−1(eiφ) which is the set of equiva-

lence classes of elements X in SU(2) such that
(
eiφ 0
0 1

)
X

has a given spectrum. Since all elements
(
eiφ 0
0 1

)
X have

the same determinant eiφ, the equivalence class of X is

uniquely determined by the trace Tr

((
eiφ 0
0 1

)
X

)
or,

equivalently, by e−i
φ
2

2 Tr

((
eiφ 0
0 1

)
X

)
. By writing X as

X =

(
reiψ y
−y∗ re−iψ

)
, we have e−i

φ
2

2 Tr

((
eiφ 0
0 1

)
X

)
=

r cos(φ2 + ψ). As this value varies in [−1, 1] as r and ψ
change, each fiber is identified with the interval [−1, 1].
Therefore E3 is parametrized by s = r cos(φ2 + ψ) ∈ [−1, 1]
and φ ∈ [0, 2π], i.e., a rectangle with s0 = r cos(ψ) and
s2π = r cos(ψ + π) = −r cos(ψ) = −s0 identified. That is,
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E3 is a Möbius strip.2

The desired final condition is of the form

Xf =

(
∗ 0

0 X̃f ,

)
(22)

with X̃f ∈ U(2) the desired final transformation on the
subspace corresponding to the lowest two energy levels, which,
as argued in the previous section, belong to the singular part
of the orbit space stratification.

Because of the symmetry described in the previous sections,
it is enough to drive the state U in (3) time optimally to

a matrix Yf =

(
∗ 0

0 Ỹf ,

)
such that Ỹf is similar to X̃f .

Therefore the problem is characterized by assigning the two
eigenvalues of X̃f which we denote by eiα and eiβ with α
and β in (−π, π]. After symmetry reduction, the problem is
(cf. section II) to find real values a, b, and c and minimum
t > 0 such that, with

A =

i(a+ b) 0 0
0 −ia −ic
0 −ic −ib

 , P =

0 i 0
i 0 0
0 0 0

 ,

(23)
eAte(−A+P )t is in the same equivalence class as (22). Notice
that since Xf ∈ eK = S(U(n − 1) × U(1)) according to
Proposition II.3, unless c in (23) is zero e(−A+P )t must be
scalar. If c = 0, the constraints that Xf = eAte(−A+P )t is in
eK implies that it is in the same class as diag(eiϕ, e−iϕ, 1).
The problem, in this case becomes a problem on the upper
left 2 × 2 block, and therefore on SU(2) which can be
treated with the method of [3]. For the sake of brevity, we
shall not treat this case and assume α and β both different
from zero, so that we can use the fact from Proposition II.3
that e(−A+P )t is scalar. Furthermore, since a common phase
factor is physically irrelevant in quantum mechanics, we shall
consider the problem to assign eigenvalues eiα and eiβ to eAt,
in minimum time with e(−A+P )t scalar.

A. A nonlinear integer optimization problem

e(−A+P )t scalar implies that (−A + P )t has eigenvalues
λ1 := i 2kπ

3 , λ2 := i 2kπ
3 + i2mπ, λ3 := −i 4kπ

3 − i2mπ, for
integers k and m, where we use the fact that 0 = λ1 +λ2 +λ3.
This is true if and only if the symmetric real matrix

−i(−A+ P ) =

−(a+ b) 1 0
1 a c
0 c b

 , (24)

has eigenvalues

−iλ1

t
=

2kπ

3t
, −iλ2

t
=

2kπ

3t
+

2mπ

t
, −iλ3

t
=
−4kπ

3t
− 2mπ

t
.

(25)

2Notice that the curve (φ, s(φ)) = (φ, r cos(φ
2

+ψ)) for fixed r 6= 0 and
ψ, as φ goes from 0 to 2π, crosses the line s = 0 only once. Therefore there
is only one ‘twist’ of the rectangle 0 ≤ φ ≤ 2π, −1 ≤ s ≤ 1 before joining
the two ends.

The characteristic polynomial of the matrix −i(−A + P ) in
(24) is

p(λ) = λ3 − (b2 + a2 + c2 + 1 + ab)λ+ (a+ b)(ab− c2) + b.

By expressing the coefficients in terms of the desired eigen-
values (25) [11], we obtain the following two conditions for
the real numbers a, b, c, and t > 0,

b2 + a2 + c2 + 1 + ab =

(
2π

t

)2(
k2

3
+ km+m2

)
, (26)

(a+ b)(ab− c2) + b =

(
2π

t

)3(
k

3

(
k

3
+m

)(
2k

3
+m

))
.

(27)
In order to assign the eigenvalues of eAt to eiα and eiβ we

impose that the eigenvalues of −i
(
a c
c b

)
t are iφl = iα +

i2πl and iψr = iβ+ i2πr, for integers l and r. Therefore, the
symmetric matrix

C̃ :=

(
−a −c
−c −b

)
, (28)

has eigenvalues φl
t , ψr

t . The characteristic polynomial of the
matrix C̃ in (28) is p(λ) = λ2 +(a+b)λ+(ab−c2). Imposing
that the eigenvalues are φl

t , ψrt , we obtain the two conditions
to be added to (26) (27),

(a+ b) =
φl + ψr

t
, (29)

ab− c2 =
φlψr
t2

. (30)

Therefore the problem of optimal control becomes the follow-
ing:

Problem 1 Given α and β in (−π, π], with both α and β
different from zero,3 find real numbers a, b, c, t, with c 6= 0,
and minimum t > 0 such that conditions (26), (27), (29), (30)
are verified for some integers k,m, l, and r.

Using (29) and (30) in (26) and (27) we obtain

(φl + ψr)
2

t2
− φlψr

t2
+1 =

(
2π

t

)2(
k2

3
+ km+m2

)
, (31)

− (φl + ψr)(φlψr)

t3
+b =

(
2π

t

)3(
k

3

(
k

3
+m

)(
2k

3
+m

))
,

(32)
which replace (26) and (27). Scale the time by replacing t
with T := t

2π , and define φ̂l := φl
2π = α

2π + l, α̂ := α
2π , ψ̂r :=

ψr
2π = β

2π + r, β̂ := β
2π , so that α̂ and β̂ are both ∈ (− 1

2 ,
1
2 ].

Equations (31), (32), (29), (30) are therefore written as

(φ̂l + ψ̂r)
2 − φ̂lψ̂r + T 2 =

k2

3
+ km+m2, (33)

−(φ̂l + ψ̂r)(φ̂lψ̂r) + bT 3 =
k

3

(
k

3
+m

)(
2k

3
+m

)
, (34)

3If (α, β) = (0, 0), the target final condition becomes the identity which
is obviously reached in time zero. The stronger condition that both α and β
are different from zero is used to rule out final conditions in the same class
as diag(eiϕ, e−iϕ, 1) which are the only possibility if c = 0.
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(a+ b) = − φ̂l + ψ̂r
T

, (35)

c2 = ab− φ̂lψ̂r
T 2

> 0. (36)

Problem 1 is therefore equivalent to, given α̂ and β̂ in (− 1
2 ,

1
2 ],

finding integers k,m, l, r, such that T 2 in (33) is minimized
subject to the constraint (36) with b obtained from (34) and a
obtained from (35). We remark that, since we have assumed
c 6= 0, we cannot choose φ̂l = ψ̂r. In fact, if this was the
case, defining φ̂l = ψ̂r = γ̂, we would have, plugging (35) in

(36), −
(
b+ γ̂

T

)2

> 0, which is a contradiction. We assume

without loss of generality, that φ̂l > ψ̂r. With this assumption,
the constraint of the optimization problem is equivalent to the
existence of a real b satisfying (34), with T 2 given in (33),
and satisfying

− φ̂l
T
< b < − ψ̂r

T
. (37)

In order to see this, replace (35) into (36) to get(
b+

φ̂l
T

)(
b+

ψ̂r
T

)
< 0, (38)

which is equivalent to (37). If we multiply (37) by T 3, use
(34) and (33) for T 2, we obtain the constraint

φ̂3
l − φ̂l

(
k2

3 + km+m2
)
< k

3

(
k
3 +m

) (
2k
3 +m

)
<

< ψ̂3
r − ψ̂3

(
k2

3 + km+m2
)
.

(39)
The problem is therefore to find (k,m, l, r) to minimize T 2

given in (33) subject to the constraint (39). Notice that, in this
formulation, the fact that T 2 in (33) has to be positive comes
automatically from (39), since φ̂3

l − φ̂l
(
k2

3 + km+m2
)
<

ψ̂3
r − ψ̂r

(
k2

3 + km+m2
)

, with φ̂l > ψ̂r is equivalent to
k2

3 + km+m2 > φ̂2
l + ψ̂2

r + φ̂lψ̂r.
For a given pair l and r, (k,m) and (k,−(k + m)) are

equivalent in that they give the same value of T 2 and they
both satisfy or do not satisfy (39). Therefore we can restrict
our search to values of m ≥ −k2 . We define s := m+ k

2 ≥ 0,
which is an integer if k is even and a half integer if k is odd.
After some algebra, we write T 2 and the constraint (39) as:

T 2 =
k2

12
+ s2 −

(
φ̂2
l + ψ̂2

r + φ̂lψ̂r

)
, (40)

(
φ̂l + k

3

)(
φ̂l − k

6 − s
)(

φ̂l − k
6 + s

)
< 0,(

ψ̂r + k
3

)(
ψ̂r − k

6 − s
)(

ψ̂r − k
6 + s

)
> 0.

(41)

So Problem 1 becomes:
Problem 2 (Nonlinear integer optimization problem) Given
α̂ and β̂ in ( 1

2 ,
1
2 ], both different from zero, find (l, r, k, s) with

s ≥ 0 an integer if k is even and a half-integer if k is odd, to
minimize T 2 in (40) with φ̂l = α̂ + l, ψ̂r = β̂ + r, subject to
the constraints (41).

V. SOLUTION TO THE INTEGER OPTIMIZATION PROBLEM

We solve Problem 2 as a cascade of two minimization
problems. For each (k, s), we minimize T 2 in (40) over l
and r within the region specified by the constraint (41). Then
we minimize the resulting function over (k, s). Minimization
over (l, r) of T 2 in (40) for given (k, s) corresponds to
maximization over the same region of the function

F = F (l, r) := φ̂2
l + ψ̂2

r + φ̂lφ̂l = (42)

= α̂2 + β̂2 + α̂β̂ + (β̂ + 2α̂)l + (α̂+ 2β̂)r + l2 + r2 + lr.

For given (k, s), to characterize the region described in (41),
we consider all possible sign combinations which give a
negative sign in the first inequality and a positive sign in the
second inequality. There are four cases for each inequality.
Combining these cases we take into account that φ̂l > ψ̂r.
This reduces the possible subcases to the following three:

1) A
k

6
− s < ψ̂r <

k

6
+ s < φ̂l < −

k

3
; (43)

2) B
−k

3
< ψ̂r <

k

6
− s < φ̂l <

k

6
+ s; (44)

3) C
k

6
− s < ψ̂r < −

k

3
< φ̂l <

k

6
+ s. (45)

In order for the region described in A to be nonempty we
need −k2 > s > 0. In the case B we need k

2 > s > 0 and
in the case C we need |k|2 < s. Therefore we can solve three
optimization problems according to whether (k, s) is in the
region corresponding to A, B, or C (cf. Figure 2) and then
compare the results to find the minimum. In fact, it follows

Fig. 2. Regions for the optimization Problem 2
.

from the following two lemmas that the minimum for (k, s) in
the region A is the same as the minimum in the region B and
the minimum in the region C, and therefore only one region
needs to be considered.
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Lemma V.1. Consider the linear transformation(
k̃
s̃

)
= R

(
k
s

)
(46)

where R is the involutory matrix R :=

(
− 1

2 −3
− 1

4
1
2

)
. Then

(k, s, l, r) is an admissible 4−tuple with (k, s) in A if and
only (k̃, s̃, l, r) is an admissible 4−tuple with (k̃, s̃) in C.
Moreover (k, s, l, r) and (k̃, s̃, l, r) give the same value of T 2.

Proof. First notice that the transformation given by the matrix
R transforms (k, s) correctly into (k̃, s̃) in the sense that if k̃
is even (odd) s̃ is an integer (half-integer).4 Then consider
(k, s, l, r) satisfying equation (43). Replacing (k, s)T with
(k̃, s̃)T = R(k, s)T , we obtain equation (45). Finally one
verifies that k̃

2

12 + s̃2 = k2

12 + s2, from which it follows that the
value of T 2 is the same.

Analogously, we have:

Lemma V.2. Consider the linear transformation (46) with R

the involutory matrix R :=

(
− 1

2 3
1
4

1
2

)
. Then (k, s, l, r) is an

admissible 4−tuple with (k, s) in B if and only (k̃, s̃, l, r) is
an admissible 4−tuple with (k̃, s̃) in C. Moreover (k, s, l, r)
and (k̃, s̃, l, r) give the same value of T 2.

In view of these properties we shall reduce ourselves,
without loss of generality, to optimization in the region C. In
the case where β̂ = −α̂, which corresponds to X̃f ∈ SU(2)
we also have the following fact which allows us to reduce
ourselves to the case k ≥ 0.

Lemma V.3. Assume β̂ = −α̂. Let {k, s, l, r}, and φ̂l = α̂+l,
ψ̂r = −α̂+r be admissible values, i.e., satisfying (45), giving
for the time a value T . Then {−k, s,−r,−l} and φ̂−r = α̂−r,
ψ̂−l = −α̂ − l are also admissible values and give the same
value of T . In particular if (k, s) is in region C, to the right
of the s-axis, (−k, s) is in region C to the left of the s-axis.

Proof. If (k, s) is in the region C, taking the negative of
relation (45), we obtain the same relation with k replaced by
−k and φ̂l replaced by φ̂−r = α− r = −ψ̂r and ψ̂r replaced
by ψ̂−l = −φ̂l. The time is the same.

We now introduce two functions which allow us to express
the constraint (45) (and (43), (44)) taking into account that
l and r must be integers: The function SI = SI(x) is
the smallest integer strictly greater than x. The function
LI = LI(x) is the largest integer strictly smaller than x. The
following properties of these functions can be easily checked
and will be routinely used without further comment.

Lemma V.4. The function SI (LI) is nondecreasing right (left)
continuous. If p is an integer, then SI(x + p) = SI(x) + p
(LI(x + p) = LI(x) + p). If x is not an integer, SI(x) =
LI(x) + 1. If x is an integer, SI(x) = LI(x) + 2.

4To verify this it is enough to check all subcases: Assume first that k is even
and s is an integer. Write k as k = −2j. We have k̃ = j − 3s, s̃ = j

2
+ s

2
from which one sees that k̃ even (odd) gives s is an integer (half-integer).
Analogously if k is odd and s is a half-integer, we can write k = −2j + 1
and s = 1

2
+ h, so that k̃ = j + h − 4h − 2, s̃ = j+h

2
, from which the

claim follows directly.

A. Minimization for (k, s) in the region C ( |k|2 < s)

Since s > |k|
2 and s is an (half) integer for k (odd) even,

we have s ≥ |k|2 + 1. From equations (45), we obtain

ĉ := SI

(
k

6
− s− β̂

)
≤ r ≤ LI

(
−k

3
− β̂

)
:= d̂, (47)

â := SI

(
−k

3
− α̂

)
≤ l ≤ LI

(
k

6
+ s− α̂

)
:= b̂. (48)

We can check, using Lemma V.4, that for α̂ and β̂ 6= ± 1
3 , 0

the box (47) (48) always contains at least one point. This is
shown in Lemma C.1 in the Appendix. For general values of
α̂ and β̂ if for certain values of k and s the box (47)(48) is
empty, these values have to be eliminated from the search.

From now on we shall assume β̂ = −α̂ and 0 < |α̂| <
1
3

. In particular we assume that the desired final condition
X̃f in (22) is (modulo a phase factor) a matrix in SU(2).
Using Lemma V.3, we can restrict ourselves, without loss of
generality, to k ≥ 0. The function F = F (l, r) in (42) becomes

F = F (l, r) = φ̂2
l + ψ̂2

r + φ̂lφ̂l = α̂2 + α̂(l− r) + l2 + r2 + lr.
(49)

Proceeding to the maximization of F = F (l, r) in (42) over
the box (47) (48), the following Proposition says at which
corner of the box the maximum is achieved for any given pair
(k, s). The proof is given in the Appendix.

Proposition V.5. Assume α̂ ∈ (− 1
3 ,

1
3 ) and α̂ 6= 0. Write

k = 6j + h, with h = 0, 1, 2, ..., 5, and let (k, s) be in the
region C of Figure 2. If α̂ > 0 the maximum of F (l, r) in
(49) over the admissible values of l, r given in (47), (48) is
given by F (b̂, ĉ) in all cases. Assume α̂ < 0. If h = 0, 3 the
maximum is still given by F (b̂, ĉ). If h = 2, 5, the maximum
is given by F (b̂, d̂). If h = 1, 4 the maximum is at F (â, ĉ).

Proof. (See the Appendix)

By using T 2 = k2

12 + s2 − F (l, r) and setting, once again,
k = 6j + h, we have

T 2(k, s) ≥ 3j2 + jh+
h2

12
+ s2 −max

l,r
F (l, r). (50)

We separate the case α̂ > 0 and α̂ < 0, which require a similar
analysis and present in detail the results of the analysis for
α̂ > 0 and postpone to the appendix the analysis for α̂ < 0.

1) Case α̂ > 0: In this case, according to Proposition V.5,
the maximum of F (l, r) in (50) is always attained at F (b̂, ĉ).
Therefore we compute

T 2(k, s) ≥ 3j2 + jh+
h2

12
+ s2 − F (b̂, ĉ). (51)

Use ∆h equal to zero if h is even and equal to 1
2 if h is odd.

Define σh := SI
(
h
6 + ∆h + α̂

)
, λh := LI

(
h
6 −∆h − α̂

)
.

This gives, from (47) (48), b̂ = j + s + 1
2 + λh and ĉ =

j − s−∆h + σh. Replacing these in (51) we obtain

T 2(k, s) ≥ (52)

(h− 3(λh + σh))j − α̂2 + h2

12
− λ2

h − σ2
h − λhσh+

(α̂+ ∆h)(σh − λh)−∆2
h + (σh − λh − 2∆h)s− 2∆hα̂− 2α̂s.
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Calculating the values of λh and σh from the definitions:

1) h = 0

T 2 ≥ −α̂2 + (2α̂− 1) + 2(1− α̂)s ≥
≥ −α̂2 + (2α̂− 1) + 2(1− α̂)(3j + 1) ≥ 1− α̂2.

(53)
We first used s ≥ 3j + 1 and then j ≥ 0.

2) h = 1

T 2 ≥ −α̂2 + j + (α̂− 1

6
) + (1− 2α̂)s (54)

≥ −α̂2 + (4− 6α̂)j − 2α̂+
4

3
≥ −α̂2 − 2α̂+

4

3
.

We first used s ≥ 3j + 3
2 and then j ≥ 0.

3) h = 2

T 2 ≥ −α̂2 − j − 2
3 + (1− 2α̂)s+ α̂

≥ (−1 + 3α̂)j + α̂+ 1
3 − α̂

2

≥ −α̂2 + 2j + 4
3 − 3α̂− 6α̂j ≥ −α̂2 + 4

3 − 3α̂.
(55)

We first used s ≥ 3j + 2 and then j ≥ 0.
4) h = 3

T 2 ≥ −1− α̂2 + (2− 2α̂)s+ 2α̂ (56)

≥ −1− α̂2 + (2− 2α̂)(3j +
5

2
) + 2α̂ ≥ 4− α̂2 − 3α̂.

We first used s ≥ 3j + 5
2 and then j ≥ 0.

5) h = 4

T 2 ≥ 3j2 + 4j + 4
3 + s2 − F (b̂, ĉ) =

j + 1
3 − α̂

2 + s− 2α̂s+ α̂ ≥
(4− 6α̂)j + 10

3 − α̂
2 − 5α̂ ≥ 10

3 − α̂
2 − 5α̂.

(57)

We first used s ≥ 3j + 3 and then j ≥ 0.
6) h = 5

T 2 ≥ −j − 7

6
− α̂2 + (1− 2α̂)s+ α̂ (58)

≥ (2− 6α̂)j +
7

3
− α̂2 − 6α̂ ≥ 7

3
− 6α̂− α̂2.

We first used s ≥ 3j + 7
2 and then j ≥ 0.

All the lower bounds are attained at the lowest possible values
of j and s. By comparison of these lower bounds we obtain
the minimum time if we assume α̂ > 0.

Lemma V.6. The minimum of T 2 for values of (k, s) in the
region C and α̂ ∈ (0, 1

3 ) is given by T̂+,2 := 4
3 − 3α̂ − α̂2 if

α̂ ∈ [ 1
9 ,

1
3 ). In this case j = 0 and h = 2 so that k = 6j+2 =

2, s = 2 and l = b̂ = j + s = 2, r = ĉ = j − s + 1 = −1.
If α̂ ∈ (0, 1

9 ), the minimum is T̂ 2
+,0 := 1 − α̂2. In this case,

j = 0 so that k = 6j = 0, s = 1, and l = b̂ = j + s− 1 = 0,
r = ĉ = j − s+ 1 = 0.

2) Case α̂ < 0: If α̂ < 0, Proposition V.5 gives different
points where the maximum of F (l, r) is achieved according
to the value of h in k = 6j+h. The final result corresponding
to Lemma V.6 (cf. Appendix D) is as follows.

Lemma V.7. The minimum of T 2 for values of (k, s) in the
region C with k ≥ 0 and α̂ ∈ (− 1

3 , 0) is given by T̂−,0 :=
−2α̂− α̂2, for all values of α̂. In this case j = 0 so that k =
6j = 0, s = 1, and l = b̂ = j + s = 1, r = ĉ = j − s = −1.

In the problem of reaching a certain matrix X̃f in SU(2)
in minimum time (cf. (22)), we can choose between positive
and negative α̂. Therefore the optimal time is the minimum
between the time in Lemma V.6 and the one in Lemma V.7.
By comparison we obtain the following theorem which solves
Problem 2 and therefore the optimal control problem for any
X̃f ∈ SU(2) with eigenvalues eiα and e−iα, with 0 < |α| =
|2πα̂| < 2π

3 . We have

Theorem 2. Assume 0 < |α̂| < 1
3 . If |α̂| ≤ 4

15 the minimum
time is given by T 2 = 2|α̂| − α̂2, with α̂ < 0, k = 0, s = 1,
l = 1, r = −1. If |α̂| ≥ 4

15 the minimum is attained at
T 2 = 4

3 − 3|α̂| − α̂2, for α̂ > 0, k = 2, s = 2, l = 2, r = −1.

Remark V.8. We have made the assumptions −α̂ = β̂ and
0 < |α̂| < 1

3 in order to illustrate the procedure of solution and
give an explicit solution for a class of problems. In practical
situations one has numerical values for α̂ and β̂ and can
proceed to the maximization of (42) subject to (45). One can
again follow a min−min procedure as above, with the only
difference that now Lemma V.3 may not hold and therefore
the entire region C has to be considered.

VI. DISCUSSION OF THE METHOD AND EXAMPLE

The result of Theorem 2, which solves the integer opti-
mization problem, allows us to find the parameters a, b, c to
be used in the matrix A in (23) and therefore the optimal
control eAtPe−At (cf. (7)). Summarizing, the procedure is
as follows: Given the desired final condition (22), from the
eigenvalues of X̃f (in SU(2)), eiα and e−iα, we obtain α and
α̂ = α

2π ∈ ( 1
2 ,

1
2 ]. Assuming 0 < |α̂| < 1

3 , Theorem 2 gives the
value of T 2 = t2

4π2 (the optimal time) as well as the optimal
k, s = m + k

2 , l and r, and indicates whether to choose the
positive or negative value for α̂. Using these values in (34) we
obtain the value of b. Using this in (35) we obtain the value of
a and using these in (36) we obtain c. These are the parameters
for the optimal control. Such a control in general will drive
optimally to a state in X̂f ∈ SU(2) which is only similar to
the desired X̃f . The corresponding matrix in SU(3) will be
in the same equivalence class as the desired final condition.
Therefore, in general, there will exist a K ∈ SU(2) such that
KX̂fK

† = X̃f . By similarity transformation of A and P with(
1 0
0 K

)
we obtain the optimal A and P matrices to be used

in the optimal control (7).
We remark that the desired final condition is indeed in the

cut locus of the optimal synthesis and therefore the geodesics
found this way are maximal geodesics. One quick way to see
this is to apply Proposition 4.2 in [4]. Consider an intermediate
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point Yf in the optimal geodesic. By the principle of optimality
the geodesic after Yf has to be optimal and therefore Yf cannot
belong to the cut locus. From Proposition 4.2 of [4] if Ĥ
belongs to the isotropy group of Yf , it has to satisfy ĤPĤ† =
P and Ĥ[A,P ]Ĥ† = [A,P ], which implies with the form of
P and A (in particular c 6= 0 in (23)) that Ĥ must be a
scalar matrix. Therefore Yf has to belong to the regular part
of SU(3) and therefore the geodesic crosses the regular part.5

Example VI.1. Assume we want to drive in minimum time
up to a scalar matrix to the final condition

H =

 1 0 0
0 1√

2
i√
2

0 i√
2

1√
2


which performs an Hadamard-like gate [21],

X̃f =

(
1√
2

i√
2

i√
2

1√
2

)
, (59)

on the lowest two energy eigenstates. The eigenvalues of
X̃f are e±iπ/4. Therefore, using the notation of the previous
section, |α̂| = π/4

2π = 1
8 . Using Theorem 2, we find for the

minimum T , T =
√

15
8 , α̂ = − 1

8 and therefore negative,
k = 0, s = 1, l = 1, r = −1. Notice that the eigenvalues of
(−A+P )t from (25) are λ1 = 0, λ2 = 2πi, λ3 = −2πi so that
e(−A+P )t is the identity. We also get φ̂l = α̂+l = − 1

8 +1 = 7
8

and ψ̂r = −α̂ + r = 1
8 − 1 = − 7

8 . From (34) and (35) we
obtain b = 0 and a = 0, while from (36) we obtain c2 = 49

15 .
Therefore, the equivalence class of H is reached in minimum
time t = 2πT =

√
15π
4 (after re-scaling of time) using

A =

 0 0 0
0 0 ± 7i√

15

0 ± 7i√
15

0

 .

The final condition with this control is

eA
√

15π
4 =

(
1 0

0 eσx
7π
4

)
, (60)

with σx :=

(
0 i
i 0

)
. Explicit calculation chosing the positive

value for c gives that

eσx
7π
4 =

(
cos(t) i sin(t)
i sin(t) cos(t)

)
|t= 7π

4
=

(
1√
2

−i 1√
2

−i 1√
2

1√
2

)
.

This is not yet the desired final condition in (59) but it is simi-
lar to it using the similarity transformation K = diag(i,−i).
Therefore to obtain the optimal control we transform by
similarity transformation diag(1, i,−i) the matrix eAtPe−At

(7). Alternatively we could have used the negative value for
c which would have given exactly the transformation in (59)
without the need of an extra similarity transformation.

5Notice that there is a discrepancy between the terminology in [4] since
there we call ‘cut locus’ the set of points reached by two or more geodesics
and ‘critical locus’ what we have called cut locus here. However the argument
applies since the assumption in Proposition 4.2 of [4] is weaker than what
we assume here, because of Proposition 2.1 in [4].

Figure 3 represents the optimal trajectory in the orbit space
which was described at the beginning of section IV. The base
disk has a boundary which serves as the base of a closed
Möbius strip (Proposition IV.1). Every point of the interior of
the disk has attached a closed (vertical) disc and all vertical
discs collapsing on segments at the border of the base disc. All
the border segments form a closed Möbius strip. In our figure
we have not represented the imaginary part of the coordinate
on the vertical disks so as to be able to give a 3−D picture. For
the trajectory in this example such a coordinate is identically
zero. The trajectory in the quotient space for this example
is represented in black. It starts from the point representing
the identity and ends at the point corresponding to the final
condition which is in E2 and in the same fiber as the identity.

Fig. 3. Optimal trajectory in the quotient space
.

VII. CONCLUSION

We have given tools to solve the minimum time optimal
control problem for a class of systems on SU(n) of interest
in quantum mechanics. The presence of a symmetry group
eK in the model allows for a reduction of the unknown
parameters in the optimal controls and trajectories. This was
described in Proposition II.1 and Corollary II.2. The anal-
ysis of the orbit space SU(n)/S(U(n − 1) × U(1)) gives
information on the optimal synthesis on SU(n). In particular,
according to the results of [4] the reachable sets in SU(n)
are inverse images (under the natural projection) of sets in
SU(n)/S(U(n−1)×U(1)) and information on the cut locus
in SU(n) can be obtained from the corresponding sets in
SU(n)/S(U(n − 1) × U(1)). For these reasons, we have
described the orbit space explicitly in section III. For a large
part of the paper we have focused on the case of three level
quantum systems. This is motivated not only to illustrate the
above techniques but also by the enormous interest of three
level systems in multiple applications of quantum mechanics.
In fact, much interest in the quantum mechanics literature is
for lambda systems of Figure 1 where one wants to perform
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operations on the lowest two energy levels, which is the setting
we consider. The description of the orbit space of section
III is used here in two ways: On one end it motivates the
problem suggesting that the given final conditions are in the
cut locus, since they belong to the singular part of the orbit
space, and on the other hand it allows us to verify this by
showing that the derived geodesics cross the regular part. We
have given an explicit solution of this problem by transforming
it into an integer quadratic optimization problem. Although
this has been done only for a certain range of values of the
final condition, we believe that the technique used in section
V can be adapted for other ranges of the possible eigenvalues
of the final conditions and therefore lead to optimal control
laws for final conditions different from the ones considered
in Theorem 2. This, together with the maximality of the
geodesics discussed above, has the potential of leading to the
complete optimal synthesis for the case of SU(3), and to be
extended to problems on SU(n) for n > 3.
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APPENDIX

APPENDIX A
COMPLETION OF THE PROOF OF THEOREM 1

We are left with proving that Ψ is i) well-defined, ii) one-
to-one, and iii) continuous with continuous inverse.

For x ∈ D1, denote by W (x) the first factor in (19)
i) Ψ is well-defined: Assume first that Z, B ∈ SU(n) are
such that [Z]∼φ = [B]∼φ and let U ∈ SU(n − 1) be the
matrix that gives the equivalence (see equation (11)), then we
have:

Ψ
(

[B]∼φ

)
=




e−iφ 0 0 · · · 0

0 eiφ 0 · · · 0
0 0

...
... I

0 0




1 0 · · · 0
0

... B
0



∼

=




1 0 · · · 0
0

... U
0




e−iφ 0 0 · · · 0
0 1 0 · · · 0
0 0

...
... I

0 0




1 0 0 · · · 0

0 eiφ 0 · · · 0
0 0

...
... I

0 0




1 0 · · · 0
0

... B
0




1 0 · · · 0
0

... U†

0



∼

Since the first and the second matrices of the above expression
commute, and

U

(
eiφ 0
0 I

)
BU† =

(
eiφ 0
0 I

)
Z,

we get that Ψ
(
[B]∼φ

)
= Ψ

(
[Z]∼φ

)
. So the result of applying

Ψ does not depend on the representative in the equivalence
class ∼φ. Assume now that Ψ acts on D1 × SU(n − 1)/∼.
Let Z, B ∈ SU(n − 1) with [Z]∼ = [B]∼ and denote by
V ∈ SU(n − 2) and η ∈ [0, 2π] the matrix and the constant



APPENDIX 13

such that if X =

(
eiη 0

0 e−
iη
n−2V

)
∈ S(U(n− 2)×U(1)),

then B = XAX†. We have, for x ∈ D1:

Ψ (x, [B]∼) =

W (x)


1 0 · · · 0
0
... B
0



∼

=

W (x)


1 0 0 · · · 0
0 eiη 0 · · · 0
0 0
...

... e−
iη
n−2 V

0 0




1 0 · · · 0
0
... A
0




1 0 0 · · · 0
0 e−iη 0 · · · 0
0 0
...

... e
iη
n−2 V †

0 0



∼

.

By writing 
1 0 0 · · · 0
0 eiη 0 · · · 0
0 0
...

... e−
iη
n−2V

0 0

 =


eiη 0 0 · · · 0
0 eiη 0 · · · 0
0 0
...

... e−
iη
n−2V

0 0




e−iη 0 0 · · · 0
0 1 0 · · · 0
0 0
...

... I
0 0

 ,

we get

Ψ (x, [B]∼) =




eiη 0 0 · · · 0
0 eiη 0 · · · 0
0 0
...

... e
− iη
n−2 V

0 0



W (x)


1 0 · · · 0
0
... A
0




e−iη 0 0 · · · 0
0 e−iη 0 · · · 0
0 0
...

... e
iη
n−2 V †

0 0




∼

and multiplying inside by 1 = e
iη
n e
−iη
n so that the matrices

on the left and right above are in SU(n) yields that the above
equals:


x

√
1− |x|2 0 · · · 0

−
√

1− |x|2 x∗ 0 · · · 0
0 0
...

... I
0 0




1 0 · · · 0
0
... A
0



∼

= Ψ (x, [A]∼)

ii) Ψ is one-to-one: Assume, by way of contradiction, that Ψ
is not one-to-one. Then there exist x1, x2 ∈ D̄1, A1, A2 ∈
SU(n−1) and scalar φ and matrix V ∈ SU(n−1) such that:

W (x1)


1 0 · · · 0
0
... A1

0

 = (A.1)

(
eiφ 0

0 e
− iφ
n−1 V

)
W (x2)


1 0 · · · 0
0
... A2

0


(

e−iφ 0

0 e
iφ
n−1 V †

)

By taking x1, x2 in D̄1, we can consider both cases En and
D1×SU(n−1)/∼ at the same time. Denote by vjk the (j, k)
element of V . By comparing the first column of the left hand
side and the right hand side above, we have:


x1

−
√

1− |x1|2
0
...
0

 =



x2

−e−i
nφ
n−1

√
1− |x2|2v11

−e−i
nφ
n−1

√
1− |x2|2v21

...
−e−i

nφ
n−1

√
1− |x2|2vn−1,1


(A.2)

Thus necessarily x1 = x2 := x. This means that the pre-
images are either both in En or both in D1 × SU(n− 1)/∼.

Let us first assume that they are both in En, i.e. |x| = 1,
so x = eiη . It is easy to see that we can rewrite the left hand
side in (A.1) as:


eiη 0 0 · · · 0
0 e−iη 0 · · · 0
0 0
...

... I
0 0




1 0 · · · 0
0
... A1

0

 =


eiη 0 · · · 0
0
... M
0

 ,

(A.3)
with, using (A.1)

M = V


e−iη 0 · · · 0
0
... I
0

A2V
†.

So we get [A1]∼−η = [A2]∼−η .
Consider now the case with preimage in D1×SU(n−1)/∼,

so |x| < 1. This implies that
√

1− |x|2 6= 0. Thus, by using
equation (A.2), we get that vj1 = 0 for j = 2, · · · , n − 1.
Moreover, we must have: e−i

nφ
n−1 v11 = 1. Thus the matrix(

eiφ 0

0 e−
iφ
n−1V

)
in (A.1) is of the form:


eiφ 0 0 · · · 0

0 e
− iφ
n−1 v11 0 · · · 0

0 0
...

... Ṽ
0 0

 =


eiφ 0 0 · · · 0
0 eiφ 0 · · · 0
0 0
...

... Ṽ
0 0

 .
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Since this matrix commutes with W (x2) using equation (A.1),
we get:

A1 =


eiφ 0 · · · 0
0
... Ṽ
0

A2


e−iφ 0 · · · 0
0
... Ṽ †

0

 ,

for Ṽ ∈ U(n − 2) × U(1), so [A1]∼ = [A2]∼, where the
equivalence is in the space of (n− 1)× (n− 1) matrices.
iii) Ψ is continuous with continuous inverse: It suffices to
prove that Ψ is a continuous bijection from a compact space to
a Hausdorff space, as any continuous bijection from a compact
space to a Hausdorff space is a homeomorphism. Parts (ii) and
(iii) above take care of the bijection part. En∪ (D1×SU(n−
1)/∼) is compact because En is compact as it is a fiber bundle
over a compact space with compact fibers; gluing this to the
boundary of D1 means that D1 ∪En ≡ D̄1 ∪En is compact,
and SU(n− 1)/∼ is compact as it is the continuous image of
the compact space SU(n − 1). SU(n)/∼ is Hausdorff, as it
is a stratified space [9].

So it remains to prove that Ψ is continuous. Observe that
Ψ ◦ π = q ◦ Ψ̂, where π : (U(1) × SU(n − 1)) ∪ (D1 ×
SU(n− 1))→ En ∪D1 × SU(n− 1)/∼ is the quotient map
which sends (eiφ, A) ∈ U(1)× SU(n− 1) to [A]φ ∈ En and
(x,A) ∈ D1×SU(n− 1) to (x, [A]∼) ∈ D1×SU(n− 1)/∼;
q : SU(n)→ SU(n)/∼ is the quotient map; and Ψ̂ is defined
as follows:if (eiφ, A) ∈ U(1)× SU(n− 1) then

Ψ̂
(
(eiφ, A)

)
=


e−iφ 0 0 · · · 0
0 eiφ 0 · · · 0
0 0
...

... I
0 0




1 0 · · · 0
0
... A
0

 ;

if (x,A) ∈ D1 × SU(n− 1) then

Ψ̂ (x,A) = W (x)


1 0 · · · 0
0
... A
0

 .

Both q and Ψ̂ are continuous, and since π is a quotient map,
it is open and surjective. From this, continuity of Ψ follows.

APPENDIX B
PROOF OF PROPOSITION V.5

We first fix r = ĉ + q, q = 0, 1, 2, ..., d̂ − ĉ and maximize
the function F = F (l, r) over l ∈ [â, b̂]. By comparing the
values of F (â, r) and F (b̂, r) with F in (42), we find that the
maximum is achieved at b̂ if and only if â = b̂ or, by writing
k := 6j + h, j ≥ 0, h = 0, 1, 2, 3, 4, 5,

SI
(
−h3 − β̂

)
+ 2SI

(
−h3 − α̂

)
+ q

≥
(
−β̂ − h

3

)
+ 2

(
−h3 − α̂

)
+ 1.

(B.1)

This is independent of s and j and always verified when q ≥ 1.

Proof of (B.1): If b̂ > â, r = ĉ + q, F (r, b̂) ≥ F (r, â) if
and only if ĉ+ q ≥ −β̂ − 2α̂− (â+ b̂). With the values of â,
b̂ and ĉ in (47) (48), this latest condition becomes

SI
(
k
6 − s− β̂

)
+ q ≥

−β̂ − 2α̂−
(
SI
(
−k3 − α̂

)
+ LI

(
k
6 + s− α̂

))
.

(B.2)

Define ∆k to be equal to 1
2 if k is odd and equal to zero if k

is even. With this definition formula (B.2) becomes

SI
(
k
6 + ∆k − β̂

)
+ q ≥

−β̂ − 2α̂−
(
SI
(
−k3 − α̂

)
+ LI

(
k
6 −∆k − α̂

))
,

(B.3)

which is independent of s. Defining k := 6j + h, h =
0, 1, ..., 5, this becomes

SI
(
h
6 + ∆k − β̂

)
+ q ≥

−β̂ − 2α̂−
(
SI
(
−h3 − α̂

)
+ LI

(
h
6 −∆k − α̂

))
,

(B.4)

which is independent of j. To obtain (B.1), write the left hand
side of (B.4) as ∆k+ h

2 +SI
(
−h3 − β̂

)
+q and the right hand

side as −β̂− 2α̂−
(
SI
(
−h3 − α̂

)
−∆k − h

2 + LI
(

2h
3 − α̂

))
so that inequality (B.4) becomes

SI
(
−h3 − β̂

)
+ q ≥

−β̂ − 2α̂−
(
SI
(
−h3 − α̂

)
+ LI

(
2h
3 − α̂

))
=

−β̂ − 2α̂−
(
SI
(
−h3 − α̂

)
+ h+ LI

(
−h3 − α̂

))
=

−β̂ − 2α̂− 2SI
(
−h3 − α̂

)
+ 1− h,

where we used Lemma V.4. This gives (B.1).
By verifying (B.1) for h = 0, 1, ..., 5, we find the following

result.

Lemma B.1. Assume α̂ > 0. The maximum of F (r, l) as a
function of l on [â, b̂] is at b̂ independently of r ∈ [ĉ, d̂] and
the value of k, since (B.1) is always verified. If α̂ < 0, the
maximum is achieved at b̂ for each value of r and each value
of k = 6j + h except for the cases h = 1 and h = 4. In these
cases b̂ 6= â since k 6= 0 and (B.1) is not verified and the
maximum is at l = â for r = ĉ and at l = b̂ for r 6= ĉ.

We now study F = F (l, r) as a function of r. Assume first
α̂ > 0 or α̂ < 0 but h 6= 1, 4. Then according to Lemma B.1
we first study F (b̂, r) for r in the interval [ĉ, d̂]. The maximum
is achieved at ĉ if and only if F (b̂, ĉ) ≥ F (b̂, d̂), which, using
(49), is true if and only if ĉ = d̂ or ĉ+ d̂ ≤ α̂− b̂. The latter
with the expressions for b̂, ĉ and d̂ in (47) (48), with β̂ = −α̂
and using k = 6j + h becomes:

SI

(
h

6
+ ∆k + α̂

)
+LI

(
−h

3
+ α̂

)
≤ α̂−LI

(
h

6
−∆k − α̂

)
.

(B.5)
Direct verification shows that (B.5) is always verified if α̂ > 0,
and thus the maximum is at F (b̂, ĉ). It is also verified for
α̂ < 0 unless h = 2 or h = 5, which give the maximum at
F (b̂, d̂). Consider h = 1, h = 4 and α̂ < 0. We have two
subcases:
1) ĉ = d̂ which occurs if and only if s = k

2 + 1 from Lemma
C.1. 6 In this case, the maximum is at F (â, ĉ) = F (â, d̂).

6Recall we are assuming k ≥ 0. Therefore the second condition of the
Lemma is automatically verified.
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2) s > k
2 + 1 and therefore d̂ > ĉ. Then we have to compare

F (â, ĉ) and F (b̂, d̂). We calculate the values of â, b̂, ĉ and d̂
from (47) (48) in this case for k = 6j+1 and k = 6j+4 (recall
that j ≥ 0), we obtain: For h = 1, â = −2j, b̂ = j + s − 1

2 ,

ĉ = j − s + 1
2 , d̂ = −2j − 1. For h = 4, â = −2j − 1,

b̂ = j + s, ĉ = j − s + 1, d̂ = −2j − 2. We have for h =
1, F (â, ĉ) = −α̂2 + α̂(−3j + s − 1

2 ) + 3j2 + s2 + 1
4 − s,

F (b̂, d̂) = −α̂2 + +α̂(3j + s + 1
2 ) + 3j2 + 3j + s2 + 7

4 −
2s. By comparison we have that F (â, ĉ) ≥ F (b̂, d̂) if and
only if s ≥ 3j + 3

2 + α̂(6j + 1), which is indeed true since
(using s ≥ k

2 + 1) s ≥ 3j + 3
2 and α̂ < 0. For h = 4,

F (â, ĉ) = −α̂2 + α̂(−3j + s − 2) + 3j2 + 3j + 1 + s2 − s,
F (b̂, d̂) = −α̂2 + α̂(3j + s + 2) + 3j2 + s2 + 6j + 4 − 2s.
By comparison we have that F (â, ĉ) ≥ F (b̂, d̂) if and only if
s ≥ 3j + 3 + α̂(6j + 4), which is indeed true since (using
s ≥ k

2 + 1) s ≥ 3j + 3 and α̂ < 0. Therefore in this case also
we have that the maximum is achieved at F (â, ĉ).

APPENDIX C
THE BOX (47) (48) IS NOT EMPTY

Lemma C.1. Assume α̂ and β̂ 6= 0,± 1
3 . In (47) d̂ > ĉ unless

s = |k|
2 + 1 and k ≥ 0, in which case ĉ = d̂. In (48) b̂ > â

unless s = |k|
2 + 1 and k ≤ 0, in which case â = b̂.

Proof. We prove the first statement since the proof for the
second one is similar. Using s ≥ |k|

2 + 1, we have for ĉ in
(47) ĉ = SI

(
k
6 − s− β̂

)
≤ SI

(
k
6 −

|k|
2 − 1− β̂

)
= −1 +

SI
(
k
6 −

|k|
2 − β̂

)
, with equality if and only if s = |k|

2 + 1. If

k < 0 the last term is −1 +SI( 2
3k− β̂) = −1 +k+SI(−k3 −

β̂) = k+LI(−k3 − β̂) < LI(−k3 − β̂) = d̂. However if k ≥ 0,
the last term is −1 + SI(−k3 − β̂) = LI(−k3 − β̂) = d̂.

APPENDIX D
CASE α̂ < 0 (PROOF OF LEMMA V.7)

Set k = 6j + h, with h = 0, 1, 2, 3, 4, 5 and use (47) (48).
1) h = 0, (b̂ = j + s, ĉ = j − s, j ≥ 0, s ≥ 3j + 1)

T 2 ≥ 3j2 + s2 − F (b̂, ĉ) = −α̂2 − 2α̂
≥ −α̂2 − 2α̂j(3j + 1) ≥ −α̂2 − 2α̂.

Here we used first s ≥ 3j + 1 and then j ≥ 0. The minimum
T̂ 2
−,0 = −α̂2 − 2α̂ is achieved for j = 0 and s = 1.

2) h = 1, (â = −2j, ĉ = j − s+ 1
2 )

T 2 ≥ 3j2 + j + 1
12 + s2 − F (â, ĉ) =

−α̂2 − 1
6 + (1− α̂)s+ (1 + 3α̂)j + α̂

2
≥ −α̂2 − α̂+ 4

3 + 3j ≥ −α̂2 − α̂+ 4
3 .

Here we used first s ≥ 3j+1 and then j ≥ 0. The minimum
is T̂ 2

−,1 = 4
3 − α̂− α̂

2 is achieved for j = 0 and s = 3j + 3
2 .

3) h = 2, (b̂ = j + s, d̂ = −2j − 1)

T 2 ≥ 3j2 + 2j + 1
3 + s2 − F (b̂, d̂) =

−(1 + 3α̂)j − 2
3 − α̂− α̂

2 + (1− α̂)s
≥ (2− 6α̂)j + 4

3 − 3α̂− α̂2 ≥ 4
3 − 3α̂− α̂2.

Here we first used we used s ≥ 3j + 2 and then we used
j ≥ 0. The minimum T̂ 2

−,2 = 4
3 − 3α̂ − α̂2 is achieved for

j = 0 and s = 3j + 2.
4) h = 3, (b̂ = j + s+ 1

2 , ĉ = j − s+ 1
2 )

T 2 ≥ 3j2 + 3j +
3

4
+ s2 − F (b̂, ĉ) = −α̂2 − 2α̂s

≥ −α̂2 − 6α̂j − 5α̂ ≥ −α̂2 − 5α̂

We first used s ≥ 3j + 5
2 and then j ≥ 0. The minimum

T̂ 2
−,3 = −α̂2 − 5α̂ is achieved for j = 0 and s = 5

2 .
5) h = 4, (â = −2j − 1, ĉ = j − s+ 1)

T 2 ≥ 3j2 + 4j + 4
3 + s2 − F (â, ĉ) =

(1 + 3α̂)j + (1− α̂)s+ 2α̂+ 1
3 − α̂

2

≥ 4j − α̂+ 10
3 − α̂

2 ≥ 10
3 − α̂− α̂

2.

We first used s ≥ 3j + 3. and then j ≥ 0. The minimum
T̂ 2
−,4 = 10

3 − α̂− α̂
2 is achieved for j = 0 and s = 3.

6) h = 5, (b̂ = j + s+ 1
2 , d̂ = −2j − 2)

T 2 ≥ 3j2 + 5j + 25
12 + s2 − F (b̂, d̂) =

− 7
6 + (3− 3α̂)j − α̂2 + (1− α̂)s− 5

2 α̂.
≥ (6− 6α̂)j − α̂2 − 6α̂+ 7

3 ≥
7
3 − α̂

2 − 6α̂

We first used s ≥ 3j + 7
2 and then j ≥ 0. The minimum

T̂ 2
−,5 = 7

3 − 6α̂ − α̂2 is achieved for j = 0 and s = 7
2 .

By comparison of the functions T̂ 2
−,w = T 2

−,w(α̂), for w =
0, 1, ..., 5, we obtain Lemma V.7.
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