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Abstract

The success of the Segment Anything Model (SAM) demonstrates the significance
of data-centric machine learning. However, due to the difficulties and high costs
associated with annotating Remote Sensing (RS) images, a large amount of valuable
RS data remains unlabeled, particularly at the pixel level. In this study, we leverage
SAM and existing RS object detection datasets to develop an efficient pipeline
for generating a large-scale RS segmentation dataset, dubbed SAMRS. SAMRS
totally possesses 105,090 images and 1,668,241 instances, surpassing existing
high-resolution RS segmentation datasets in size by several orders of magnitude.
It provides object category, location, and instance information that can be used
for semantic segmentation, instance segmentation, and object detection, either
individually or in combination. We also provide a comprehensive analysis of
SAMRS from various aspects. Moreover, preliminary experiments highlight the
importance of conducting segmentation pre-training with SAMRS to address task
discrepancies and alleviate the limitations posed by limited training data during
fine-tuning. The code and dataset will be available at SAMRS.

1 Introduction

The advancement of earth observation technologies has led to the generation of abundant remote
sensing images (RSI). These images retain valuable information about the spatial distribution and
condition of extensive ground surfaces and geospatial objects, and can be conveniently accessed
in real-time. Consequently, remote sensing data has garnered the interest of various disciplines,
including agricultural monitoring, urban planning, and environmental protection. In particular, the
identification of surface targets has been a fundamental task in these fields for several years.

To our knowledge, a significant number of RSIs remain unlabeled. Unlike natural images that can be
easily comprehended by the human eye, interpreting RSI taken from an aerial perspective typically
demands specialized expertise from practitioners. Furthermore, RSI objects are often distributed
sparsely, and the images frequently contain small targets, making the labeling process less efficient.
Therefore, the annotation of RSI has traditionally required substantial labor and time costs. Among
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Figure 1: Some examples of SAM segmentation results on RSIs: (a) RGB aerial image obtained
from the IsAID dataset [41]. (b) Airborne aerial image composed of near-infrared, red, and green
bands. This image is from the ISPRS Vaihingen dataset'. (c) RGB satellite image observed by GF-2
sensors. This image is from the GID dataset [34]. (d) Hisea-1 SAR image from the Marine Farms
Segmentation track of the Sth Gaofen Challenge”. These segmentation results are generated by the
SAM demo website?.

various RS tasks, the classification task requires only a single category for the entire scene, and
the detection task involves the additional step of bounding box annotation, while segmentation is
particularly challenging since it necessitates pixel-level annotations to accurately delineate object
boundaries.

Do we have to spend a significant amount of time annotating RSIs? The answer is probably no.
Recently, the segment anything model (SAM) [17], which excels in object segmentation, has gained
popularity as a new research focus in the field of computer vision. SAM accurately captures object
locations and contours (i.e., in the form of masks), enabling it to distinguish various objects in the
foreground and background. Furthermore, SAM possesses an impressive zero-shot segmentation
ability, exhibiting high performance even when applied to specialized scenarios such as cell images
photographed by microscopes [8] and medical images [26], despite being trained on a vast dataset of
natural images. In the RS field, [31] firstly tests the performance of SAM on six public datasets. [16]
extra introduce a domain decoder to improve the performance of SAM on the planetary geological
mapping task. Beyond default prompts, [29, 45] consider utilizing texts as the prompt by adopting
Grounding DINO [20] to obtain boxes that can be employed by SAM. Then, [29] realizes the one-shot
segmentation with the help of PerSAM [47], while [45] applies the heatmap obtained from CLIP [30]
to further optimize segmentation results. Different from the above methods with manual prompts,
[3] design a prompter to adaptively generate prompts for improving the performance of SAM in
instance segmentation. In addition, SAM is also used in producing rotated bounding boxes *, which
is significant for RS oriented object detection.

We have also found it performs well in recognizing diverse targets in RSI, even when the images
are obtained using sensors that perceive different bands, such as infrared and microwave, or with
varying resolutions, such as airborne or satellite imagery, as illustrated in Figure 1. Although we
acknowledge that SAM may not have fully detected all regions, we believe that it has significant
potential to improve the efficiency of annotating RSIs since it delivers promising segmentations on
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recognized areas. Therefore, in this study, we aim to utilize SAM to efficiently construct a large-scale
RS segmentation dataset by obtaining pixel-level annotations for RSIs. Ground objects in RSI
possess definite category properties, which are essential for real RS recognition tasks. However, the
segmentation maps produced by SAM lack such information, rendering them unsuitable for labeling
RSIs. To address this issue, we notice the annotations in existing RS object detection datasets,
which include category and bounding box information. With the aid of SAM, we can leverage
such detection annotations to obtain pixel-level semantic labels and efficiently construct large-scale
segmentation datasets. The obtained dataset is called Segment Anything Model annotated Remote
Sensing Segmentation dataset (SAMRS). SAMRS inherits the characteristics of existing RS object
detection datasets that have more samples and categories compared with existing high-resolution RS
segmentation datasets.

Since we efficiently obtain numerous segmentation label maps, it is natural to consider using the
obtained dataset for pre-training. Existing models pretrained by classification tasks may be not very
suitable for downstream tasks, e.g., segmentation, because of the task-level discrepancy [36], while
the emergence of SAMRS is expected to address this issue. To this end, we train classical deep
learning models on the SAMRS, and finetune the trained model on typical RS segmentation datasets
to explore the feasibility of segmentation pre-training. The main contribution of this study can be
summarized to: (1) We develop a SAM-based pipeline for efficiently generating RS segmentation
annotations. (2) We obtain a large-scale RS segmentation dataset named SAMRS using existing RS
object detection annotations, whose capacity is far beyond existing high-resolution RS segmentation
datasets. (3) We conduct preliminary segmentation pre-training experiments on SAMRS. The results
highlight the importance of conducting segmentation pre-training using large-scale RS segmentation
data, such as SAMRS, for mitigating task discrepancy and dealing with limited training data. We
hope this research could significantly enhance the annotation efficiency of RSIs, thereby unlocking
the full potential of RS models, especially in the context of segmentation tasks.

2 Implementation

2.1 Segment Anything Model

To perform segmentation, additional prompts
are needed to guide SAM to locate the object
of interest, in addition to the input image. SAM
supports various prompts, such as points, boxes,
and masks, which can be input into the model
either alone or in combination. It is important
to note that when using point prompts, it is nec-
essary to indicate whether the points are fore-
grounds or backgrounds. In this study, we use
detection annotations from existing datasets to
obtain all kinds of prompts since they contain
both location and category information.

(d)
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atasets Figure 2: The differences between segmentation

In this study, we employ SAM on four labels and mask prompts. (a) Pixel—leyel annotated
public RS object detection datasets, namely Map from the orlg%nal dat.aset. (b) Pixel-level an-
HRSC2016 [22], DOTA-V2.0 [10], DIOR [18], Dhotations along with horizontal and rqtated box
and FAIRIM-2.0 [33]. DOTA, DIOR, and groynd truths. (c) Mask prompts derlyed from
FAIRIM are three large-scale datasets [33]. horizontal boxes. (d) M?.Sk prompts derived frqm
HRSC2016 is primarily designed for ship de- rqtated boxes. The ship instances are marked with
tection and comprises only one category. In different colors by following (a).

comparison to the other three datasets, it has the

smallest data volume. Additionally, in the testing set, 124 images possess bounding box annotations
and pixel-level labels simultaneously, making it highly suitable for evaluating the accuracy of SAM
annotations. Therefore, we conduct an ablation study on the testing set consisting of the aforemen-
tioned 124 images to determine the optimal configuration for SAM. Following this, we generate
segmentation labels for the remaining datasets. To obtain a segmentation dataset with more images or



categories, we opt for the latest versions of DOTA and FAIRIM. Based on the available annotations,
we only transform the training and validation sets of DOTA-V2.0 and FAIR1M-2.0, while for DIOR,
all data has been utilized. Here, according to the licenses, DOTA, DIOR, and FAIRIM can be used
for academic purposes.

2.3 Prompt Settings

As RSIs are captured from an overhead perspective, the objects in them can have arbitrary orientations,
unlike natural image objects that are typically oriented upward due to gravity. Hence, in addition to
the usual horizontal bounding boxes (H-Box), we also consider oriented bounding boxes or rotated
bounding boxes (R-Box) as box prompts. However, SAM does not directly support R-Box prompts.
To address this issue, we use the minimum circumscribed horizontal rectangle of the R-Box, which is
denoted as “RH-Box”. It is also worth noting that the instances in the HRSC2016 testing set contain
both H-Box and R-Box ground truth annotations.

In the case of the point prompt, due to the in-
tricate shapes of various RS objects, such as
airplanes, we have taken a cautious approach
and only consider the center point as the fore-
ground. We did not include background points
in our study, as accurately defining them in an
automated way can be challenging without ad-
ditional contextual information. Regarding the
mask prompt, we define the region enclosed by
corresponding boxes as the mask prompt. Figure
2 illustrates the differences between the adopted
mask prompts and ground truth segmentation
labels. In SAM, the mask is a single-channel
score matrix where positive values denote the d) @) 0]

active area where the target is located, whereas

negative values represent irrelevant areas. In our  Figure 3: The adopted basic prompts. (a) CP. (b)
experiments, we assign the values in these two H-Box. (¢) RH-Box. (d) H-Box-M. (e) R-Box-
types of areas as 1,000 and -1,000, respectively. M. (f) RH-Box-M. The dashed line is used for the
convenience of visualization.

In summary, we have obtained six basic prompts,
namely center point (CP), H-Box, RH-Box, and
their corresponding masks, i.e., H-Box-M, R-Box-M, and RH-Box-M, as illustrated in Figure 3.

2.4 Ablation Study

In addition to the above basic prompts, we also investigate various combinations of prompts in
this study. To conduct a comprehensive analysis, we compute two types of mean intersection over
union (mIOU) metrics: mIOU; and mIOU p, which measure the similarity between the predicted
segmentation mask and the ground truth label. The former is the average value of the IoU calculated
on a per-instance basis, while the latter measures the pixel-level accuracy. Given the ¢th instance with
intersection set I; and union set U;, and the number of instances [N, we have:

N N
1 1; > i
mlOU; = — § — mlOUp = &=4=11 (1)
N & U >ic, Ui

Table | presents the evaluation results of utilizing different prompts. The point prompt delivers the
worst performance and negatively affects the accuracy of any prompt combinations. This could be
attributed to the insufficient amount of foreground points, which cannot guide the model effectively.
The mask prompt performs better than the point prompt, but it still cannot generate high-quality
segmentation annotations. The highest accuracy achieved by a mask prompt is approximately 60%,
which is still much lower than the optimal prompts. Furthermore, the mask prompt has a negative
impact on the performance of box prompts. When solely adopting the H-Box prompt, we obtain
the highest accuracy compared to the point and mask prompts. For the case of utilizing R-Box
annotations, the RH-Box prompt also achieves satisfactory performance. From this experiment, we
conclude that: if an RS object detection dataset only has R-Box annotations, then the RH-Box prompt



Table 1: Results of using different prompts on the HRSC2016 testing set consisting of 124 images.

CP H-Box H-Box-M R-Box-M RH-Box RH-Box-M \ mIOU; mIOUp

Point
v [ 16.14 2.72
H-Box
v 89.97 79.40
v 40.54 36.71
v v 86.67 77.35
v v 74.21 62.25
v v 24.54 541
v v v 59.71 49.30
R-Box
v 65.54 59.78
4 v 26.49 497
RH-Box
v 88.85 76.42
v 34.63 31.81
v 83.55 72.67
v v 66.23 52.75
v v 23.71 5.10
v v v 49.24 39.03

Table 2: Comparisons of different high-resolution RS segmentation datasets.

Dataset #lmages #Category #Channels Resolution (m) Image size Instance Fine-grained
ISPRS Vaihingen T 33 6 IRR,G 0.09 2,494 x 2,064

ISPRS Potsdam ° 38 6 IR,RGB 0.05 6,000 x 6,000

Zurich Summer [35] 20 8 NIR,RGB 0.62 1,000 x 1,150

Zeebruges [27] 7 8 RGB 0.05 10,000 x 10,000

DeepGlobe Land Cover [6] 1,146 7 RGB 0.5 2,448 x 2,448

UAVid [24] 420 8 RGB - 4,096 x 2,160 or 3,840 x 2,160

GID [34] 150 15 NIR,RGB lor4 6,800 x 7,200

Landcover.ai [2] 41 3 RGB 0.250r 0.5 9,000 x 9,500 or 4,200 x 4,700

IsAID [41] 2,806 15 RGB - 800 x 800 ~ 4,000 x 13,000 v

LoveDA [38] 5,987 7 RGB 0.3 1,024 x 1,024

SAMRS

SOTA 17,480 18 RGB - 1,024 x 1,024 v

SIOR 23,463 ! 20 RGB - 800 x 800 v

FAST 64,147 37 RGB - 600 x 600 v v

! To avoid data snooping, only the 11725 images corresponding to the original DIOR trainval dataset are used in subsequent pre-trainings.

should be used; otherwise, the H-Box prompt should be adopted. This consideration is applied in our
later dataset transformations.

2.5 Dataset Transformation

For the FAIR1M-2.0 dataset, since it only contains R-Box annotations, we use the corresponding
RH-Box as the prompt. For DOTA-V2.0 and DIOR, we directly adopt the H-Box prompt. Prior to
transformation, we follow the common practice to crop images in DOTA and FAIR1M datasets to
1,024 x 1,024 and 600 x 600, respectively, while images in DIOR are maintained at the size of 800
x 800. The resulting datasets are named SOTA (i.e., DOTA — SOTA), SIOR (i.e., DIOR — SIOR),
and FAST (i.e., Fine-grAined object recognltion in high-Resolution remote sensing imagery — Fine-
grAined Segmentation for high-resolution remoTe sensing imagery), respectively. These datasets
constitute a comprehensive and large-scale remote sensing segmentation database, i.e., SAMRS.

3 SAMRS

3.1 Basic Information

The obtained segmentation labels are stored in *.png files. Pixel values are aligned with the object
classes of source object detection datasets. The areas that have not been covered by the generated
masks will be in a pixel value of 255. We present the comparison of our SAMRS dataset with
existing high-resolution RS segmentation datasets in Table 2 from different aspects. With the
available high-resolution RSI object detection datasets, we can efficiently annotate 105,090 images
containing 1,668,241 instances based on SAM and the identified prompt settings (Sec. 2.4), which is
more than ten times the capacity of existing datasets. Additionally, SAMRS inherits the categories

“https://www.isprs.org/education/benchmarks/UrbanSemLab/2d-sem-label-potsdam.aspx
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Figure 4: Some visual examples from the three subsets of our SAMRS dataset. For the definition of
classes, please refer to the supplementary material.

of the original detection datasets, which makes them more diverse than other high-resolution RS
segmentation collections. It is worth noting that RS object datasets usually have more diverse
categories than RS segmentation datasets due to the difficulty of tagging pixels in RSIs, and thus our
SAMRS reduces this gap.

Specifically, the resulting FAST dataset is a large-scale fine-grained RS segmentation dataset that
targets diverse vehicles and grounds, while SOTA and SIOR are segmentation datasets containing
common object categories. For this reason, we did not unify their categories. In addition to the
massive pixel-level semantic mask annotations, SAMRS includes instance mask and bounding box
annotations. This means that it can be used to perform semantic segmentation, instance segmentation,
and object detection, either individually or in combination. This feature sets SAMRS apart from the
IsAID dataset, which was independently annotated from scratch on DOTA-V1.0 [42] images.

3.2 Statistics and Analysis
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Figure 5: Statistics of the number of pixels and instances per category in SAMRS. The histograms for
the subsets SOTA, SIOR, and FAST are shown in the first, second, and third columns, respectively.
The first row presents histograms on a per-pixel basis, while the second row presents histograms on a
per-instance basis. A list of category abbreviations is provided in the supplementary material.

To gain a deeper understanding of the characteristics of the SAMRS dataset, we conduct a thorough
analysis of their capacity per category, including pixel and instance numbers. The results are presented
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Figure 6: Statistics of the mask sizes in the subsets of SAMRS. (a) SOTA. (b) SIOR. (c) FAST.

in Figure 5. In this analysis, we only count instances that have valid masks. The figure indicates that
SIOR has more balanced categories compared to SOTA and FAST. In the instance-level statistics,
we observe a large number of vehicle annotations, particularly on small ships and cars, as they are
common in the real world and frequently appear in RSIs. This could also be the goal of initially
developing these detection datasets. For instance, DOTA-V2.0 focuses on small targets, while
FAIR 1M mainly aims to accurately distinguish between different types of vehicles. Furthermore, it is
observed that some categories have a high number of pixels but a low number of instances, which is
likely due to their large size. For instance, the expressway-service-area in SIOR and the football-field
in FAST demonstrate this pattern.

In addition, we investigate the distribution of mask sizes in SAMRS, as shown in Figure 6. The
results indicate that, in general, there are more instances with smaller sizes in all subsets. However,
some differences exist between the subsets. Specifically, FAST has more small objects than the other
two sets. Nevertheless, SOTA appears to have a higher number of extremely small targets (i.e., <100
pixels), since its source dataset DOTA-V2.0 is designed for small object detection. On the other hand,
SIOR has a more smooth distribution of mask sizes compared to SOTA and FAST.

3.3 Visualization

In Figure 4, we visualize some segmentation annotations from the three subsets in our SAMRS
dataset. As can be seen, SOTA exhibits a greater number of instances for tiny cars, whereas FAST
provides a more fine-grained annotation of existing categories in SOTA such as car, ship, and plane.
SIOR on the other hand, offers annotations for more diverse ground objects, such as dam. Hence, our
SAMRS dataset encompasses a wide range of categories with varying sizes and distributions, thereby
presenting a new challenge for RS semantic segmentation.

4 Experiment

4.1 Pre-training
4.1.1 Data and Model Settings

To investigate the influence of segmentation pre-training (SEP) using SAMRS, we adopt multiple
segmentation frameworks, including typical encoder-decoder networks and the recently emerged
end-to-end structure. In encoder-decoder networks, we utilize classical UNet [32] and commonly-
used UperNet [43]. Different from the original U-Net that has five blocks in the decoder part, to
be compatible with the typical hierarchical pyramid backbone network that outputs four levels of
features, we replace the last block to a single 2x bilinear upsampling layer, which is followed
by a segmentation head that contains a 1x 1 convolution, a 2x bilinear upsampling, and a ReLU
activation function. For UperNet, the segmentation head only employs a 1x1 convolution. To
comprehensively explore the SEP, in addition to traditional convolutional networks such as ResNet
[14], diverse backbones are used, including hierarchical vision transformers: Swin [21], VITAEv2
[46] and Internlmage [40], and non-hierarchical networks, including ViT [12], ViT-Adapter [4] and
ViT-RVSA [37]. For the end-to-end structure, we choose the recent Mask2Former [5]. The SAMRS
is split into two parts, one for pre-training, and another for validation, see the supplementary material
for more details. In the data preprocessing, we employed common data augmentation techniques,
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including random scaling, random horizontal and vertical flipping, random rotation by 90 degrees,
and altering pixel values through random color jitter and gamma transformation. Moreover, to ensure
a fair comparison with prior studies [7, 36], we randomly cropped the input images to a size of 224
x 224.

4.1.2 Training Settings

Intuitively, a well-initialized backbone network generates discriminative features at the beginning of
training, thereby facilitating the optimization process of the decoder component. Since the SEP is
expected to mitigate the gaps between pre-training and downstream tasks. To this end, before the
segmentation pre-training phase, the selected model’s backbone network is initialized using pretrained
weights. In our experiments, to fully evaluate the SEP, besides basic supervised pre-training on
ImageNet (IMP) [7], we also utilize the RSP [36] on the MillionAID Dataset [23]. In addition,
the unsupervised pre-training weights are also involved, including BEiT [1] and MAE [13]. Here,
the MAE pre-training is conducted on the MillionAID [37], while the BEIiT is pretrained on the
ImageNet.

To accommodate the multiple segmentation sets within SAMRS, each having a different number of
categories, we employ a multi-head pre-training strategy. This approach involves utilizing separate
segmentation heads for individual datasets. The only distinction lies in the output channel count of
the 1 x 1 convolution, which corresponds to the number of categories. During batch-based training,
diverse mini-batches are sampled from these sets to form a collective large batch, which is then
fed into the network. Given the volume disparities among the various sets in SAMRS, proportional
sampling is employed to obtain the mini-batches. Assuming a large batch of size B consists of M
mini-batches with sizes By, By, - - - , By, it follows that B = By + By + - - - + Bj. Each mini-batch
corresponds to its respective segmentation head, resulting in a training loss £; for the ith mini-batch.
The total loss is computed as £ = L1 + Lo+ - -+ L7. Assuming the sizes of the M sets in SAMRS
are L1, Lo, --- , Lps, we can express this relationship as B; = #LB, i1=0,1,..., M. Here, M
j=11%7J

can be easily extended for more RS detection datasets. In this study, M = 3. Figure 7 illustrates the
pre-training pipeline. Each model is first pre-trained for 80k iterations with B = 96 and then used for
fine-tuning. All experiments are implemented by PyTorch on NVIDIA GeForce RTX 3090 GPUs.

4.2 Fine-tuning
4.2.1 Comparison to Various Pre-training Strategies

In the RS community, ISPRS Potsdam and ISAID are commonly-used finely annotated datasets for
evaluating segmentation methods [25, 28, 36, 37, 44], and we use them to assess the pre-trained
models, as Table 3-4 shown. It can be seen that, without good initialization, the performances of SEP
are comparable as IMP but inferior to IMP+SEP. On the Potsdam scene, for the traditional encoder-
decoder network, SEP improves both convolutional and vision transformer networks, especially for
UperNet and the backbones containing hierarchical features (also includes ResNet). As a result,
VIiTAEV2-S is greatly boosted and overperforms existing advanced methods in overall accuracy. We
also observe that SEP is useful when combined with different pre-training strategies. Even if using
the initialized weights generated by pre-training on SAMRS itself, SEP still can improve the accuracy,



Table 3: Segmentation results of different methods on the ISPRS Potsdam dataset. {: MAE pre-
training on the MillionAID. 11: MAE pre-training on the SAMRS training set. “*” denotes the best
score among all methods.

. F1 score per categor:
Method Pretrain ‘ Backbone Imper. surf.  Building pLow vig.y Tree Car } OA mFl
Comparison method
ST-UNet [15] — ResNet-50 79.19 86.63 67.89 66.37 719.77 — 86.13
ResUNet-a d7v2 [9] | — — 93.50 97.20 88.20 89.20 96.40 | 91.50  92.90
LANet [11] IMP ResNet-50 93.05 97.19 87.30 88.04 94.19 | 90.84  91.95
DCFAM [39] IMP Swin-S 94.19 97.57 88.57 89.62 9631 | 92.00 93.25%
Convolutional network
UNet SEP ResNet-50 90.62 94.75 85.12 8391 96.51 | 89.70  90.18
UNet IMP ResNet-50 90.78 94.78 85.23 84.76 96.81 | 89.94  90.47
UNet IMP+SEP ResNet-50 91.36 94.92 85.39 85.24 97.17 | 90.29  90.82
UperNet SEP ResNet-50 91.02 94.82 84.28 83.97 9695 | 89.70  90.21
UperNet IMP ResNet-50 90.70 94.44 84.68 83.94 96.58 | 89.59  90.07
UperNet IMP+SEP ResNet-50 91.38 95.26 85.14 84.88 97.16 | 90.27 90.76
Hierarchical vision transformer
UperNet IMP Swin-T 93.09 96.74 86.99 86.45 91.12 | 91.44  90.88
UperNet IMP+SEP Swin-T 93.06 96.65 87.07 86.74 97.64 | 91.88  92.23
UperNet IMP ViTAEv2-S 92.54 96.54 86.11 86.13 91.31 | 91.00  90.52
UperNet IMP+SEP ViTAEv2-S 93.45 96.99 87.65 87.00 97.67 | 92.25% 92.55
UperNet IMP InternImage-T 93.27 96.80 87.41 86.62 91.79 | 91.65 91.18
UperNet IMP+SEP InternImage-T 93.30 96.91 87.24 86.80 97.81 | 92.08 92.41
Plain vision transformer
UperNet IMP ViT-B 93.09 96.83 86.93 86.61 9093 | 91.47  90.88
UperNet IMP+SEP ViT-B 92.96 96.52 86.62 86.01 97.57 | 91.60 91.94
UperNet IMP ViT-Adapter-B 93.16 96.77 87.09 86.71 91.20 | 91.53  90.98
UperNet IMP+SEP ViT-Adapter-B 93.20 96.75 87.06 86.52 97.68 | 9191 92.24
Pre-training strategy
UNet RSP ResNet-50 91.49 95.42 85.70 85.18 97.05 | 90.49  90.97
UNet RSP+SEP ResNet-50 92.00 95.44 85.76 8533 97.38 | 90.72 91.18
UperNet RSP ResNet-50 91.08 94.64 85.57 8538 96.97 | 90.18  90.73
UperNet RSP+SEP ResNet-50 91.73 95.52 85.44 85.35 97.24 | 90.59 91.06
UperNet BEiT ViT-B 88.70 92.29 81.48 78.64 9636 | 86.86  87.49
UperNet BEiT+SEP ViT-B 89.95 93.33 82.96 8091 96.67 | 88.20 88.76
UperNet MAE § ViT-B + RVSA 92.67 96.38 86.43 85.89 90.46 | 90.97  90.37
UperNet MAE+SEP ViT-B + RVSA 92.69 96.33 86.28 85.60 97.56 | 91.33  91.69
UperNet SAMRS-MAE i} ViT-B + RVSA 92.46 96.10 86.18 85.59 9035 | 90.71  90.13
UperNet SAMRS-MAE+SEP | ViT-B + RVSA 92.34 95.88 86.06 8532 97.54 | 91.01 91.43
End-to-end transformer
Mask2Former IMP ResNet-50 88.40 92.93 83.05 83.98 86.00 | 87.54 86.87
Mask2Former IMP+SEP ResNet-50 72.41 78.98 63.14 61.62 73.16 | 70.14  69.86

excluding the effect of data volume used for training. We notice SEP played a negative role in the
end-to-end structure, it may be because the objects of SAMRS are too small, which is unfavorable for
the region-based Mask2Former. In addition, the Mask2Former, which has obtained high accuracies
on natural images, does not perform as well as UNet and UperNet on RSIs. These results indicate
more refined parameter adjustments of Mask2Former are needed in later research. On the ISAID
dataset, the performances of SEP on simple convolutional networks depending on local perception
are unstable, because IsAID and DOTA share the same images but with different annotations, which
may confuse the model. Benefiting from SEP, vision transformer networks are further enhanced
and surpass previous methods. From these results we can see, SEP is able to mitigate the influence
of task-level disparities, specifically the gaps between upstream pre-training tasks and downstream
segmentation tasks.

4.3 Fine-tuning with Small-size Training Samples

The difficulty of annotating pixel-level masks limits the scale of existing remote sensing segmentation
datasets, ultimately constraining the performance of trained models due to insufficient training
samples. In order to investigate the effectiveness of SEP under conditions of limited training samples,
we conducted experiments involving fine-tuning models using small fractions (1%, 3%, and 5%)
of data from the ISPRS Potsdam and IsAID training sets, as outlined in Table 5 and Table 6. The
integration of SEP with SAMRS, which provides a valuable segmentation prior, yields superior
results compared to the IMP and RSP counterparts. This advantage is particularly evident when the
number of available samples is scarce in the ISPRS Potsdam scene. Conversely, the results for the
IsAID dataset exhibit an opposite trend due to the inherent challenges of this dataset, where both
IMP and RSP yield extremely low overall accuracies. Nevertheless, the adoption of SEP significantly
improves model performance. These findings highlight the importance of conducting segmentation



Table 4: Segmentation results of different methods on the ISAID dataset. I: MAE pre-training on the
MillionAID. “*” denotes the best score among all methods.

K 10U per category”

Method Pretrain ‘ Backbone ST ST BD TC BC GIF BRIV 8V HC SPRA SBF PL HA } mioy
Comparison method

AMANet [25] | MP ResNei-50 6538 7002 7471 8869 6051 5457 2898 5074 5028 3258 SIAT 6288 7020 8379 SIOT| 6264
UperNet MAEf | VITAE-B+RVSA® | 70.61 7719 73.14 70.53 5346 59.60 4478 6389 5256 3805 47.07 6651 7461 8578 5490 | 64.49
FactSeg [25] | IMP ResNet-50 6834 56.83 7836 8801 6489 5460 3634 6265 4953 4272 5147 6942 7355 8413 5574 | 64.79
RssFormer [44] | IMP RSS-B — — — — — — — — — — — — — — — 65.88
C ional network

UNet MP ResNet-50 SO0T 4830 3152 7430 1538 1499 883 5150 3471 007 3903 788 3933 73.02 4771 3580
UNet IMP+SEP | ResNet-50 6201 6258 6626 8584 5165 37.77 3199 6103 4557 314 4561 5629 6440 81.58 5422 | 5400
UNet RSP ResNet-50 300 5353 6200 7825 3448 3692 2483 5495 3422 211 4036 4218 5037 7782 4881 | 4632
UNet RSP+SEP | ResNet-50 4683 2882 2658 6730 1383 1779 397 4837 2830 000 3530 000 2874 67.62 4329 | 3045
UperNet ™MP ResNet-50 6981 7108 7509 §773 5811 61.96 4006 6384 4854 2702 4850 7019 7615 8294 5605 | 6254
UperNet IMP+SEP | ResNet-50 6637 6580 7024 8660 5435 4723 3171 6346 4625 2226 4801 6129 7228 8122 5444 | 5810
UperNet RSP ResNet-50 3676 1321 3521 35686 1380 2278 301 4744 2410 032 4026 2755 4842 68.02 4488 | 3297
UperNet RSP4+SEP | ResNet-50 6662 6537 7249 8688 5718 5020 3771 6329 4741 2296 4536 6598 7491 77.97 54.53 | 5926
Vision fransformer

UperNet ™MP SwinT 7126 7397 7154 S733 5642 6153 4236 6589 4974 3830 4782 6608 7622 8472 5739 | 6377
UperNet IMP+SEP | Swin-T 7337 7419 7663 8763 5640 6144 4242 6598 50.92 3882 49.16 6970 7505 8483 5727 | 64.25
UperNet ™MP VITAEVZ'S 33T 7622 75.02 8965 6272 6371 4294 6700 5201 3036 48.07 7138 7904 85.68 5847 6579
UperNet IMP+SEP | VITAEV2-S 7595 7548 7538 89.56 6379 6485 4562 6849 5327 3756 4949 69.84 7922 8585 5958 | 66.26%
UperNet ™MP Tnternlmage-T 7456 7371 79.04 S804 6511 6490 3835 6553 SI.I6 3000 4879 6635 76.13 8530 5025 | 65.02
UperNet IMP+SEP | Internlmage-T 7502 7367 7934 8858 6239 6537 4254 6735 5201 4209 4821 6994 7933 8609 57.88 | 6605

! SH: ship. ST: storage tank. BD: baseball diamond. TC: tennis court. BC: baseball court. GTF: ground track field. BR: bridge. LV: large
vehicle. SV: small vehicle. HC: helicopter. SP: swimming pool. RA: roundabout. SBF: soccer ball field. PL: plane. HA: harbor.

Table 5: Segmentation results of different pre- Table 6: Segmentation results of different pre-
training methods on the ISPRS Potsdam dataset.  training methods on the ISAID dataset.

Method | Pretrain Backbone 5% 1131;01 % Method | Pretrain Backbone =7 mg(z/uU %
UNet | IMP ResNet-50 | 80.45 75.03 65.72 UNet | IMP ResNet-50 | 5.33 5.19 1.33
UNet | IMP+SEP | ResNet-50 | 81.80 77.97 69.70 UNet | IMP+SEP | ResNet-50 | 18.74 12.98 7.04

A +1.35 +2.94 +3.98 A +1341  +7.79  +5.71
UNet | RSP ResNet-50 | 80.34 7535 62.86 UNet | RSP ResNet-50 | 4.68 3.67 2.50
UNet | RSP+SEP | ResNet-50 | 81.69 77.40 68.35 UNet | RSP+SEP | ResNet-50 | 22.47 13.88 8.84
A +1.35 +2.05 +5.49 A +17.79  +10.21 +6.34

pre-training using large-scale RS segmentation data, such as SAMRS, prior to training with limited
data. Notably, the developed pipeline enables the rapid construction of such a dataset at a low labeling
cost, making it a promising approach.

4.4 Limitations and Discussion

Previous classical datasets, such as HRSC2016 [22] and COCO [ 19], simultaneously contain bounding
box and pixel-level mask annotations, proving the feasibility of the coexistence for segmentation and
detection labels. Therefore, it is reasonable to construct the SAMRS dataset by transforming existing
RS object detection datasets. However, despite successfully establishing the SAMRS dataset, which
outperforms existing high-resolution RS segmentation datasets by more than tenfold, its volume
remains smaller than large-scale classification datasets such as ImageNet [7] and MillionAID [23],
commonly employed for pre-training purposes. Our current investigation focuses exclusively on
pre-training small-scale basic models (about 100M) and we intend to incorporate larger models.
Additionally, it is also worth trying to explore the impact of pre-training on SAMRS for tasks such as
instance segmentation and object detection.

5 Conclusion

This study presents an effective way to create a large-scale remote sensing (RS) segmentation
dataset by harnessing the capabilities of the Segment Anything Model (SAM) and existing object
detection datasets. Given the unique challenges associated with RS data labeling, we investigate the
performance of various prompts to identify the optimal settings for SAM. By leveraging these optimal
settings, we generate extensive mask annotations for RS images, thereby creating a large-scale
segmentation dataset named SAMRS. Remarkably, SAMRS surpasses all previously available high-
resolution RS segmentation datasets in terms of volume. Furthermore, our statistical analysis reveals
that SAMRS encompasses a diverse array of categories exhibiting varying sizes and distributions.
SAMRS can be utilized for semantic segmentation, instance segmentation, and object detection,
either independently or in combination. Specifically, we present a preliminary investigation and
demonstrate the value of segmentation pre-training on SAMRS for RS segmentation tasks, especially
in scenarios with limited training samples.
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