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Abstract
In recent developments within the research001
community, the integration of Large Language002
Models (LLMs) in creating fully autonomous003
agents has garnered significant interest. De-004
spite this, LLM-based agents frequently demon-005
strate notable shortcomings in adjusting to dy-006
namic environments and fully grasping human007
needs. In this work, we introduce the problem008
of LLM-based human-agent collaboration for009
complex task-solving, exploring their synergis-010
tic potential. To tackle the problem, we pro-011
pose a Reinforcement Learning-based Human-012
Agent Collaboration method, ReHAC, which013
trains a policy model designed to determine014
the most opportune stages for human inter-015
vention within the task-solving process. We016
conduct experiments under real and simulated017
human-agent collaboration scenarios. Exper-018
imental results demonstrate that the synergis-019
tic efforts of humans and LLM-based agents020
significantly improve performance in complex021
tasks, primarily through well-planned, lim-022
ited human intervention. Datasets and code023
are available at: https://anonymous.024
4open.science/r/ReHAC/.025

1 Introduction026

In today’s increasingly complex world, humans are027

confronted with multifaceted tasks stemming from028

technical, social, and economic domains. Solving029

these complex tasks necessitates not only human030

interaction with the environment but also intricate031

decision-making processes. To alleviate human032

workload and enhance the automation of tasks in033

both professional and personal spheres, researchers034

have been actively developing advanced tools for035

human assistance (Zawacki-Richter et al., 2019;036

Amershi et al., 2019).037

Recently, the emergence of Large Language038

Models (LLMs) (Touvron et al., 2023; Team et al.,039

2023; Brown et al., 2020; Achiam et al., 2023)040

has marked a significant milestone. LLMs’ re-041

markable abilities in task understanding, planning,042
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Figure 1: Different Levels of Automation. (a) No au-
tomation: Tasks are entirely performed by humans. (b)
Full automation: Tasks are completely executed by
agents without human intervention. (c) Conditional
automation: Humans are required only for specific sub-
tasks, without continuous monitoring.

and reasoning (Zhao et al., 2023) have given rise 043

to the development of LLM-based autonomous 044

agents (Wang et al., 2023a; Yao et al., 2022; Shinn 045

et al., 2023). These agents are designed to leverage 046

the LLMs’ capabilities to assist humans in solving 047

complex tasks autonomously. The LLMs’ capabili- 048

ties enable them to effectively navigate and address 049

the complexities encountered in real-world scenar- 050

ios, thereby offering substantial support in human 051

decision-making processes of task-solving. 052

Despite the remarkable progress of LLM-based 053

agents, there remains a notable gap in their intelli- 054

gence level to handle complex and dynamic real- 055

world tasks with human-like proficiency. This limi- 056

tation poses a significant challenge to their practi- 057

cality in real-world applications, especially in sce- 058

narios where high accuracy is crucial, such as the 059

legal or financial domains. Addressing this chal- 060

lenge extends beyond just enhancing the agents’ 061

capabilities. Incorporating human intuition and 062

wisdom is equally vital for the effective manage- 063

ment of these intricate and evolving tasks, offering 064

a complementary approach to the limitations of 065

1

https://anonymous.4open.science/r/ReHAC/
https://anonymous.4open.science/r/ReHAC/
https://anonymous.4open.science/r/ReHAC/


current agent technologies.066

In this work, we introduce the problem of LLM-067

based human-agent collaboration for complex068

task solving, aiming to augment the capabilities of069

LLM-based agents by integrating human intuition070

and wisdom. The idea is analogous to the evolution071

in autonomous driving technology, which has been072

categorized into varying levels of autonomy, rang-073

ing from no automation, conditional automation to074

full automation (Khan et al., 2022; SAE Interna-075

tional, 2021). Referring to this framework, we de-076

fine different levels of human-agent collaboration077

for complex task solving, as illustrated in Figure 1.078

Instead of aiming for full automation, human-agent079

collaboration under the paradigm of conditional au-080

tomation enables humans to intervene the complex081

task-solving when necessary, while agents handle082

most of the sub-tasks. Applying this conditional083

automation mode to LLM-based agents offers a084

practical path for their deployment in real-world085

scenarios, acknowledging the current limitations in086

their cognitive capabilities. Some researchers have087

made preliminary attempts, by designing heuristic088

rules or specialized prompts to determine the stages089

at which agents should seek human assistance (Cai090

et al., 2023; Wu et al., 2022a; Mehta et al., 2023;091

Wang et al., 2023b). However, these rule-based092

or prompt-driven approaches are heavily reliant093

on specific application contexts and lack univer-094

sality. They often demand a deep understanding095

of the domain and substantial experience from the096

designers, otherwise, suboptimal design choices097

can lead to reduced performance. Apart from that,098

a standardized formal framework and universally099

accepted paradigm for leveraging large language100

models (LLMs) in human-agent collaboration is101

still lacking.102

To overcome the aforementioned challenges, we103

propose a Reinforcement Learning-based Human-104

Agent Collaboration method(ReHAC), which is a105

learnable general framework aimed at dynamically106

identify the most advantageous stages for human107

intervention during the task-solving process. In the108

experiments, we first conduct real human-agent109

experiments on the HotpotQA dataset. To further110

assess the efficacy of our method, we conduct sim-111

ulated human-agent collaboration experiments on112

the HotpotQA, StrategyQA, and InterCode datasets.113

In addition, we also analyze the generalization of114

our ReHAC method on different prompt frame-115

works and collaboration paradigms. To summarize,116

our experimental results indicate that with a policy 117

model learned from limited data, ReHAC can effec- 118

tively allocate human intervention in human-agent 119

collaboration scenarios, thereby achieving a bal- 120

ance between effectiveness and efficiency (average 121

25.8% relative improvement over baselines on the 122

HotpotQA dataset). 123

2 Approach 124

In this section, we first formulate the problem 125

of human-agent collaboration for complex task 126

solving, and then introduce our proposed ReHAC 127

method in detail. 128

2.1 Preliminary and Problem Formulation 129

Complex task-solving, inherently necessitating 130

multi-step planning and reasoning, is convention- 131

ally formalized as a multi-step decision-making 132

problem. Historically, complex task-solving was 133

predominantly achieved through human-driven 134

methods. These methods leveraged human cogni- 135

tive capabilities to determine the suitable action in 136

each step. Formally, considering a complex task 137

q, it is traditionally solved via a sequence of ac- 138

tions (a1, a2, · · · an), with each action determined 139

by human decision-making, expressed as: 140

at = Human(q, st), (1) 141

where st = (a1, o1, · · · , at−1, ot−1) denotes the 142

history information of task state at step t and ot is 143

the observation after at−1 is proceeded. 144

The advent of LLMs has brought a paradigm 145

shift in this arena. Their impressive understand- 146

ing and reasoning abilities have prompted research 147

into LLM-based agents for complex task-solving, 148

thereby enhancing the level of automation in task- 149

solving. These agent-driven methods (e.g., Re- 150

Act (Yao et al., 2022)), leverage LLM-based agents 151

to supplant human decision-making. This shift is 152

represented as: 153

at = Agent(q, st). (2) 154

This evolution of such AI-driven techniques pro- 155

vides a way to the automation of complex task- 156

solving. 157

However, limited by the current intelligence 158

level of LLMs, full automation based on agent- 159

driven methods is not yet feasible in practical sce- 160

narios (Kiseleva et al., 2022; Mehta et al., 2023). 161

Inspired by autonomous driving (Cui et al., 2024; 162
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Fu et al., 2024; Bastola et al., 2024), we propose163

the problem of LLM-based human-agent collab-164

oration for complex task solving and explore the165

dynamics and efficacy of the human-agent collab-166

orative methods for complex task solving. We167

first explore a specific form of human-agent col-168

laboration: humans intervene in the complex task-169

solving process when necessary. Formally, we need170

to determine whether a human or an agent makes171

decisions based on the actions’ complexity and172

contextual changes, i.e.,173

at = Human(q, st) or Agent(q, st), (3)174

It is generally perceived that direct human in-175

tervention in decision-making, particularly in real-176

world scenarios, incurs higher costs and diminishes177

the system’s automation level (Cai et al., 2023;178

Wang et al., 2023b). On the other hand, human179

intervention plays an important role in enhancing180

task performance and flexibility. Therefore, the181

objective of human-agent collaboration is to en-182

hance the effectiveness of complex task-solving183

with minimal reliance on human decision-making.184

One key challenge is to determine the stages in185

the task-solving process where human interven-186

tion is most beneficial and effective, aligning187

with the goal of minimizing human involvement188

while maximizing task performance.189

2.2 ReHAC190

In this work, we propose a Reinforcement learning-191

based Human-Agent Collaboration method, Re-192

HAC. It formulates the human-agent collabo-193

ration problem as a Markov Decision Process194

(MDP) framework, represented by the tuple195

(S,A, P,R, γ), where S is the set of states, A is196

the set of actions, P : S×A×S is the state transi-197

tion probabilities, R serves as the reward function,198

and γ the discount factor.199

For each action at ∈ A, we define it as a tuple200

(acollabt , ataskt ), where acollabt ∈ {0, 1} indicates201

the subtask is allocated to an agent or a human,202

and ataskt is the task action determined by agent or203

human:204

acollabt ∼ πcollab
θ1 (acollabt |st)205

206

ataskt ∼

{
πtask
θ2

(ataskt |st), if acollabt = 0;

πtask
Human(a

task
t |st), otherwise,

(4)207

where πcollab
θ1

is the collaboration policy model, 208

πtask
θ2

is the agent-based task policy model, and 209

πtask
Human is the human task policy. 210

To balance the maximization of task perfor- 211

mance and the cost of human intervention, we de- 212

fine the reward function as: 213

R(s, a) = T (s, a)− λC(s, a), (5) 214

where T (s, a) is the measure of expected task re- 215

wards received after taking action a in state s, 216

C(s, a) is the number of human interventions in 217

the trajectory after taking action a, λ is a hyper- 218

parameter that serves as a penalty coefficient of the 219

number of human interventions. We utilize Monte- 220

Carlo estimation to compute this reward function. 221

Optimization: Following the policy gradient al- 222

gorithm (Schulman et al., 2017), we optimize the 223

advantage function: 224

J (πθ) = E[
πθ(a|s)
πbeh(a|s)

A(s, a)], 225

A(s, a) = R(s, a)− 1

|A|
∑
a′∈A

R(s, a′), (6) 226

which aims to find an optimal policy πθ that ensures 227

the maximization of task rewards while minimiz- 228

ing the human intervention costs, and θ = [θ1, θ2]. 229

In order to increase sample efficiency and reduce 230

costs, we propose to convert policy gradient to of- 231

fline form for training. The behavioral policy πbeh 232

represents the policy for collecting offline training 233

data. 234

The gradient of our objective function is: 235

∇θJ (πθ) =
∑
s

∑
a

w(s, a)∇θ log πθ(a|s)A(s, a), 236

w(s, a) = Clip
(

πθ(a|s)
πbeh(a|s)

)
, (7) 237

where the clip function limits the importance sam- 238

pling term to the interval 1− ϵ to 1 + ϵ. Moreover, 239

we incorporate an entropy regularization term H(·). 240

This term encourages the policy to explore a vari- 241

ety of actions, thereby preventing the policy from 242

becoming too deterministic and overfitting to the 243

training data. Finally, the gradient of objective 244

function is as follows: 245

∇θJ̃ (πθ) = ∇θJ (πθ) + α∇θH(πθ(·|s)), 246

H(πθ(·|s)) = −
∑
a

πθ(a|s) log πθ(a|s). (8) 247

3



ReHACGPT 4 ReHACHuman Prompt Random Human-only Agent-only

=0.06 =0.08 =0.1
40

30

20

10

0

10

20

30

40

Re
wa

rd
 V

al
ue

s

78.96

52.66

27.11

78.35

45.18

24.93

47.20 47.20 47.20

50.44 50.44 50.44100

100

100

0 0 0

(a)
=0.06 =0.08 =0.1

40

30

20

10

0

10

20

30

40

Re
wa

rd
 V

al
ue

s

79.13

51.46

27.37

78.97

42.18

24.27

34.06

34.06

34.06

50.84 50.84 50.84100

100

100

0 0 0

(b)

Figure 2: (a) Human-agent collaboration evaluation. (b) GPT-4-agent collaboration evaluation. The bars above
the 0-axis represent the reward R, the bars below the 0-axis represent the human intervention cost λC, and the
entire columns, composed of the bars above and below the 0-axis, represent the task reward T . Numbers within
the bars means the human intervention rate (%). ReHACGPT-4 and ReHACHuman represent the policy model trained
on GPT-4-agent and human-agent collaboration datasets, respectively. ReHAC outperforms other baselines in
human-agent collaboration scenarios.

3 Experiments248

3.1 Experimental Setup249

Datasets Following Yao et al. (2022); Shinn et al.250

(2023); Liu et al. (2023); Xu et al. (2023), we eval-251

uate the efficacy of our method on two question252

answering datasets: HotpotQA and StrategyQA,253

and a coding dataset: InterCode. We provide more254

details about the datasets in the Appendix A.1.255

Prompt Framework In this study, we set hu-256

mans and agents to solve tasks under the Re-257

Act framework (Yao et al., 2022) for question-258

answering datasets and “Try Again” framework259

(Yang et al., 2023) for the InterCode dataset.260

These two frameworks represent two fundamen-261

tal paradigms in agent prompting. ReAct incor-262

porates multi-step reasoning and tool utilization,263

while ’Try Again’ builds upon ReAct by guiding264

actions based on external rewards. We also conduct265

experiments under more complex prompt frame-266

work Reflexion (Shinn et al., 2023) in Section 3.3.267

More details about the prompt framework can be268

found in the Appendix A.3.269

Implementation details We use LLaMA-2 (Tou-270

vron et al., 2023) as the collaboration policy model271

πcollab
θ1

and use Low-Rank Adaptation (LoRA, Hu272

et al. (2021)) methods to train the policy model.273

In all experiments, we utilized ChatGPT (gpt-3.5-274

turbo-0613) to simulate the agent policy πtask
θ2

.275

More model implementation and data collection 276

details can be found in Appendix A.2. 277

Reward Calculation For all datasets, the final 278

reward is computed as equation (5). For question 279

answering datasets, we choose the F1 score as the 280

task reward T (s, a). For the InterCode dataset, 281

following Yang et al. (2023), we use Intersection 282

over Union as the task reward T (s, a). 283

Baselines We compare our method ReHAC with 284

the following baselines: 1) Agent-only which car- 285

ries out all actions by agents. 2) Human-only, 286

which conducts all actions by humans. 3) Ran- 287

dom, which selects an agent or human randomly 288

at a probability of 50% to perform each action. 4) 289

Prompt, which prompts the agent to actively decide 290

whether the action is executed by itself or a human. 291

5) Imitation Learning (IL), which trains the pol- 292

icy model to decide whether the action should be 293

finished by an agent or human by the IL method. 294

More details about baselines can be found in the 295

Appendix A.4. 296

3.2 Overall Results 297

In this section, we first employ real users and 298

conduct extensive experiments on the HotpotQA 299

dataset to verify the effectiveness of our proposed 300

ReHAC method. In addition, to further verify the 301

effectiveness of our method from multiple angles, 302

we constructed a simulated user environment to 303
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conduct extended experiments.304

Real Human-Agent Experiments Figure 2(a)305

shows the evaluation results of human-agent col-306

laboration on the HotpotQA dataset. From the307

figure, we can observe that all human-agent col-308

laboration methods outperform Human-only and309

Agent-only methods. This underscores the impor-310

tance of collaborating human and agent in complex311

task-solving for getting higher reward. In addi-312

tion, ReHACHuman achieves the best performance313

compared with prompt-based and random-based314

method in achieving higher rewards. Specifically,315

when λ = 0.06, ReHAC achieves a higher reward316

with approximately 30% more human interventions317

compared with the prompt-based baseline; when318

λ = 0.1, it also achieves a reward improvement319

with about 20% less human interventions. This320

indicates that our ReHAC method can dynamically321

introduce human intervention in real human-agent322

collaboration scenarios, thereby achieving a bal-323

ance between effectiveness and efficiency.324

Focusing on ReHACHuman, we observe that as325

λ increases, the human intervention rate1 (HIR)326

of ReHACHuman gradually decreases. This trend327

suggests that a higher human penalty coefficient el-328

evates our policy model’s “threshold” for assigning329

actions to humans. Simultaneously, the decrease of330

the HIR correspondingly results in a deterioration331

of human-agent interaction performance.332

Simulated Human-Agent Experiments Due333

to the high cost of hiring annotators to label real334

human-agent collaboration data, it is costly for us335

to collect human-agent collaboration data on more336

datasets and, as a result, validate the efficacy of our337

method in broader scenarios. We instead use GPT-338

4 (gpt-4-0613) to build a simulation environment339

and make it collaborate with agents to solve tasks.340

This setup enables us to collect more “human-agent”341

collaboration data at a reasonable cost.342

To verify the feasibility of using GPT-4 to simu-343

late humans to collect “human-agent” collaboration344

data, we learn ReHAC on the HotpotQA GPT-4-345

agent collaboration data, named as ReHACGPT-4346

and test its performance in the real human-agent347

collaboration environment. From Figure 2(a), we348

can see that ReHACGPT-4 exhibits better perfor-349

mance compared to ReHACHuman in human-agent350

collaboration when λ = 0.06 and 0.08. We sup-351

1The formula for calculating the human intervention rate
is in Appendix A.5.

pose that this is possibly attributed to individual 352

differences among humans, leading to a distribu- 353

tion variance in the human-agent collaboration 354

data, while GPT-4-agent collaboration data exhibits 355

higher consistency and lower variance. This makes 356

ReHACGPT-4 learn the collaboration signal more 357

easily, and thus is more stable and performs better. 358

To further reduce costs and observe the reward 359

variation of ReHAC during the training process, 360

we use GPT-4 to simulate humans in the evalua- 361

tion phase. Figure 2(b) shows the evaluation re- 362

sults when using GPT-4 to simulate humans for 363

collaboration. Comparing the results in Figure 2(a) 364

and (b), we notice that the relative performance 365

of various methods is generally consistent in both 366

human-agent collaboration and GPT-4-agent col- 367

laboration. For example, the rewards R of ReHAC 368

consistently surpass those of the Prompt method, 369

and both ReHAC and the Prompt method outper- 370

form the Random method. This demonstrates the 371

viability of using GPT-4 to simulate humans for 372

evaluation. 373

Learning Curves Figure 3 shows the learning 374

curves during the training process. The curves are 375

obtained by assessing the policy model’s rewards 376

on the trainset and testset every 5 steps. From the 377

figure, we can observe that (1) the rewards of Re- 378

HAC gradually increase during the training process, 379

indicating that ReHAC can progressively identify 380

suitable points to introduce human interventions. 381

(2) While the IL method achieves high rewards on 382

the trainset, it performs poorly on the testset. This 383

suggests our RL-based learning method learns a 384

more generalized human-agent collaboration strat- 385

egy compared to directly learning the optimal strat- 386

egy with the imitation learning method. 387

3.3 Performance on Different Dataset 388

In this part, we train and test ReHAC method on 389

StrategyQA and InterCode datasets in the GPT-4 390

simulation environment. For all experiments, we 391

fix the parameter λ = 0.08. Throughout the train- 392

ing phase, we evaluate the policy model’s rewards 393

on the trainset and testset every 5 steps. Experi- 394

mental results are shown in Figure 4. From the 395

figure, we observe that: (1) Our proposed ReHAC 396

method achieves higher reward scores compared 397

to other baselines on all datasets. This validates 398

the effectiveness of our approach across a broader 399

range of datasets. (2) Both ReHAC and IL exhibit 400

low variance and stability during the training pro- 401
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Figure 3: Reward R variations of different methods during the training process on HotpotQA dataset. Here we set
the human intervention penalty coefficient λ to 0.06, 0.08, and 0.1. Curves of ReHAC and IL are averaged over 15
points, with shadows indicating the variance.
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Figure 4: Reward R variations during the training process on StrategyQA and InterCode datasets. Curves of ReHAC
and IL are averaged over 15 points, with shadows indicating the variance.

cess. Although our method and the IL method show402

a continuous reward increase during the training403

process, ReHAC can ultimately achieve higher re-404

wards compared to the IL method. This indicates405

that our reinforcement learning-based method can406

provide more valuable guidance to the policy model407

πcollab
θ1

, enabling it to determine when to introduce408

human interventions and consequently achieving409

higher rewards.410

In summary, our method demonstrates superior411

performance across all datasets, affirming its ability412

to achieve an optimal balance between efficiency413

and effectiveness.414

3.4 Generalization Analysis415

In order to verify the adaptability and generaliza-416

tion of our method, we conducted two dimensions417

of generalization experiments: generalization re-418

search on the prompt framework and generalization 419

research on collaboration paradigms. 420

Prompt Framework Generalization To futher 421

evaluate if human intervention would be effective 422

within more complex prompting frameworks, we 423

conduct experiments using the Reflexion (Shinn 424

et al., 2023) framework. We directly employ the 425

model checkpoint trained under the ReAct frame- 426

work to determine whether each step should be 427

completed by a human or an agent in each trial. 428

The experiment is implemented on the HotpotQA 429

dataset with λ = 0.1, and results are shown in 430

Fig 5. As shown in the figure, our ReHAC method 431

outperforms both Agent-Only and Human-Only 432

across all trials. The experimental results demon- 433

strate the ability of ReHAC to generalize across 434

different prompt frameworks. 435
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Dataset Model HIR (%) Task Reward T Reward R

HotpotQA LLaMA-7B 51.46 46.90 31.38
LLaMA-13B 47.64 46.78 32.22

InterCode LLaMA-7B 4.15 62.00 60.08
LLaMA-13B 3.10 60.00 58.56

Table 1: Experimental results regarding different model
scales. HIR represents the human intervention rate.

Collaboration Paradigm Generalization Pre-436

vious experiments have mainly focused on humans437

directly replacing agents in action. In order to438

prove that our method can be generalized to other439

collaboration paradigms, we construct a new form440

of collaboration where the tasks completed by441

agents are handed over to humans for modifica-442

tion. For each action at ∈ A, we define it as a443

tuple (acollabt , ataskt ), where acollabt ∈ {0, 1} indi-444

cates whether the subtask completed by the agent445

should be assigned to a human to modify, and ataskt446

represents the action performed by the agent, with447

or without human modification:448

aagentt ∼ πtask
θ2 (st)449

450
acollabt ∼ πcollab

θ1 (acollabt |aagentt , st)451
452

ataskt ∼

{
aagentt , if acollabt = 0

πmodify
Human (ataskt |aagentt , st), otherwise

(9)453

where πcollab
θ1

is the collaboration policy model,454

πtask
θ2

is the agent-based task policy model, and455

πmodify
Human is the human modify policy. Experimen-456

tal results are shown in Fig 5. As evidenced457

by the experimental results, our ReHAC method458

achieves higher rewards compared to other base-459

lines. This suggests that our learned collaboration460

policy model has successfully learned to introduce461

human modifications at the opportune stage. Fur-462

thermore, the experimental results demonstrate the463

adaptability of our method to different collabora-464

tion paradigms.465

3.5 Scaling Analysis of Policy Model466

In this section, we analyze the impact of the model467

scale on the performance of the policy model. Here,468

we set λ = 0.08 and conduct experiments on Hot-469

potQA and InterCode datasets. As shown in Table470

1, the LLaMA-7B model performs competitively471

with the LLaMA-13B model. This suggests that472

the Llama2-7B model is already proficient in han-473

dling the human-agent collaboration task, and the474

Figure 5: Left: The average reward for each trial in the
Reflexion framework. Right: Evaluation results where
humans are required to modify the actions of agents.

.

Thought 3: I couldn't find the Battle 

of Manila…the Battle of Manila is not 

specified…

Act 3: Finish[unknown]

Thought 3: There are several Battles 

of Manila. But they are all later than 

1 July 1862, so I think the answer is 

Seven Days Battles.

Act 3: Finish[Seven Days Battles]

Task Ambiguity

Question: Which was fought earlier in our nation's history, the Seven Days 

Battles or the Battle of Manila? 

Thought 1: I need to search the Seven Days Battles and the Battle of Manila…

Act 1: Search[Seven Days Battles]

Obs 1: The Seven Days Battles were fought from June 25 to July 1, 1862…

Thought 2: The Seven Days Battles were fought from June 25 to July 1, 1862. 

I need to search the the Battle of Manila.

Act 2: Search[Battle of Manila]

Obs 2: Could not find [Battle of Manila]. Similar: ['Battle of Manila (1945)', 

'Battle of Manila Bay', 'Battle of Manila', 'Battle of Manila (1898)', 'Battle of 

Manila (1899)'].

Agent

Agent Human

Figure 6: Case Study. When the agent completes the
task, the third step cannot be answered due to the ambi-
guity of the problem identified; using our method, the
first two simple retrieval tasks are assigned to the agent
to complete, while the third step is assigned to humans.
Humans can complete the correct answer through bold
speculation

benefit of increasing the size of the model is slight. 475

We will explore smaller policy model size in the 476

future. 477

3.6 Case Study 478

In this section, we analyze a large amount of Re- 479

HAC cases from real user feedback. we provide 480

cases where ReHAC can solve three dilemmas of 481

LLM-agent: missing information, task ambigu- 482

ity, and dead loop. Here, we give a specific case 483

about information ambiguity for detailed analysis. 484

More cases for each type of situation are in the 485

Appendix A.6. As illustrated in Figure 6, the task 486

is to determine which historical event, the Seven 487

Days Battles or the Battle of Manila, occurred first. 488
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When given the entire problem, the agent accu-489

rately determines the date of the Seven Days Bat-490

tles but encounters multiple entries for the Battle491

of Manila, resulting in ambiguity. Consequently,492

the agent deems the query ambiguous and opts to493

respond with “unknown”. On the contrary, our Re-494

HAC method requires the human intervention in495

this situation. Upon examining the related entries,496

the human observes that all mentioned dates for497

the Battle of Manila occurs after to July 1, 1862.498

Based on this insight, he conjectures that the Seven499

Days Battles occurred first. Although this con-500

jecture is not absolutely certain, it represents the501

most likely decision based on the available informa-502

tion. Thus, our ReHAC method returns a correct503

response “Seven Days Battles”. This case also504

highlights an insightful aspect of our research into505

LLM-based agents: Researchers are committed to506

eliminating hallucinations in large language models507

(LLMs) to create rigorous and accurate intelligent508

agents. However, many tasks require imagination509

and intuition, making it crucial to integrate human510

creative thinking through human-agent collabora-511

tion at this juncture.512

4 Discussion513

In this section, we propose two extended research514

directions to enhance the effectiveness, safety, and515

intelligence of human-agent collaboration:516

Development Stages of LLM-based Agents In-517

spired by the L1 to L5 grading model in au-518

tonomous driving, we suggest adapting this frame-519

work for LLM-based human-agent collaboration.520

It offers a clear structure to assess the current de-521

velopment stage of human-agent technologies and522

guide future research. While LLM agents have523

not reached high or full automation, this frame-524

work is crucial for identifying key technologies525

and challenges. However, our research indicates526

a significant gap before LLM agents achieve full527

automation (L5). Effective human-agent collabora-528

tion could be a bridge towards this goal.529

Safety and Super Alignment Safety is530

paramount in human-agent collaboration, partic-531

ularly in high-risk scenarios. It’s vital to explore532

methods to secure the collaboration process and533

mitigate risks. Moreover, with the potential of534

LLM-based agents evolving into superintelligence,535

effective collaboration becomes increasingly cru-536

cial. This collaboration is key, as it not only allows537

humans to guide ethical and safety decisions but 538

also ensures the alignment of LLM-based agents’ 539

objectives with human interests. 540

5 Related Work 541

LLM-based Agent LLM-based agents (Yao 542

et al., 2022; Shinn et al., 2023; Qin et al., 2023; 543

Wang et al., 2023a), which can interact with the en- 544

vironment and select subsequent actions based on 545

environment feedback, have been applied in many 546

domains, including web navigation (Nakano et al., 547

2021; Cheng et al., 2024; He et al., 2024), soft- 548

ware engineering (Qian et al., 2023; Hong et al., 549

2023), and robotics (Wang et al., 2024; Mahadevan 550

et al., 2024). However, current LLM-based agents 551

still perform poorly on some complex tasks. This 552

work aims to introduce human interventions and 553

enable humans and agents to collaboratively ad- 554

dress complex tasks, thereby achieving improved 555

task performance. 556

Human-Agent Collaboration Human-Agent 557

Collaboration (HAC) involves improving human in- 558

teractions with AI systems and robots (Wang et al., 559

2021; Wu et al., 2022b). Recent advancements 560

emphasize the importance of human feedback in 561

enhancing the capabilities of language model-based 562

agents. Studies have developed heuristic rules(Cai 563

et al., 2023; Wu et al., 2022a; Mehta et al., 2023) 564

and specialized prompts (Huang et al., 2022; Wang 565

et al., 2023b) to encourage these agents to seek 566

human input, fostering a more collaborative dy- 567

namic. Effective design of these elements, crucial 568

for handling complex tasks, relies on the designer’s 569

expertise. Our research aims to create a general- 570

ized, learnable method to coordinate human and AI 571

collaboration through direct planning. 572

6 Conclusion 573

In this paper, we explore the integration of human 574

expertise and the computational power of large lan- 575

guage models (LLMs) in complex decision-making 576

tasks. We introduce a reinforcement learning ap- 577

proach, ReHAC, for human-agent collaboration. 578

ReHAC uses a learnable policy to identify key 579

points for human intervention in task resolution. 580

Experimental results suggest that ReHAC outper- 581

forms traditional heuristic and prompt-based meth- 582

ods in human-agent tasks, providing a viable frame- 583

work for applying LLMs in real-world scenarios. 584
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Ethical Considerations and Limitations585

The objective of this work focuses on human-agent586

collaboration, which requires humans to interact587

with LLM-based agents. We acknowledge that588

agents are likely to output some hallucinations and589

misleading information, and it is unclear how these590

contents impact humans. Additionally, all datasets591

used in this work are publicly available, and there-592

fore, there are no data privacy concerns. All data593

collected will be used for research purposes only.594

The limitations of this paper can be summarised595

in two aspects:596

1) Our research primarily focuses on the use of597

7B and 13B scale models as policy models for task598

allocation. Future work will investigate the feasi-599

bility of smaller models in carrying out these tasks,600

aiming to maintain performance while reducing601

resource consumption.602

2) This study is based on the assumption that hu-603

man performance supersedes that of agents. How-604

ever, as technology advances, agents might surpass605

human capabilities. Future research will thus shift606

towards exploring human-agent collaboration mod-607

els in this new context. Emphasis will be placed608

on assessing how human-agent collaboration can609

ensure the safety of agent decisions while aligning610

with human preferences.611
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A Appendix817

A.1 Experimental Datasets818

Following Yao et al. (2022); Shinn et al. (2023);819

Liu et al. (2023); Xu et al. (2023), we evaluate820

the efficacy of our method on question answer-821

ing dataset and coding datasets. (1) HotpotQA822

(Yang et al., 2018) is a Wikipedia-based question823

answering benchmark which needs model to per-824

form multi-hop reasoning over complex questions.825

(2) StrategyQA (Geva et al., 2021) is a question826

answering benchmark with questions that need im-827

plicit reasoning. (3) InterCode (Yang et al., 2023)828

is an interactive coding dataset that enables agents829

to receive feedback from the code interpreter. In830

this work, we use InterCode-SQL part, which re-831

quires models to write SQL statements to fulfil the832

query.833

A.2 Experimental Details834

Model Implementation In our most experi-835

ments, we use Llama-2-7b-hf2 downloaded from836

Huggingface as our policy model πcollab
θ1

. We also837

conduct experiments based on Llama-2-13b-hf3838

model (see Section 3.4). We implement LoRA839

based on PEFT (Mangrulkar et al. (2022)) and set840

rLoRA = 16 and αLoRA = 16 for all experiments.841

Based on Yao et al. (2022) and Yang et al. (2023),842

we set the step threshold for HotpotQA, Strate-843

gyQA, and InterCode to 7, 5, and 8, respectively.844

All experiments are conducted on NVIDIA A100845

GPUs with 40GB memory.846

Human-Agent Dataset For a real human-agent847

collaboration dataset, we employ a uniform sam-848

pling method where each action at has a 50% prob-849

ability of being assigned to either a human annota-850

tor or the ChatGPT. For each question, we sample851

as many interaction trajectories as possible. Specifi-852

cally, for each time t, we aim to sample trajectories853

including acollabt = 0 and acollabt = 1. Considering854

the diversity of responses from different annotators,855

we permit repeated sampling of the same trajectory856

during uniform sampling, which means all acollabt857

of two trajectories are the same. To enhance the858

quality of annotation, annotators are allowed to ref-859

erence GPT-4’s answers. We recruit 14 annotators860

through social media, all of whom are graduate861

students with strong language and reasoning skills.862

They are asked to annotate a total of about 2000863

2https://huggingface.co/meta-llama/Llama-2-7b-hf
3https://huggingface.co/meta-llama/Llama-2-13b-hf

trajectories in four days and they get paid about 864

$10 an hour. They were explicitly told that the 865

data would be used to train the model and made 866

public and that all the labeled data was unrelated 867

to any individual’s privacy. To facilitate the annota- 868

tion process, we develop a graphical user interface 869

(GUI)4 and provide one hour of training to annota- 870

tors. The collected data details are in Table 2. 871

GPT-4-Agent Dataset For the dataset con- 872

structed using GPT-4 to simulate human annotation, 873

we adopt the same sampling method as human- 874

agent dataset collection. However, due to the uni- 875

form or near-uniform distribution of GPT-4’s re- 876

sponses, we skip duplicate paths during uniform 877

sampling. Collected data details are listed in Table 878

2. 879

A.3 Prompt Framework Details 880

In ReAct, the action space of atask is 881

{Search[entity], Lookup[keyword], and Fin- 882

ish[answer]}. All actions are supported by a 883

Wikipedia web API, following the original ReAct 884

implementation. In “Try Again” framework, agents 885

and humans interact with the code interpreter 886

through the action at and receive execution 887

outputs from the code interpreter as observations 888

ot. The task-solving process ends if any one 889

of the following conditions is satisfied: 1) the 890

Finish[answer] action is executed actively by πtask
θ2

891

for the question answering dataset. 2) the task 892

reward T (s, a) = 1 for InterCode dataset. 3) the 893

number of actions t exceeds a pre-defined step 894

threshold. 895

A.4 Baselines Details 896

Random We randomly choose a human or an 897

agent to conduct action at at a probability of 50%. 898

Prompt We prompt an agent to actively decide 899

action at should be finished by itself or a human. 900

The related prompts are shown in Table 5 and Table 901

6. Experimental results of Random and Prompt are 902

averaged over three repeated experiments. 903

Imitation Learning We select the top 50% of 904

actions that receive the highest rewards in each 905

state st as expert demonstrations. These expert 906

demonstrations (state-action pairs) are then used to 907

supervise the fine-tuning of the policy model. This 908

approach allows the policy model to learn how to 909

4The GUI is as shown in Figure 7.
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make decisions that get a higher return in a given910

state.911

Dataset
Trainset Testset

Questions Trajectories Questions

HotpotQA(real) 141 1937 100

HotpotQA(sim) 141 2135 100
StrategyQA(sim) 250 2420 100
InterCode(sim) 100 2071 100

Table 2: Collected dataset details. Questions mean the
number of questions we used for human-agent collabora-
tion task. Trajectories mean the overall trajectory num-
ber we collected. (real) refers to the real human-agent
collaboration dataset, and (sim) refers to the human-
agent collaboration dataset collected by using GPT-4 to
simulate humans.

A.5 Human Intervention Rate912

We denote the number of steps completed by hu-913

mans and agents in the dataset by numh and numa,914

respectively. The Human Intervention Ratio (HIR)915

is calculated as916

HIR =
numh

numh + numa
.917

HIR measures the rate of human intervention. Gen-918

erally, a higher HIR indicates better task perfor-919

mance, but it also tends to increase costs.920

A.6 Case Study921

In this appendix, we provide detailed case stud-922

ies that further illustrate the effectiveness of the923

ReHAC method in addressing the challenges faced924

by large language model (LLM) agents in real-925

world applications. Each case study has been se-926

lected to demonstrate the resolution of specific927

dilemmas such as missing information and dead928

loops. These examples highlight the practical im-929

plications of our approach and offer insights into930

how human-agent collaboration can be optimized931

to enhance decision-making processes.932

Case1: Missing Information. In this case (Ta-933

ble 7), the agent trys to determine under which U.S.934

President a certain American admiral served, who935

had collaborated with author David Chanoff and936

had been appointed as an ambassador to the United937

Kingdom. Despite employing multiple search938

strategies, including direct inquiries about David939

Chanoff’s collaborators and specific searches re-940

garding the U.S. Navy admiral’s roles, the agent941

failed to locate any relevant information about the942

admiral. This lack of available data made it impos- 943

sible to identify the associated President, resulting 944

in the termination of the search effort in failure. 945

In the process of ReHAC task solving (Table 8), 946

when no direct information can be searched, the 947

next subtask is assigned to a real user. Real user 948

added factual information: "William J. Crowe is the 949

U.S. Navy admiral who collaborated with David 950

Chanoff" . This critical addition of information en- 951

ables agents to successfully answer queries, demon- 952

strating how human-assisted information retrieval 953

can bridge gaps that automated systems alone may 954

not address. The resolution of this case not only re- 955

stored the correct information but also highlighted 956

the effectiveness of the ReHAC approach in prac- 957

tical applications, ultimately leading to beneficial 958

results. 959

Case2: Dead Loop. The problem posed was: 960

"Since what year has the central figure been used in 961

the corporate branding of Singapore Airlines?" In 962

this case (Table 9), The agent repeatedly searched 963

for the central image of Singapore Airlines without 964

utilizing the key information "The airline is notable 965

for highlighting the Singapore Girl as its central 966

figure in the corporate branding segment.". This 967

oversight led to a redundant loop of ineffective 968

searches. Through manual intervention (Table 10), 969

a perceptive user capitalized on previous search 970

attempts, accurately deduced that the "Singapore 971

Girl" might be the central figure, and successfully 972

used this information to resolve the query. 973

Case3: Dead Loop. While solving the ques- 974

tion "Vice and Virtue" by Las Vegas band Panic!, 975

released exactly four days after Vice and Virtue! 976

at the Disco, is the second studio album by which 977

Canadian rock band?" , the agent initially had dif- 978

ficulty in retrieving information about the album 979

"Vices and Virtues" related to the Canadian rock 980

band because the use of general keywords resulted 981

in a lack of effective information and caused the 982

search process to fall into an infinite loop (Table 983

11). This cycle persists because the keywords used 984

are too broad, and searches for nouns like "Vices 985

and Virtues" are always found instead of music 986

albums. 987

ReHAC assigned this task to a real user (Table 988

12), and the user limited the keyword "vices and 989

virtues (album)" to find relevant clues and break 990

out of the wrong cycle of being unable to find in- 991

formation. 992
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Experiment α ϵ Learning Rate Batch Size

HotpotQAλ=0.06(GPT-4-agent, 7b) 0

0.3

3e-5

64

HotpotQAλ=0.08(GPT-4-agent, 7b) 0 3e-5
HotpotQAλ=0.10(GPT-4-agent, 7b) 0 5e-5
HotpotQAλ=0.08(GPT-4-agent, 13b) 0.1 3e-5
HotpotQAλ=0.06(human-agent, 7b) 0.05 5e-5
HotpotQAλ=0.08(human-agent, 7b) 0.1 5e-5
HotpotQAλ=0.1(human-agent, 7b) 0.0 5e-5
StrategyQAλ=0.08(GPT-4-agent, 7b) 0.1 1e-5
InterCodeλ=0.08(GPT-4-agent, 7b) 0 5e-5
InterCodeλ=0.08(GPT-4-agent, 13b) 0.05 5e-5

Table 3: Hyper-parameter settings for all experiments.

Methods
HotpotQA StrategyQA InterCode

HIR (%) Task Reward Reward HIR (%) Task Reward Reward HIR (%) Task Reward Reward

Agent-only 0.0 22.39 22.39 0.0 60.00 60.00 0.0 53.00 53.00
Human-only 100.0 54.82 23.86 100.0 68.00 43.36 100.0 73.00 33.72
Random 50.84 42.73 27.34 49.50 65.67 53.8 50.09 66.00 44.21
Prompt 34.06 40.46 29.26 9.14 61.33 59.12 9.94 59.33 54.69
IL 22.08 31.50 24.70 4.76 59.00 57.88 1.01 54.00 53.52
Ours 51.46 46.90 31.38 20.47 66.00 61.12 4.15 62.00 60.08

Table 4: ReHACGPT-4 Human intervention rate (HIR), task reward T , and reward R of different methods on GPT-4-
agent testsets.

Imagine you are a clever planner.

Given an unfinished trajectory with several steps, your task is to decide whether the next step should
be carried out by ChatGPT or a human. This decision should be based on a thoughtful evaluation of
the difficulty of the next step and the progress made in the current trajectory. Here are two finished
trajectory examples.
Example 1:
${example1}
Example 2:
${example2}
Now please decide whether the next step should be carried out by ChatGPT or a human. Please
consider the following factors:
1. If the next step is relatively straightforward and well within ChatGPT’s capabilities, instruct
ChatGPT to proceed with the next step. If the task is deemed challenging or requires human judgment,
recommend human intervention.
2. If the trajectory has been consistently handled by ChatGPT without notable issues, encourage
ChatGPT to continue. If there have been challenges or uncertainties in the trajectory, consider
suggesting human involvement for the next step.
3. Note that human intervention will significantly increase the cost, so try to balance the accuracy
and efficiency.
If the next step should be carried out by ChatGPT, return [ChatGPT], otherwise, return [Human].
Only return [ChatGPT] or [Human].

#Your unfinished trajectory#: ${current trajectory}
#Your return#:

Table 5: The prompt template used for the prompt-based method in QA dataset.
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Imagine you are a clever planner in SQL.

Given an unfinished trajectory with several SQL commands, your task is to decide whether the
next command should be carried out by ChatGPT or a human. This decision should be based on a
thoughtful evaluation of the difficulty of the next command and the progress made in the current
trajectory. Here are two finished trajectory examples.
Example 1:
${example1}
Example 2:
${example2}
Now please decide whether the next command should be carried out by ChatGPT or a human. Please
consider the following factors:
1. If the next command is relatively straightforward and well within ChatGPT’s capabilities, instruct
ChatGPT to proceed with the next command. If the task is deemed challenging or requires human
judgment, recommend human intervention.
2. If the trajectory has been consistently handled by ChatGPT without notable issues, encourage
ChatGPT to continue. If there have been challenges or uncertainties in the trajectory, consider
suggesting human involvement for the next command.
3. Note that human intervention will significantly increase the cost, so try to balance the accuracy
and efficiency.
If the next command should be carried out by ChatGPT, return [ChatGPT], otherwise, return [Human].
Only return [ChatGPT] or [Human].

#Your unfinished trajectory#: ${current trajectory}
#Your return#:

Table 6: The prompt template used for the prompt-based method in InterCode dataset.
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Figure 7: Human-Agent collaborative labelling user interface
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Case 1: Missing Information(Agent-only Error)

Question: Author David Chanoff has collaborated with a U.S. Navy admiral who served as the
ambassador to the United Kingdom under which President?
<solver> agent
Thought 1: I need to search David Chanoff and find the U.S. Navy admiral he collaborated with.
Then, I need to find the president under whom the admiral served as the ambassador to the United
Kingdom.
Action 1: Search[David Chanoff]
Observation 1: David Chanoff is a noted author of non-fiction work. His work has typically
involved collaborations with the principal protagonist of the work concerned. His collaborators
have included; Augustus A. White, Joycelyn Elders, Ðoàn Văn Toi, William J. Crowe, Ariel Sharon,
Kenneth Good and Felix Zandman.
<solver> agent
Thought 2: The paragraph does not mention the U.S. Navy admiral David Chanoff collaborated
with. I need to search for the U.S. Navy admiral and find the president under whom they served as
the ambassador to the United Kingdom.
Action 2: Search[U.S. Navy admiral ambassador to United Kingdom]
Observation 2: Could not find U.S. Navy admiral ambassador to United Kingdom. Similar:
[’Raymond A. Spruance (redirect from Vice Admiral Spruance)’, ’First Navy Jack’, ’List of United
States Navy four-star admirals’, ’United States Secretary of the Navy’, ’Kenneth Braithwaite
(category United States Navy rear admirals)’].
<solver> agent
Thought 3: I couldn’t find the U.S. Navy admiral who served as the ambassador to the United
Kingdom. Therefore, I cannot determine the president under whom they served.
Action 3: Finish[unknown]
Observation 3: Episode finished, reward = 0

Table 7: Agent attempts were made to find out under which president the American admiral who collaborated
with the author David Chanoff and served as ambassador to the United Kingdom served, but failed to find relevant
information. Although multiple search methods were attempted, including a direct search for David Chanoff’s
partners and a specific search for the U.S. Navy admiral and his role, the results showed that no information related
to the U.S. Navy admiral was found, resulting in the inability to identify the relevant president, so the The attempt
ended in failure.
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Case 1: Missing Information(ReHAC Correctness)

Question: Author David Chanoff has collaborated with a U.S. Navy admiral who served as the
ambassador to the United Kingdom under which President?
<solver> human
Thought 1: David Chanoff has collaborated with several people, including a U.S. Navy admiral. I
need to search for the U.S. Navy admiral and find the president under whom they served as the
ambassador to the United Kingdom.
Action 1: Search[U.S. Navy admiral ambassador to United Kingdom]
Observation 1: Could not find U.S. Navy admiral ambassador to United Kingdom. Similar:
[’United States Secretary of the Navy’, ’List of United States Navy four-star admirals’, ’First Navy
Jack’, ’Kenneth Braithwaite (category United States Navy rear admirals)’, ’United
Kingdom–United States relations’].
<solver> human
Thought 2: The search did not return the desired result. However, from the previous observation, I
know that William J. Crowe is the U.S. Navy admiral who collaborated with David Chanoff. I
should search for William J. Crowe to find out under which president he served as the ambassador
to the United Kingdom.
Action 2: Search[William J. Crowe]
Observation 2: William James Crowe Jr. (January 2, 1925 – October 18, 2007) was a United States
Navy admiral and diplomat who served as the 11th chairman of the Joint Chiefs of Staff under
Presidents Ronald Reagan and George H. W. Bush, and as the ambassador to the United Kingdom
and Chair of the Intelligence Oversight Board under President Bill Clinton. Crowe was born in La
Grange, Kentucky on January 2, 1925.
<solver> agent
Thought 3: William J. Crowe served as the ambassador to the United Kingdom under President Bill
Clinton. So the answer is Bill Clinton.
Action 3: Finish[Bill Clinton]
Observation 3:Episode finished, reward = 1

Table 8: Humans added information about Admiral William J. Crowe of the United States Navy and found out
that he served as the British Ambassador during President Bill Clinton’s term. This discovery correctly answered
the question, successfully restored the correct information from the initial lack of information, and was ultimately
rewarded.
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Case 2: Dead Loop(Agent-only Error)

Question: Question: The central figure used in the corporate branding of Singapore Airlines has
been an element of it’s marketing since what year?
<solver> agent
Thought 1: I need to search Singapore Airlines and find the year when the central figure used in its
corporate branding was introduced.
Action 1: Search[Singapore Airlines]
Observation 1: Singapore Airlines (abbreviation: SIA or SQ) is the flag carrier of the Republic of
Singapore with its hub located at Changi Airport, and a member of the Star Alliance. The airline is
notable for highlighting the Singapore Girl as its central figure in the corporate branding
segment.[5] Widely renowned as one of the best carriers, airline is ranked as a 5-star airline by
Skytrax,[6] and it has also been ranked as the world’s best airline five times.[7] The airline operates
a variety of Boeing and Airbus aircraft, including the A350, 787, 777, A380, and 737.. Singapore
Airlines Group has more than 20 subsidiaries, including numerous airline-related subsidiaries. SIA
Engineering Company handles maintenance, repair and overhaul (MRO) business across nine
countries with a portfolio of 27 joint ventures including with Boeing and Rolls-Royce. Singapore
Airlines Cargo operates SIA’s freighter fleet and manages the cargo-hold capacity in SIA’s
passenger aircraft.[8] Scoot, a wholly owned subsidiary, operates as a low-cost carrier..
<solver> agent
Thought 2: The paragraph mentions that Singapore Airlines has been using the central figure in its
corporate branding since some year. I need to find that year.
Action 2: Lookup[since what year]
Observation 2: No more results.
<solver> agent
Thought 3: I couldn’t find the year when the central figure was introduced. I need to search again.
Action 3: Search[Singapore Airlines central figure]
Observation 3:Could not find Singapore Airlines central figure. Similar: [’Singapore Airlines’,
’Singapore Girl’, ’Longest flights’, ’Airbus A380 (redirect from Singapore Airlines Flight 380)’,
’Airline’].
<solver> agent
Thought 4: I couldn’t find any information about the year when the central figure was introduced. I
need to search again.
Action 4: Search[Singapore Airlines branding]
Observation 4:Could not find Singapore Airlines branding. Similar: [’Singapore Airlines’,
’Singapore Girl’, ’Singapore Airlines fleet’, ’Scoot (redirect from Scoot Airlines)’, ’Singapore
Airlines Cargo’].
<solver> agent
Thought 5: I still couldn’t find the information I need. I need to search again.
Action 5: Search[Singapore Airlines marketing]
Observation 5:Could not find Singapore Airlines marketing. Similar: [’Singapore Girl’, ’Campbell
Wilson (category Chief executives in the airline industry)’, ’History of Singapore Airlines’, ’Scoot
(redirect from Scoot Airlines)’, ’Vistara (redirect from TATA-Singapore Airlines)’].
<solver> agent
Thought 6: I have exhausted all my search options and couldn’t find the information about the year
when the central figure was introduced in Singapore Airlines’ corporate branding. I cannot answer
the question.
Action 6: Finish[unknown]
Observation 6:Episode finished, reward = 0

Table 9: The agent has been stuck in a cycle of searching for the ”central image of Singapore Airlines“. No relevant
information found.
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Case 2: Dead Loop(ReHAC Correctness)

Question: Question: The central figure used in the corporate branding of Singapore Airlines has
been an element of it’s marketing since what year?
<solver> agent
Thought 1: I need to search the corporate branding of Singapore Airlines and find the year when the
central figure was first used in its marketing.
Action 1: Search[corporate branding of Singapore Airlines]
Observation 1: Could not find corporate branding of Singapore Airlines. Similar: [’Singapore
Airlines’, ’Corporate affairs of Singapore Airlines’, ’Scoot (redirect from Scoot Airlines)’, ’Vistara
(redirect from TATA-Singapore Airlines)’, ’Malaysia Airlines’].
<solver> human
Thought 2: I can search Singapore Airlines to find the information about its branding.
Action 2: Search[Singapore Airlines]
Observation 2: Singapore Airlines (abbreviation: SIA or SQ) is the flag carrier of the Republic of
Singapore with its hub located at Changi Airport, and a member of the Star Alliance. The airline is
notable for highlighting the Singapore Girl as its central figure in the corporate branding
segment.[5] Widely renowned as one of the best carriers, airline is ranked as a 5-star airline by
Skytrax,[6] and it has also been ranked as the world’s best airline five times.[7] The airline operates
a variety of Boeing and Airbus aircraft, including the A350, 787, 777, A380, and 737.. Singapore
Airlines Group has more than 20 subsidiaries, including numerous airline-related subsidiaries. SIA
Engineering Company handles maintenance, repair and overhaul (MRO) business across nine
countries with a portfolio of 27 joint ventures including with Boeing and Rolls-Royce. Singapore
Airlines Cargo operates SIA’s freighter fleet and manages the cargo-hold capacity in SIA’s
passenger aircraft.[8] Scoot, a wholly owned subsidiary, operates as a low-cost carrier..
<solver> agent
Thought 3: The paragraph mentions that Singapore Airlines highlights the Singapore Girl as its
central figure in the corporate branding segment. I need to find the year when the central figure was
first used in its marketing.
Action 3: Lookup[central figure used in the corporate branding of Singapore Airlines]
Observation 3:No more results.
<solver> human
Thought 4: The information about the year when the central figure was first used in Singapore
Airlines’ marketing is not in the current passage. I need to search Singapore Girl, which is the
central figure in the corporate branding of Singapore Airlines.
Action 4: Search[Singapore Girl]
Observation 4: Singapore Girl is a consistent visual advertising slogan applied to depictions of
flight attendants[1][2][3][4] of Singapore Airlines (SIA) dressed in the distinctive sarong kebaya
SIA uniform, in use since 1972, and remains a prominent element of SIA’s marketing.[5].
Singapore Airlines’ cabin service has been recognized with awards from magazines, travel and
tourism industries, including the ’World’s Best Cabin Crew Service’ by the Business Traveller
Asia-Pacific Awards for 23 consecutive years.[6]. The images and branding of the Singapore Girl
were first established in 1972 when Singapore Airlines took over as successor of its predecessor
Malaysia-Singapore Airlines (MSA), the joint Malaysia and Singapore airline set up to develop and
expand an intercontinental network. An earlier traditional version of the S̈arong Kebayaüniform
was first introduced by MSA and worn by the flight attendants since 1968. Subsequently, political
acrimony between Singapore and Malaysia led to the split of Malaysia-Singapore Airlines.
<solver> human
Thought 5: The central figure, Singapore Girl, has been in use since 1972. So the answer is 1972.
Action 5: Finish[1972]
Observation 5:Episode finished, reward = 1

Table 10: The agent has been stuck in a cycle of searching for the ”central image of Singapore Airlines“. No relevant
information found. Manual intervention, through the previous search information, inferred that "Singapore girl"
may be the central image, and then inferred in turn to complete the task20



Case3: Dead Loop(Agent-only Error)

Question: Vices and Virtues, coincidentally released just four days after V̈ices & Virtuesb̈y Las
Vegas band Panic! at the Disco, was the second studio album by which Canadian rock band?
<solver> agent
Thought 1: The question asks for the Canadian rock band that released the album V̈ices and
Virtues.Ï need to search for V̈ices and Virtuesänd find the Canadian rock band associated with it.
Action 1: Search[Vices and Virtues]
Observation 1: Could not find [Vices and Virtues]. Similar: [’Vices & Virtues’, ’Catalogue of Vices
and Virtues’, ’Vices and Virtues’, ’Panic! at the Disco (redirect from Vices and Virtues Tour)’,
’Vice’].
<solver> agent
Thought 2: I couldn’t find an exact match for V̈ices and Virtues.M̈aybe I can search for V̈ices &
Virtuesïnstead.
Action 2: Search[Vices & Virtues]
Observation 2: Results unrelated to any Canadian rock band; definitions and general information
about vice and virtue.
<solver> agent
Thought 3: The search results do not provide information about a Canadian rock band associated
with V̈ices & Virtues.Ï need to search specifically for V̈ices & Virtuesb̈y Panic! at the Disco and
find any linked Canadian rock band.
Action 3: Search[Vices & Virtues by Panic! at the Disco]
Observation 3: Again, results unrelated to the Canadian rock band; only general information about
vices and virtues.
<solver> agent
Thought 4: I couldn’t find any information about a Canadian rock band associated with V̈ices &
Virtuesb̈y Panic! at the Disco. It seems like there might be an error in the question or the
information provided is incorrect.
Action 4: Finish[error]
Observation 4: Episode finished, reward = 0

Table 11: When trying to retrieve information about the album "Vices and Virtues" related to the Canadian rock
band, valid information could not be found due to inappropriate keywords, and then cause a dead loop.
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Case3: Dead Loop(ReHAC Correctness)

Question: "Vices and Virtues," coincidentally released just four days after "Vices & Virtues" by
Panic! at the Disco, was the second studio album by which Canadian rock band?
<solver> human
Thought 1: The question simplifies to which Canadian rock band released "Vices and Virtues."
Action 1: Search [Vices and Virtues]
Observation 1: Could not find direct matches. Similar entries included various unrelated titles and
redirects.
<solver> human
Thought 2: To identify the band, refine search to include album specification.
Action 2: Search [Vices and Virtues (album)]
Observation 2: Discovered references to "Vices and Virtues (Art of Dying album)" among other
similar titles.
<solver> agent
Thought 3: Previous searches failed to identify the band; check related bands to eliminate
confusion.
Action 3: Search [Panic! at the Disco]
Observation 3: Retrieved information on Panic! at the Disco, confirming it’s not the sought
Canadian band but providing context.
<solver> human
Thought 4: Verify "Vices and Virtues (Art of Dying album)" to ensure correct identification.
Action 4: Search [Vices and Virtues (Art of Dying album)]
Observation 4: Confirmed "Vices and Virtues" is the second studio album by the Canadian rock
band Art of Dying, released coincidentally with Panic! at the Disco’s album.
<solver> human
Thought 5: Confirmation obtained; Art of Dying is the answer.
Action 5: Finish [Art of Dying]
Observation 5: Episode finished, reward = 1

Table 12: When trying to retrieve information about the Canadian rock band’s album "Vices and Virtues", because
the keyword "Vices and Virtues (album)" was selected, relevant clues were found, thus jumping out of the error loop
of not being able to find the information.
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