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Abstract

The notable success of large language models (LLMs) has sparked an upsurge in
building language agents to complete various complex tasks. We present AMOR,
an agent framework based on open-source LLMs, which reasons with external
knowledge bases and adapts to specific domains through human supervision to the
reasoning process. AMOR builds reasoning logic over a finite state machine (FSM)
that solves problems through autonomous executions and transitions over disen-
tangled modules. This allows humans to provide direct feedback to the individual
modules, and thus naturally forms process supervision. Based on this reasoning and
feedback framework, we develop AMOR through two-stage fine-tuning: warm-up
and adaptation. The former fine-tunes the LLM with examples automatically con-
structed from various public datasets, enabling AMOR to generalize across different
knowledge environments, while the latter tailors AMOR to specific domains using
process feedback. Extensive experiments across multiple domains demonstrate
the advantage of AMOR to strong baselines, thanks to its FSM-based reasoning
and process feedback mechanism. The code and data are publicly available at
https://github.com/JianGuanTHU/AMOR.

1 Introduction

LLMs, with astounding performance over general natural language processing (NLP) problems [42,
1, 36], have spurred great interest in building LLM-based agents to solve complex tasks by interacting
with external resources such as web knowledge [27], specialized tools [31], etc.

We focus on developing agents for knowledge-intensive tasks, where the agent completes users’
information-seeking requests by interacting with specific knowledge bases [22]. To address the
complexity of such tasks, we posit the desiderata for a qualifying agent as follows: Firstly, the
agent should possess a robust reasoning logic about the task to solve individual problems with
precise pathways. Secondly, the agent should maintain an adaptive mechanism to adjust to specific
environments, rather than staying static. Thirdly, the reasoning process should be amenable to human
interventions, enabling humans to steer the agent’s behavior through direct feedback to the process
rather than only to the outcome. This ability can significantly facilitate alignment between agent
behavior and human intent [39].

Although extensive studies have been conducted on building language agents, few, if any, can
fulfill all the required criteria due to their uncontrollable reasoning logic, static model capability, or
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Table 1: Comparison between AMOR and representative methods for building agents. Appendix A.1
provides a more comprehensive discussion in detail.

Method Reasoning Logic Adaptive Mechanism FeedbackStep Inter-Step Dependency
WebGPT [27] Tool Invoking Undefined Imitation Learning from Humans Outcome
CoT [43] Reasoning Undefined Prompting Undefined
ToT [50] Reasoning Undefined Prompting Process
ReAct [51] Reasoning&Tool Invoking Undefined Prompting Undefined
Reflexion [35] Reasoning&Tool Invoking Undefined Prompting Process
AgentLM [53] Reasoning&Tool Invoking Undefined Imitation Learning from LLMs Outcome
MetaGPT [14] Specialized Module Sequential Pipeline Prompting Process
LUMOS [52] Specialized Module Sequential Pipeline Imitation Learning from Humans Undefined

AMOR Specialized Module Finite State Machine Exploration&Exploitation Process

States & Modules for Calling LLMs    States & Modules for Invoking Tools

[RELEVANT]

𝑑

LLM Modules   Tool Modules

[NEXT]

𝑞

[RELEVANT]

𝑑𝑑 = 𝑑!

𝐻 = [ ]
𝐸 = [ ]

𝒔𝟎: Ques%on Decomposi%on

𝒎𝟎:	 Decompose(𝑄,𝐻)
Executor: LLM
Description: Generate the next query q 
if more information besides H is
needed to answer Q.
Output: G

Q

𝒔𝟏:	Document Retrieval

𝒎𝟏: SearchDoc(𝑞)
Executor: Tool
Description: Retrieve one
document snippet using 𝑞 from
given knowledge bases.
Output: 𝑑!

𝒔𝟔:	Task Comple%on

𝒎𝟔: Complete(Q, E)
Executor: LLM
Description: Generate the answer to
the main question Q based on E.
Output: A

[FINISH]

A

𝒔𝟐:	Relevance Judgment

𝒎𝟐: Judge(𝑄,𝐻, 𝑞, 𝑑)
Executor: LLM
Description: Judge whether 𝑑	is
relevant with 𝑞.

Output : H[RELEVANT], if yes
[IRRELEVANT], if no

𝒔𝟒:	Passage Retrieval

𝒎𝟒: SearchPsg(𝑞, 𝑑)
Executor: Tool
Description: Retrieve passages
that are relevant with 𝑞 in the
document of 𝑑.
Output: 𝑃 = [𝑝!, 𝑝", … ]

[IRRELEVANT]

𝒔𝟑	Document Naviga%on

𝒎𝟑: NextDoc()
Executor: Tool
Description: Navigate to the next document snippet.
Output: G

[CONTINUE]

[NEXT] 𝑞, if more info needed
[FINISH], otherwise

[NO MORE], if exceeding the maximum number
[CONTINUE], otherwise

𝑑

𝒔𝟓:	Answer Extraction

𝒎𝟓: Answer(Q, H, q, 𝑃)
Executor: LLM
Description: Extract the answer 𝑎 to the
query q and the evidence passage e from P.
Output: P𝑦𝑒𝑠𝑛𝑜

𝑃 = [𝑝!, 𝑝", … ]

[ANSWERABLE]

𝐻 = 𝐻 + 𝑞, 𝑎 , 𝐸 = 𝐸 + 𝑒

[NO MORE] 

𝐻 = 𝐻 + 𝑞, “𝑁𝑜 𝐴𝑛𝑠𝑤𝑒𝑟” , 𝐸 = 𝐸 + 𝑑!

[ANSWERABLE] a, e, if answerable
[UNANSWERABLE], otherwise

[UNANSWERABLE]

🛠

🎉 📑

📑 📑🤔 🤔

𝒔𝟎: QuesAon DecomposiAon
𝑄,𝐻, 𝐸

𝒎𝟎:	 Decompose(𝑄,𝐻)
Description: Generate the next query 𝑞	if more
information besides 𝐻 is needed to answer 𝑄.

Output: G [NEXT] 𝑞, if more information needed
[FINISH], otherwise

𝒔𝟏:	Document Retrieval
𝑄,𝐻, 𝐸, 𝑞

𝒎𝟏: SearchDoc(𝑞)
Description: Retrieve one document
snippet using 𝑞 from the given
knowledge base.
Output: 𝑑!

𝒔𝟐:	Relevance Judgment
𝑄,𝐻, 𝐸, 𝑞, 𝐷, 𝑑

𝒎𝟐: Judge(𝑄,𝐻, 𝑞, 𝑑) 
Description: Judge whether 𝑑	is
relevant with 𝑞.

Output : H[RELEVANT], if yes
[IRRELEVANT], if no

𝒔𝟒:	Passage Retrieval
𝑄,𝐻, 𝐸, 𝑞, 𝐷, 𝑑

𝒎𝟒: SearchPsg(𝑞, 𝑑)
Description: Retrieve passages
using 𝑞 in the document of 𝑑.

Output:	𝑃 = [𝑝!, 𝑝", … ]

[NEXT]

𝑞
𝑑 = 𝑑!
𝐷 = [𝑑!]

𝒔𝟓:	Answer ExtracAon
𝑄,𝐻, 𝐸, 𝑞, 𝐷, 𝑃

𝒎𝟓: Answer(Q, H, q, 𝑃)
Description: Extract the answer 𝑎 to the
query q and the evidence passage e from P.

Output: P𝑦𝑒𝑠𝑛𝑜
[ANSWERABLE] a, e, if answerable
[UNANSWERABLE], otherwise

𝑃

𝒔𝟑:	Document NavigaAon
𝑄,𝐻, 𝐸, 𝑞, 𝐷

𝒎𝟑: NextDoc()
Description: Navigate to the next document snippet 𝑑′.

Output: G
[NO MORE], if exceeding the maximum number
[CONTINUE] 𝑑′, otherwise

[IRRELEVANT]
[CONTINUE] 
𝑑 = 𝑑′
𝐷 = 𝐷 + [𝑑′]

𝒔𝟔: Task CompleAon
𝑄, 𝐸

𝒎𝟔: Complete(Q, E)
Description: Generate the answer to the main
question Q based on E.
Output: A

[FINISH]

A

𝐻 =

𝐸 = [ ]
Q

[ANSWERABLE]

𝐻 = 𝐻 + 𝑞, 𝑎 , 𝐸 = 𝐸 + 𝑒

[UNANSWERABLE]

[NO MORE] 

𝐻 = 𝐻 + 𝑞, “No Answer” , 𝐸 = 𝐸 + 𝐷[0]

𝑄: The main question

𝐴: The final question

𝐻: All solved sub-queries and answers

𝐸: All collected evidence passages

𝑞:Current sub-query

𝐷: All retrieved documents

𝑑: Current document

𝑃: Retrieved Passages in 𝑑

Figure 1: AMOR’s state transition diagram. Each box represents a state and the corresponding module
that is executed when entering the state. There may be multiple categories of execution results
distinguished by special branch tokens such as “[NEXT].” Then AMOR determines the next state
based on the branch tokens.

sparse/missing feedback signals, as detailed in Table 1. Consequently, it is still challenging for users
to critique, and thus guide existing agents to follow targeted manners, especially when the agents are
built upon less powerful LLMs [25].

We introduce AMOR, an Adaptable MOdulaR knowledge agent that can reason and adapt, with the
reasoning process amenable to human supervision, based on open-source LLMs. AMOR’s reasoning
logic is formalized as a finite state machine (FSM) [7, 21] that solves problems via a series of
executions and transitions over a set of modules (Figure 1). This naturally enables the desired process-
based supervision mechanism, allowing users to give feedback to each LLM-controlled module.
AMOR supports flexible forms of feedback, either binary judgments regarding the correctness or
refinement of the outputs. The reasoning logic and process feedback mechanism together frame how
AMOR thinks, acts, and interacts with users and task environments.

We build AMOR upon an LLM equipped with distinct parameters for different modules to efficiently
handle multiple tasks. The training in AMOR happens in two stages: (1) Warm-up: the modular
design enables us to construct training data separately for each disentangled module without requiring
complete trajectories for specific tasks. As a result, we create a large dataset of 50k examples
covering multiple distinct tasks, simply using public datasets. We fine-tune AMOR on this data for
generalization over various knowledge-seeking scenarios. (2) Adaptation: when deployed, we tailor
AMOR to the target domain by letting it autonomously address user tasks (i.e., exploration), collecting
process feedback for each LLM output, and evolving through further fine-tuning on the exploration
trajectories with feedback (i.e., exploitation). Our contributions are summarized as follows:

I. We propose a general framework for building knowledge agents, featuring FSM-based reasoning
logic and a process feedback mechanism. We focus on text corpora as knowledge bases, but the
approach can be flexibly extended to other knowledge types and user tasks by customizing the
modules and dependencies within the FSM framework.
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II. Experiments across multiple domains show the strong advantage of the FSM-based reasoning
logic with 30%-40% improvements over baselines when based on off-the-shelf LLMs (e.g., GPT-42).
Switching to fine-tuned LLMs, the warm-up stage empowers AMOR to generalize to multiple domains
and surpass strong baselines. After we adapt AMOR to specific domains, subsequent domain-specific
adaptations reveal that process feedback is significantly more effective in improving the reasoning
process than outcome feedback.

2 Related work

Language agents. Interest is surging in building agents for tasks necessitating multi-step reasoning.
Existing work falls into two groups. The first group focuses on designing agent architectures, such
as CoT’s step-by-step reasoning [44], ReAct’s integration of reasoning, action, and observation to
allow tool use [51], and CODEPLAN’s two-stage reasoning framework that first generates a code-
form plan and then realizes low-level reasoning steps [45]. Nevertheless, such free-form reasoning
constraints human intervention. In contrast, modular agents follow a pipeline to execute specialized
modules [19, 14, 11, 3, 52], improving the ease of intervention. The second group aims to design
adaptive mechanisms for adapting agents to specific scenarios. ToT [50] and Reflexion [35] use
environment feedback for multi-path pruning and iterative single-path refinement, respectively, but
suffer from poor inference efficiency and need for real-time feedback. As a fine-tuning approach,
recent work equipped open-source LLMs with specific agent abilities by learning from examples
synthesized based on human priors [5], or expert trajectories from humans [27] or GPT-4 [53, 4] with
correctness validation through outcome feedback. In contrast, our modular agent AMOR employs
FSM-based reasoning with a stronger capacity for handling complex tasks than simple pipelines and
adapts effectively to specific environments via process feedback.

Retrieval-augmented generation (RAG). The RAG paradigm augments the inputs of LLMs with
retrieved passages to enhance factuality [12, 22, 10]. Recent studies have developed interleaved
reasoning-retrieval for better information recall than one-step retrieval [38, 16, 28]. However, retrieval
may introduce noise that leads to low-quality answers [34]. To tackle this, Self-RAG [2] trained
LLMs to selectively perform retrieval and utilize retrieved passages. Unlike RAG approaches, AMOR
emphasizes an explainable reasoning process for proactively decomposing questions and seeking
evidence for grounded generation, and allows for process feedback from humans. Nevertheless, RAG
mainly focuses on integrating parametric factual knowledge in LLMs and retrieved non-parametric
knowledge, which is less explainable and intervenable.

3 AMOR agent

Algorithm 1 FSM-based Reasoning Logic
Input: Agent at the state s = s0; Q: Question.
Output: A: Final Answer; R: Reasoning Process.

1 R = [ ]
2 while s ̸= sN−1 do
3 y = m(s) // Obtain the output y given s

from the corresponding module m.
4 R.append({“state”: s, “output”: y})
5 A = y
6 return A,R

AMOR relies on three key techniques: FSM-based
reasoning logic, a process feedback mechanism,
and a two-stage fine-tuning strategy. We detail the
definition of the reasoning logic and its specifica-
tion assuming the knowledge base is a text corpus
in §3.1, the method for fine-tuning open-source
LLMs as a warm-up stage in §3.2, and the adapta-
tion stage driven by process feedback in §3.3.

3.1 Reasoning logic

Algorithm 1 outlines how to deduce the answer A for an input question Q with a reasoning process
R using FSM-based reasoning logic, which can be defined by a quadruple: {S,M, E , µ}, where

• S = {s0, . . . , sN−1} is a set of states with s0 as the initial state and sN−1 as the final state. Each
state holds variables to track context information.

• M = {m0, . . . ,mN−1} is a set of modules with mk triggered when the reasoning flow reaches
state sk. The modules are categorized into two types: (a) Tool modules (MTOOL) for invoking tools,
and (b) LLM modules (MLLM) for calling LLMs.

2 In this work, GPT-3.5/4 refers to the OpenAI’s API “gpt-3.5-turbo” / “gpt-4-1106-preview,” respectively.
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Main Question: 𝑄
Next Sub-Query: .𝑞#
Document Snippet: �̂�# || 𝑑# || 𝑝#,# || 𝑝#,' || 𝑝#,(
Output: [Relevant] || [Irrelevant] || [Relevant] || [Relevant] || [Relevant]

Main Question: 𝑄
Solved Sub-Queries:
1. Q: .𝑞#	A: .𝑎#
Next Sub-Query: .𝑞'
Document Snippet: �̂�' || 𝑑' || 𝑝',# || 𝑝',' || 𝑝',(
Output: [Relevant] || [Irrelevant] || [Relevant] || [Relevant] || [Relevant]

Main Question: 𝑄
Output: [Next] .𝑞#

Main Question: 𝑄
Solved Sub-Queries:
1. Q: .𝑞#A: .𝑎#
Output: [Next] .𝑞'

Main Question: 𝑄
Solved Sub-Queries:
1. Q: .𝑞#	A: .𝑎#
2. Q: .𝑞'	A: .𝑎'
Output: [Finish]

SearchDoc(Query = ,𝑞^, title ≠ “Chick Chick Boom”)
𝑑^ (title: Chick-fil-A) The first Chick-fil-A opened in 1967, in the …

SearchPsg(Query = ,𝑞^, title = “Chick Chick Boom”) / �̂�^
𝑝^,^ (title: Chick Chick Boom) After Extra Toxic took the game …
𝑝0,1 (title: Chick Chick Boom) The chicks will bounce throughout their …
𝑝0,2 (title: Chick Chick Boom) Each drawing is given an accuracy rating …

SearchDoc(Query = ,𝑞`, title ≠ “Nintendo Entertainment System”)
𝑑` (title: Nintendo Character) Mario is a character created by the …

SearchPsg(Query = ,𝑞`, title = “Nintendo Entertainment System”) / �̂�`
𝑝1,0 (title: Nintendo Entertainment System) After developing several …
𝑝1,1 (title: Nintendo Entertainment System) The NES is one of the best- …
𝑝1,2 (title: Nintendo Entertainment System) Following a series of arcade …

Knowledge Augmentation

Main Question: 𝑸
Next Sub-Query: +𝒒𝟎
Document Snippet: 𝒑𝟎,𝟏$

Output: [Relevant]

Main Question: 𝑸
Solved Sub-Queries:
1. Q: +𝒒𝟎	A: +𝒂𝟎
Next Sub-Query: +𝒒𝟏
Document Snippet: 𝒑𝟏,𝟎$

Output: [Relevant]

Main Question: 𝑸
Next Sub-Query: +𝒒𝟎
Document Snippet: 𝒑𝟎
Output: [Relevant]

Main Question: 𝑸
Solved Sub-Queries:
1. Q: +𝒒𝟎	A: +𝒂𝟎
Next Sub-Query: +𝒒𝟏
Document Snippet:	𝒑𝟏
Output: [Relevant]

Main Question: 𝑄
Next Sub-Query: .𝑞#
Passages: [1] �̂�# [2] 𝑝#,' [3] 𝑝#,( || [1] 𝑝#,# [2] 𝑝#,' [3] 𝑝#,(
Output: [Answerable] Answer: .𝑎#; Relevant Passage ID: [1] || [Unanswerable]

Main Question: 𝑄
Solved Sub-Queries:
1. Q: .𝑞#	A: .𝑎#
Next Sub-Query: .𝑞'
Passages: [1] 𝑝#,( [2] �̂�'	[3] 𝑝#,' || [1] 𝑝',( [2] 𝑝',# [3] 𝑝','
Output: [Answerable] Answer: .𝑎'; Relevant Passage ID: [2] || [Unanswerable]

Main Question: 𝑸
Next Sub-Query: +𝒒𝟎
Passages: [1] 𝒑𝟎,𝟎$ [2] 𝒆𝟎 [3] 𝒑𝟎,𝟐$

Output: [Answerable] Answer: 𝒂𝟎; Relevant Passage ID: [2]

Main Question: 𝑸
Solved Sub-Queries:
1. Q: +𝒒𝟎	A: +𝒂𝟎
Next Sub-Query: +𝒒𝟏
Passages: [1] 𝒑𝟏,𝟏$ [2] 𝒑𝟏,𝟎$ 	[3] 𝒆𝟏
Output: [Answerable] Answer: 𝒂𝟏; Relevant Passage ID: [3]

Decompose Judge Answer Complete
Main Question: 𝑄
Passages: [1] �̂�#[2] �̂�'
Output: =𝐴

Original Sample
Question 𝑄: On what date did the publisher of Chick Chick Boom unveil its new systems?

Decomposed Sub-Queries (,𝑞a), Answers ( ,𝑎a ) and Evidence Passages (�̂�a ):
,𝑞^ Who was the publisher of Chick Chick Boom?
,𝑎^ Nintendo
�̂�^ (title: Chick Chick Boom) … Chick Chick Boom is an online Adobe Flash game created 
for Easter 2007 by German developer Extra Toxic and sponsored by Nintendo of Europe …

,𝑞` What day did Nintendo unveil the new systems?
,𝑎` October 18, 1985
�̂�` (title: Nintendo Entertainment System) … Nintendo seeded these first systems to
limited American test markets starting in New York City on October 18, 1985 …
Final Answer 1𝐴: October 18, 1985

Figure 2: On the top left is a sample question from Musique [37], providing ample information (in
green) for constructing training examples for four LLM modules of AMOR (bottom). We augment
extra knowledge (in blue) for the Judge and Answer module by invoking the SearchDoc and
SearchPsg tools (top right). In each example, we highlight the prompt in purple to format the
current state (before “Output:”) and output (after “Output:”), and use “||” to separate different
examples for training.

• E is the set of all possible outputs of M.
• µ : S × E → S is the transition function that determines the next state of the reasoning flow given

the current state and the execution result of the corresponding module.

When the external knowledge base is a text corpus, an instantiation of the reasoning logic can be
represented by the state transition diagram in Figure 1. In this case, MTOOL perform document and
passage retrieval using external retrievers; while MLLM leverage the LLM to analyze and digest
the question, documents, and passages to deduce the final answer. To distinguish different types
of outputs from a module that requires different subsequent modules, we employ a set of special
branch tokens such as “[NEXT]” to guide µ to determine the next state. In summary, AMOR answers
question Q by (1) iteratively decomposing Q to a sub-query q at state s0, and finding the answer a to
q and the evidence passage e through iterative knowledge retrieval, relevance evaluation, retrieval
refinement (i.e., “Passage Retrieval”), and answer extraction, until no more knowledge is needed; and
(2) deducing the final answer A based on the collected evidence passages at the final state.

Defining reasoning logic as an FSM offers three advantages: (1) Structured Thinking. FSM makes
specifications of inter-step dependencies (e.g., prioritization, branch selection) easy, and thus enables
narrowing down the exploration space. (2) Skill Disentanglement. By decomposing complex tasks
into modular steps, one can independently construct training data for each module, which significantly
reduces the difficulty of implementing AMOR with open-source LLMs (cf., §3.2). This feature also
allows AMOR to focus on single steps, thereby mitigating the weakness of LLMs in reasoning over
long context formed by task-solving trajectories [24]. (3) Intervenable Workflow. The structured
reasoning process enables users to easily diagnose the agent’s mistakes and provide process feedback
for improving the reasoning capability of the agent (§3.3).

3.2 Warming-up open-source LLMs

Open-source LLMs are observed to fall short in complex agent tasks [46, 25]. Recent studies have
improved their reasoning abilities through imitation learning using trajectories from advanced LLMs
such as GPT-4 [53, 4]. However, even GPT-4 can struggle with producing high-quality reasoning
trajectories [29].

AMOR’s modular design enables us to construct training data for each module separately from
existing datasets without simulating the whole trajectories, thus greatly alleviating the above issue.
Formally, given a sample question Q with annotations of the final answer Â, all sub-queries and
answers Ĥ = [(q̂0, â0), (q̂1, â1), · · · ], and all evidence passages Ê = [ê0, ê1, · · · ], we can directly
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transform these annotations into a suitable format to serve as training data for Decompose and
Complete in Figure 1. Since Judge and Answer require multiple types of retrieved knowledge (e.g.,
relevant or not), we employ retrieval tools to augment the input. Figure 2 exemplifies the construction
pipeline, which can be easily extended to other knowledge-intensive datasets and specific domains.
Appendix A.4 shows more details.

When fine-tuning open-source LLMs to handle multiple tasks defined by different modules, we are
inspired by the Mixture-of-Experts approach [33] to learn distinct Feed-Forward Network (FFN)
parameters in the final quarter of the Transformer blocks to balance the trade-off between performance
and inference efficiency. These module-specific parameters are initialized using the original model’s
FFN layers. We call the proposed architecture Module-Aware Mixture-of-Experts (MA-MoE)3.
Then, we fine-tune the MA-MoE model with the standard language modeling loss:

L1 = −Em∈MLLM,(ŝ,ŷ)∈Dm
λm log πθm(ŷ|ŝ), (1)

where π refers to the policy model MA-MoE that maps the state ŝ to an action ŷ, θm denotes the
parameter for the module m ∈ MLLM, Dm is the corresponding collection of training examples,
(ŝ, ŷ) is a state-output pair from Dm, and {λm} are tunable hyper-parameters.

3.3 Adaptation through process feedback

Algorithm 2 Adaptation through Process Feedback
Input: {πWFT

θm }: Initial Policy; T : Exploration Steps between Ex-
ploitation; I: Number of Iterations.

Output: {πθm}: Adapted Policy.
1 while i← 1 to I do
2 R = [ ] // Feedback-Refined Reasoning Processes
3 while t← 1 to T do

// Exploration
4 Receive an input question Q.
5 Collect AMORθ’s reasoning process R. // Algorithm 1

// Feedback Collection for Each LLM Module
6 foreach Step rk ∈ R (k = 0, 1, 2, · · · ) do
7 Extract the state sk and output yk from rk.
8 if The corresponding module mk ∈MLLM then
9 Collect feedback fk for sk and yk.

10 Determine ỹk and ok based on fk. // Eq. 2
11 R.append([sk, ỹk, ok])

// Exploitation
12 Optimize {θm} to minimize L2 onR. // Eq. 3
13 return {πθm}

Feedback is crucial for adapting
language agents to specific environ-
ments [40], especially when deal-
ing with unseen, long-tail, or ever-
changing domain knowledge. Prior
agents commonly used outcome
feedback for adaptation which as-
sesses the correctness of interme-
diate steps based on the success
or failure of the outcome [53, 4].
However, outcome feedback is too
sparse to improve intermediate rea-
soning [23]. Recent studies also
highlighted that LLMs’ reasoning
steps are likely to contradict the out-
come [26], which means that out-
come feedback may inevitably in-
troduce noise during training (see
examples in Appendix B.8). In
contrast, AMOR’s process feedback
mechanism can effectively alleviate these issues.

Algorithm 2 describes the adaptation mechanism of AMOR parameterized by θ, specifically as three
steps: (1) Exploration. AMOR answers the input question Q by interacting with a knowledge base.
(2) Feedback Collection. AMOR’s reasoning process for Q is evaluated with feedback fk for the
output yk of the LLM at each step during reasoning, which is either “right/wrong” or a refined version
of y. We convert y into a feedback-refined target output ỹ based on the feedback fk and determine
the immediate reward ok as follows:

ỹk, ok =


yk, 1 if fk = “right”,
yk, 0 if fk = “wrong”,
fk, 1 if fk is refinement.

(2)

(3) Exploitation. Every T steps of the former exploration and feedback collection, we optimize the
initial policy based on the resulting trajectories and corresponding feedback [32]:

L2 = −Em∈MLLM,(sk,ỹk,ok)∈Rm
λm[ok − βlog

(
πθm(ỹk|sk)/πWFT

θm (ỹk|sk)
)
], (3)

3 “Module-Aware” means when AMOR executes a certain module, its module index will be provided to the
routers of the model to indicate which expert should be activated.
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Table 2: Automatic annotation strategy for silver process feedback for different LLM modules.

Module m Output y Silver Process Feedback f

Decompose(Q,H)
[NEXT] q “right”, if the retrieved documents using q overlap the documents corresponding to Ê; “wrong”, otherwise.
[FINISH] “right”, if Ê ⊆ E (i.e, evidence passages collected by AMOR); “wrong”, otherwise.

Judge(Q,H, q, d)
[RELEVANT]

“[RELEVANT]”, if one of passages in Ê comes from the same document as d; “[IRRELEVANT]”, otherwise.[IRRELEVANT]

Answer(Q,H, q, P )
[ANSWERABLE] a e “right”, if e ∈ Ê; “wrong”, otherwise
[UNANSWERABLE] “right”, if P ∩ Ê = ∅; “wrong”, otherwise

Complete(Q,E) A Â, if Ê ⊆ E; “wrong”, otherwise.

where Rm ⊆ R denotes the training examples for module m, πWFT
θ refers to the initial warm-up policy.

Notably, this loss function is non-differentiable, necessitating the use of a specialized optimization
technique. We use a recently proposed alignment algorithm KTO [9] with an MLE regularization [47]
for optimization, which optimizes the policy without requiring paired human preferences. Crucially,
when optimizing a particular module m, the gradient induced by the feedback signal propagates
through the entire MA-MoE model, except for the FFN layers corresponding to other modules.
This targeted optimization approach enables AMOR to effectively align its outputs with the desired
intermediate results and final answers, leveraging the fine-grained process feedback provided by
human supervisors.

4 Experiments

4.1 Experimental setup

Tools modules. We construct retrievers for both SearchDoc and SearchPsg using Contriever-MS
MARCO [15]. SearchDoc retrieves a single document snippet per query, while SearchPsg fetches
the top three relevant passages from a given document. By invoking NextDoc, at most nine more
document snippets are returned. Appendix B.1 presents more details.

Warm-up datasets. We employ four question-answering (QA) datasets to warm up open-source
LLMs, including 2WikiMultiHopQA [13], Musique [37], NaturalQuestions [20] and BoolQ [6]. They
vary in levels of question complexity (single- or multi-hop), answer types (phrase spans or yes/no),
and types of dependency structures between sub-queries (e.g., serial or parallel), etc. Appendix A.4
shows the statistics in detail.

Adaptation & evaluation datasets. We consider three benchmarks, by which we simulate different
deployment scenarios: (1) HotpotQA [49]: a challenging multi-hop QA dataset built on Wikipedia
articles. We use the Wikipedia dump provided in [15] as the knowledge base. (2) PubMedQA [17]:
a biomedical QA dataset that requires answering a question by “yes/no” given a PubMed abstract. We
adapt the data to retrieval-based QA by piling all 274k abstracts provided in the paper as a knowledge
base, where each document comprises one abstract passage. (3) QASPER [8]: answering questions
in free form based on a long NLP paper. For each question, we regard the corresponding paper as
a knowledge base and each section of the paper as a document with several passages. We use the
training and validation sets for adaptation fine-tuning and the test sets for evaluation. For evaluation
metrics, we use exact match (EM) and F1 scores for HotpotQA and QASPER; and the accuracy (ACC)
of “yes/no” for PubMedQA. More details are in Appendix B.2.

Feedback annotation. Considering limited resources, we simulate human behavior and provide
silver feedback to AMOR’s reasoning processes based on the gold answer Â and gold evidence
passages Ê = [ê0, ê1, · · · ] for each target question Q, which are already included in the training and
validation data of the three benchmarks. Table 2 shows how we annotate the feedback for each LLM
output y. Note that AMOR is applicable for gold feedback from humans in realistic applications.
Appendix B.3 discusses the accuracy of the silver feedback through human evaluation.

Implementation details. We set λm in Eq. 1 and Eq. 3 to 1 for all modules, I = 1 in Algorithm 2,
and T to the size of the training set for each dataset, and fine-tune LLAMA-2-7B/13B-Chat for
two epochs with a learning rate of 2e−5 using 8 NVIDIA 80GB A100 GPUs. While applying
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Table 3: Refining each module output y to ỹ based on the outcome feedback fo to adapt AMOR,
where ¬y denotes converting the binary output y to its opposite label.

Module m Target Output ỹk and Immediate Reward ok

Decompose(Q,H) ỹk = y and ok = 1 if fo = Â; ỹk = y and ok = 0, otherwise.
Judge(Q,H, q, d) ỹk = y and ok = 1, if fo = Â; ỹk =¬ y and ok = 1, otherwise.
Answer(Q,H, q, P ) ỹk = y and ok = 1 if fo = Â; ỹk = y and ok = 0, otherwise.
Complete(Q,E) ỹk = Â and ok = 1 if Ê ⊆ E; ỹk = y and ok = 0, otherwise.

AMOR for inference, we use greedy decoding for all generations. Besides, we set the maximum
number of decomposed sub-queries to the maximum count of gold evidence passages, i.e., 2/1/1
for HopotQA/PubMedQA/QASPER, respectively. Once the maximum number is reached, AMOR is
transited to state s6 (“Task Completion”) to finalize the answer.

Baselines. We compare AMOR to various baselines with or without fine-tuning: (1) CoT [44]:
it prompts an off-the-shelf LLM to generate the answer through step-by-step reasoning. (2) RAG:
One-Step Retrieval (OneR) uses the question as a query to retrieve top-K document snippets with
the SearchDoc module to augment the input. We set K as the maximum number of gold evidence
passages in each dataset. Under the fine-tuning setting, we use the gold evidence passages for
training. Self-RAG [2] selectively performs retrieval and utilizes retrieved passages while does not
explicitly introduce question decomposition. They can be viewed as simplifications of AMOR. (3)
ReAct [51]: it interleaves thought, action, and observation steps. An action can be either invoking the
retrieval tools or finalizing an answer. We also compare AMOR with fine-tuned ReAct-style agents
including AgentLM [53] and FIREACT [4]. We set the maximum number of action steps to 20. (4)
Modular Agents: ReWoo [46] follows a pipeline that plans all sub-goals, generates actions, and
then executes, while LUMOS [52] applies this pipeline iteratively, tackling one sub-goal at a time with
each interaction. Both agents utilize GPT-3.5 as a supplementary QA tool during action generation.
Similar to AMOR, they modularize language agents; however, they lack explicit mechanisms for
assessing the relevance of retrieved information. Under the setting without fine-tuning, we provide
in-context examples for the baselines following their official implementations.

Furthermore, we also conduct ablation studies to investigate the influence of different components,
resulting in two more baselines: (1) AMORWFT: AMOR with only warm-up fine-tuning, without fur-
ther adaptation; and (2) AMOROutcome: outcome feedback instead of process feedback is utilized in
adaptation after AMOR is warmed-up. Specifically, we determine the target output and corresponding
immediate reward for an LLM module as detailed in Table 3, and then adapt AMOR using Eq. 3. For
clarity, we denote our final method as AMORProcess.

4.2 Main results

Table 4 reports the evaluation results of AMOR and baselines on three datasets, revealing three key find-
ings: (1) The FSM paradigm is clearly advantageous to prior agent frameworks. AMORw/o FT

delivers strong performance by improving 41.9%, 32.1%, and 41.2% over ReAct on average when
built on top of off-the-shelf LLMs, including L-7B, GPT-3.5, and GPT-4, respectively. This indicates
that our proposed FSM paradigm is more effective in leveraging LLMs for complex reasoning. (2)
Warm-up fine-tuning generally enhances AMOR in downstream tasks. When based on L-7B,
AMORWFT outperforms AMORw/o FT across all datasets. Furthermore, AMORWFT also surpasses
other fine-tuned ReAct-style and modular agents, even including FIREACT that is fine-tuned with
in-domain HotpotQA trajectories from GPT-4. This suggests the potential of utilizing existing
datasets for developing powerful agents with well-defined reasoning logic. (3) Process feedback is
more effective than outcome feedback in facilitating the adaptation of agents. The order that
AMORProcess > AMOROutcome > AMORWFT indicates the impact of feedback in terms of tailoring
agent behavior to specific domains, and process feedback is more helpful than outcome feedback for
leading to the correct final answers.

Additionally, Table 5 presents the results from employing various model architectures (including our
proposed MA-MoE model, the standard MoE model, and the Transformer model) as well as optimiza-
tion algorithms (namely KTO and Supervised Fine-Tuning, i.e., SFT). The MoE model is identical to
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Table 4: Results of AMOR and baselines. “L-7/13B” is short for “LLAMA-2-7/13B-Chat.” We
highlight the best results in bold and underline the second best. Models marked with ∗ are fine-tuned
on the target datasets. Results marked with † are reported in the original paper and those marked with
‡ are reported in [4]. N/A means the method does not apply to the datasets. AMORProcess outperforms
baselines under the same setting significantly (p < 0.01, sign test).

Method Base LLM HotpotQA PubMedQA QASPER
EM F1 ACC EM F1

Without Fine-Tuning
ReAct L-7B 12.2 16.6 61.8 6.0 19.2
AMORw/o FT L-7B 26.0 34.6 62.9 4.5 21.3

CoT GPT-3.5 28.0‡ - N/A N/A N/A
OneR GPT-3.5 33.4 42.1 72.6 6.8 23.3
ReAct GPT-3.5 30.8 38.8 58.2 5.8 27.0
ReWoo GPT-3.5 30.4† 40.1† - - -
AMORw/o FT GPT-3.5 39.6 49.3 68.8 10.0 30.8

CoT GPT-4 45.0‡ - N/A N/A N/A
ReAct GPT-4 42.0‡ - 62.1 7.1 26.2
AMORw/o FT GPT-4 55.2 65.2 80.0 11.5 37.4

With Fine-Tuning
OneR∗ L-7B 34.8 43.8 75.3 11.0 25.5
Self-RAG L-7B 22.4 32.9 62.6 2.1 17.9
AgentLM L-7B 22.0† - 64.9 4.2 20.2
FIREACT L-7B 26.2† - 66.1 6.5 18.4
LUMOS L-7B 29.4† - 70.3 7.1 19.5
AMORProcess

∗ L-7B 45.8 54.9 81.1 19.1 35.3
AMORWFT L-7B 33.6 41.9 73.4 11.1 23.6
AMOROutcome

∗ L-7B 40.8 49.3 77.5 9.4 25.4

AgentLM L-13B 29.6† - 67.9 7.1 24.4
AMORProcess

∗ L-13B 48.6 55.3 82.2 18.1 38.0
AMORWFT L-13B 36.8 44.1 74.6 15.2 27.3
AMOROutcome

∗ L-13B 42.4 51.6 80.1 9.9 26.5

Table 5: Results of AMORProcess based on L-7B with different architectures and optimization
algorithms. The architecture setting is also applied on the warm-up fine-tuning stage. † refers to our
final method.

Architecture Optimization HotpotQA PubMedQA QASPER
EM F1 ACC EM F1

MA-MoE† KTO† 45.8 54.9 81.1 19.1 35.3

MA-MoE SFT 43.2 53.1 79.3 18.6 34.2
MoE SFT 41.6 51.1 78.8 17.5 33.5

Transformer SFT 41.4 50.9 78.2 17.8 33.2

the MA-MoE model except it lacks module-specific awareness. SFT refers to optimizing the model
only for outputs ỹk that receive an immediate reward ok = 1, using standard language modeling
loss. The results show: (1) The standard MoE architecture struggles to effectively differentiate its
experts for multitasking scenarios, leading to performance comparable to the Transformer model.
In contrast, the MA-MoE’s module-specific awareness enables it to handle diverse tasks within the
agent more adeptly. (2) KTO outperforms SFT in aligning the agent’s performance with external
feedback, owing to its exploitation of negative samples.

4.3 Discussions

The main results have substantiated the benefits of different components of AMOR for successfully
completing tasks. Nonetheless, we are still curious about four key research questions: (1) RQ1:
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Table 6: Recall scores under different settings.
Method Base LLM HotpotQA PubMedQA QASPER

OneR N/A 31.1 67.6 24.9

AMORw/o FT L-7B 24.1 54.2 24.3

AMORProcess L-7B 53.5 79.8 41.9
AMORWFT L-7B 41.1 69.2 27.5
AMOROutcome L-7B 40.2 70.0 27.5

AMORProcess L-13B 53.7 80.5 42.4
AMORWFT L-13B 43.0 69.4 27.0
AMOROutcome L-13B 41.5 68.1 27.7

How do the AMOR variants differ in the ability to collect evidence? (2) RQ2: Is process feedback
more data-efficient than outcome feedback for adaptation? (3) RQ3: What if using human feedback
for adaptation of AMOR? (4) RQ4: To what extent does feedback-driven adaptation enhance the
AMOR’s reasoning process? Besides, Appendix B.6 and B.7 further demonstrate the efficient token
usage of AMOR and the flexibility of AMOR’s reasoning framework, respectively.

RQ1: Evidence collection comparison. We use recall of gold evidence passages (Ê) among those
collected by AMOR (E) to assess AMOR’s ability to collect evidence, formally as #{Ê∩E}

#{Ê} .

As shown in Table 6, we observe: (1) Warm-up fine-tuning consistently enhances evidence collection,
with AMORWFT achieving higher recall than AMORw/o FT across all datasets. (2) Adaptation
through outcome feedback (AMOROutcome) exerts a negligible impact on the recall results compared
with AMORWFT, suggesting the superiority of AMOROutcome to AMORWFT in final answers (see
Table 4) may stem from the improvement of Complete. (3) Process feedback is crucial to improve
the evidence collection ability, with AMORProcess substantially outperforming the other variants.
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Figure 3: EM/F1 on HotpotQA varying with the
number of exploratory instances for adaptation.

RQ2: Data efficiency for adaptation. We
aim to compare the data efficiency of differ-
ent feedback types for adaptation in terms of
the number of exploratory instances required.
To this end, we adjust the exploration steps T
in Algorithm 2, selecting values at intervals of
200, ranging up to 2,000 steps on HotpotQA.
Appendix B.5 further discusses the cases with
I > 1 in Algorithm 2 where AMOR is optimized
over multiple rounds.

Figure 3 shows the post-adaptation performance
of AMOR varying with the number of ex-
ploratory instances (i.e., T ). Compared to
AMOROutcome, AMORProcess requires signifi-
cantly fewer exploration steps to achieve compa-
rable performance. Notably, AMOROutcome shows a marked decline in performance when exposed to
a limited number of exploratory instances (< 800), suggesting a reduced adaptability in exploration-
limited scenarios. Conversely, AMORProcess’s robust performance under such constraints highlights
its superior adaptability and efficiency with minimal interaction.

RQ3: Adaptation through human feedback Due to limited resources, we use automatically
annotated silver feedback as a proxy for gold human feedback in our main experiments. We would
like to emphasize that our experimental framework is inherently designed to seamlessly incorporate
human feedback in place of its automated counterpart. To illustrate this, we carry out a human study
to demonstrate how AMOR is adapted through human feedback on HotpotQA. For this study, we hire
an NLP expert to provide human feedback for each module within AMORWFT on 2,000 exploratory
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Table 7: Adaptation results of AMOR through human feedback on HotpotQA based on L-7B.
Agents Feedback Type EM F1

AMORProcess Automatic Feedback 45.8 54.9
AMORProcess Human Feedback 50.8 59.2

Table 8: Accuracy of four LLM modules. All AMOR variants are based on L-7B.
Method Decompose Judge Answer Complete

AMORProcess 73.0 97.2 82.5 50.0
AMORWFT 59.5 95.3 77.2 32.0
AMOROutcome 61.2 96.0 75.1 44.0

instances following the annotation strategy in Appendix B.3. Table 7 shows the adaptation results
using the collected human feedback.

The results distinctly suggest: human feedback more effectively adapts AMOR to specific knowl-
edge environments than automatic feedback. Our study lays a robust groundwork for the practical
deployment and real-world utilization of the AMOR framework.

RQ4: Reasoning process assessment. To measure the accuracy of AMOR’s reasoning process,
we performed a human study on HotpotQA, which involved: (1) selecting 50 random questions;
(2) manually annotating the gold feedback fhuman for each LLM module output the following
instructions using the same annotation protocol in Appendix B.3; and (3) calculating the accuracy of
each LLM module output based on fhuman (1/0 indicating “right/wrong“).

Table 8 presents the accuracy of AMOR variants, affirming RQ1’s findings: process feedback sig-
nificantly improves the reasoning process over AMORWFT that lacks adaptation, while outcome
feedback has a negligible effect. Moreover, AMORProcess relatively lags in the Decompose and
Complete modules, hinting that future enhancements could focus on including more corresponding
data during two fine-tuning stages.

4.4 Case study

Appendix B.8 presents several examples to further illustrate AMOR’s strengths in reasoning logic and
intervenability, as well as the limitations of relying on outcome feedback for adaptation, emphasizing
the crucial role of process feedback.

5 Conclusion

In this work, we develop AMOR, an adaptable modular agent designed for knowledge-intensive
tasks, featuring FSM-based reasoning logic and a process feedback mechanism. Based on open-
source LLMs, AMOR undergoes a two-stage fine-tuning: initial warm-up to generalize across task
environments and subsequent domain-specific adaptation through process feedback. Extensive
experiments demonstrate AMOR’s advantages over strong baselines across multiple domains. Further
discussions highlight the effectiveness and efficiency of process feedback in adaptation. compared to
previous agents. Future work will explore extending our paradigm to more knowledge types (e.g.,
structured knowledge bases) and broader agent tasks, ultimately empowering LLMs to autonomously
design FSM-based reasoning logic on top of our paradigm.
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A Methodology

A.1 Comparing AMOR with related works in detail

As illustrated in Figure 4, AMOR addresses the issues of prior reasoning methods in terms of three
aspects:

• AMOR is equipped with a controllable FSM-based reasoning logic with a stronger capacity for
handling complex tasks than simple pipelines employed by Self-RAG, ReWoo, LUMOS. For
instance, if no relevant passages are retrieved from a document, AMOR can dynamically transit to
the next document, while LUMOS would be constrained to generate answers based on the irrelevant
passages, potentially leading to incorrect or low-quality outputs.

• AMOR adapts to new environments through exploration and exploitation. AMOR is designed
with an adaptation fine-tuning stage, enabling it to adapt effectively to specific domains based on
human feedback. This adaptive mechanism sets AMOR apart from prior modular agents that lack
the ability to incorporate expert guidance.

• AMOR enables humans to conveniently and effectively intervene and provide feedback at
each reasoning step. AMOR introduces a process feedback mechanism that enables humans to
provide direct feedback on the individual modules within the FSM-based reasoning process. This
approach facilitates a more natural and interpretable form of supervision, allowing for targeted
improvements and fine-tuning of specific reasoning components.

In summary, AMOR achieves more controllable, adaptable, and human-guided reasoning capabilities
compared to existing methods.
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Figure 4: Left: Elaboration regarding the advantages and drawbacks when comparing AMOR with
prior agents in terms of three aspects in Table 1. Right: The reasoning processes of AMOR and
related works.

A.2 Full algorithm of AMOR

Algorithm 2 in the main paper illustrates a general FSM-based reasoning logic, which can be adapted
to various agent environments by defining the FSM including the states, modules, etc.

As shown in Algorithm 3, AMOR provides an instantiation of the FSM-based reasoning logic for the
knowledge-seeking scenarios following the state transition diagram in Figure 1 in the main paper. We
expect to extend this work to more environments in the future.

A.3 Prompts for LLM modules

Table 10, 11, 12 and 13 show the prompts for four LLM modules in AMOR under the “Without
Fine-tuning” setting on HotpotQA. They can be converted to the “With Fine-tuning” setting by
removing the in-context examples. The prompts for PubMedQA and QASPER are similar.
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Algorithm 3 Answering Question Q Using AMOR

Data: AMOR at the initial state s = s0 (Q,H,E); Q: Question; H = [ ]: All solved sub-queries and answers;
E = [ ]: All evidence passages collected by AMOR.

Result: A: Final Answer; R: Reasoning Process.
1 while True do
2 if s = s0 then
3 y = Decompose(s.Q, s.H)
4 R.append({“state”: s, “output”: y})

// Transit to the next state.
5 if y starts with “[NEXT]” then
6 Extract the next sub-query q from y
7 s = s1(s.Q, s.H, s.E, q)
8 else if y starts with “[FINISH]” then
9 s = s6(s.Q, s.E)

10 else if s = s1 then
11 y = SearchDoc(s.q)

// Transit to the next state.
12 D, d = [y], y
13 s = s2(s.Q, s.H, s.E, s.q,D, d)
14 else if s = s2 then
15 y = Judge(s.Q, s.H, s.q, s.d)
16 R.append({“state”: s, “output”: y})

// Transit to the next state.
17 if y starts with “[IRRELEVANT]” then
18 s = s3(s.Q, s.H, s.E, s.q, s.D)
19 else if y starts with “[RELEVANT]” then
20 s = s4(s.Q, s.H, s.E, s.q, s.D, s.d)
21 else if s = s3 then
22 y = NextDoc()

// Transit to the next state.
23 if d is NONE then
24 H = s.H + [(s.q,“No Answer”)]
25 E = s.E + [s.D[0]]
26 s = s0(s.Q,H,E)
27 else
28 D, d = s.D + [y], y
29 s = s2(s.Q, s.H, s.E, s.q,D, d)
30 else if s = s4 then
31 y = SearchPsg(s.q, s.d)

// Transit to the next state.
32 P = y
33 s = s5(s.Q, s.H, s.E, s.q, s.D, P )
34 else if s = s5 then
35 y = Answer(Q,H, q, P )
36 R.append({“state”: s, “output”: y})

// Transit to the next state.
37 if o starts with “[UNANSWERABLE]” then
38 s = s3(s.Q, s.H, s.E, s.q, s.D)
39 else if o starts with “[ANSWERABLE]” then
40 Extract the answer a and the evidence p from y
41 H = s.H + [s.q, a]
42 E = s.E + [e]
43 s = s0(s.Q,H,E)
44 else if s = s6 then
45 y =Complete(s.Q, s.E)
46 R.append({“state”: s, “output”: y})
47 A = y // Reach the final state.
48 break
49 return A,R
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Table 9: Statistics of the warm-up data.
Module Branch Token 2WikiMultiHopQA Musique NaturalQuestions BoolQ

Decompose [NEXT] 3,500 3,500 500 500
[FINISH] 500 500 500 500

Judge [RELEVANT] 2,000 2,000 2,000 2,000
[IRRELEVANT] 2,000 2,000 2,000 2,000

Answer [ANSWERABLE] 500 3,000 1,500 3,000
[UNANSWERABLE] 500 1,000 1,000 1,000

Complete - 3,000 4,000 1,500 4,000

Overall - 12,000 16,000 9,000 13,000

A.4 Construction of warm-up examples

In this section, we elaborate the pipeline to collect training examples for the warm-up stage of AMOR.
Given a sample question Q with annotations of the final answer Â, all sub-queries and answers
Ĥ = [(q̂j , âj)]

J−1
j=0 , and all evidence passages Ê = [êj ]

J−1
j=0 , where J is the number of necessitated

sub-queries of Q, we construct training examples for four LLM modules of AMOR as follows:

• Decompose(Q,H): We construct a total of J +1 training examples for this module. For each of
the J sub-queries, we create an example with the main question Q and the preceding sub-queries
and answers H = Ĥ<j as the input, and the next sub-query q̂j coupled with the branch token
“[NEXT]” as the output (for j = 0, 1, . . . , J − 1). Here, Ĥ<j denotes the sequence containing the
first j pairs of sub-queries and their corresponding answers from Ĥ . Additionally, we create one
example where the input includes Q and the complete set of sub-queries and answers H = Ĥ , with
the branch token “[FINISH]” as the output, indicating the end of the decomposition.

• Judge(Q,H, q, d): For this module, the input consists of the main question Q, the previous
sub-queries and answers H = Ĥ<j , the current sub-query q = q̂j , and a document snippet
d (for j = 0, 1, · · · , J − 1). The output is a branch token that classifies the snippet d as either
“[RELEVANT]” or “[IRRELEVANT]” in relation to the current sub-query q̂j . We consider three
scenarios for the document snippet d: (1) When d is the gold evidence passage êj , the output
is “[RELEVANT]”. (2) When d is a passage from a different document from êj , it is marked
as “[IRRELEVANT]”. We obtain this type of snippet, denoted as dj , by using q̂j as the query in
SearchDoc, ensuring it originates from a distinct document compared to êj . (3) When d is a
passage from the same document as êj but is not êj itself, it is deemed “[RELEVANT]”. We acquire
such snippets by invoking SearchPsg with q̂j to retrieve passages from the same document as êj ,
excluding êj from the results. We refer to this set of passages as P−, considering each of them
relevant to q̂j . These varied document snippet scenarios are designed to train the module to discern
the relevance of a query to a document based solely on portions of the document content.

• Answer(Q,H, q, P ). Similar to the Judge module, the input for this module comprises the main
question Q, the previous sub-queries and answers H = Ĥ<j , the current sub-query q = q̂j , and a set
of passages P from the same document. The output is either the branch token [UNANSWERABLE]”
or a combination of the branch token [ANSWERABLE]”, the corresponding answer âj , and evidence
passage êj . We consider two scenarios for P : (1) When P does not include êj , indicating that
the sub-query q̂j cannot be answered, the output is “[UNANSWERABLE]”. Here, P is set to the
previously mentioned set P−. (2) When P includes êj , suggesting that q̂j is answerable, we create
P by replacing a random passage in P− with êj . For both scenarios, we present the passages to
the module in random order when constructing training examples.

• Complete(Q,E). We construct one training example for this module by setting the input to the
main question Q and gold evidence Ê and the output to the final answer Â.

After generating examples from the warm-up datasets using the aforementioned pipeline, we randomly
select a specified number of examples. This random sampling aims to ensure a balanced representation
of the various modules and branch tokens in the final dataset. Table 9 shows the detailed statistics of
the warm-up data.
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Decompose(Q,H)

Please continue to decompose the provided main question into answerable sub-queries following previously already solved sub-queries.
There are two cases as follows:
(1) [Next] If the question requires further decomposition: Identify and output the next logical sub-query that must be addressed in order to
progress towards answering the main question.
(2) [Finish] It means the question does not require further decomposition and can be answered as is.

HERE ARE SEVERAL EXAMPLES:
====Examples Start====
(1) Main Question: What U.S Highway gives access to Zilpo Road, and is also known as Midland Trail?
Output: [Next] How can Zilpo Road be accessed?

(2) Main Question: Which magazine was started first Arthur’s Magazine or First for Women?
Solved Sub-Queries:
1. Q: When was Arthur’s Magazine started? A: 1844-1846
Output: [Next] When was First for Women magazine started?

(3) Main Question: Which magazine was started first Arthur’s Magazine or First for Women?
Solved Sub-Queries:
1. Q: When was Arthur’s Magazine started? A: 1844-1846
2. Q: When was First for Women magazine started? A: 1989
Output: [Finish]
====Examples End====

Now Please Complete the Following Task. Please ensure that each sub-query is specific enough to understand in isolation.
Main Question: {Q}{H ′} {%H ′ is a formatted string representing the solved sub-queries and answers constructed from H .%}
Output:

Table 10: Prompt for the Decompose module for HotpotQA.

Judge(Q,H, q, d)

Given a sub-query derived from the main question and a document snippet with its title, please assess whether the document is potentially
relevant to the sub-query based on the title and shown content of the document. Assign one of the following two categories:
(1) [Relevant]: Choose this category if the document is relevant to the sub-query.
(2) [Irrelevant]: Choose this category if the document is irrelevant to the sub-query.

HERE ARE SEVERAL EXAMPLES:
====Examples Start====
(1) Main Question: Which magazine was started first Arthur’s Magazine or First for Women?
Next Sub-Query: When was Arthur’s Magazine started?
Document Snippet: (title: Arthur’s Magazine) Arthur’s Magazine Arthur’s Magazine (1844-1846) was an · · ·
Output: [Relevant]

(2) Main Question: Which magazine was started first Arthur’s Magazine or First for Women?
Solved Sub-Queries:
1. Q: When was Arthur’s Magazine started? A: 1844-1846
Next Sub-Query: When was First for Women magazine started?
Document Snippet: (title: History of women’s magazines) In 1693 the first issue of the first women’s magazine in Britain · · ·
Output: [Irrelevant]

(3) Main Question: What U.S Highway gives access to Zilpo Road, and is also known as Midland Trail?
Next Sub-Query: How can Zilpo Road be accessed?
Document Snippet: (title: Zilpo Road) constructed on the Licking River by the Army Corps of Engineers. · · ·
Output: [Relevant]
====Examples End====

Now Please Complete the Following Task:
Main Question: {Q}{H ′} {%H ′ is a formatted string representing the solved sub-queries and answers constructed from H .%}
Next Sub-Query: {q}
Document Snippet: d
Output:

Table 11: Prompt for the Judge module for HotpotQA.

B Experiments

B.1 Tool modules

Tool implementation in AMOR. We implement both SearchDoc and SearchPsg by adapting
Contriever. Given a query, SearchDoc first uses Contriver to retrieve a number of passages from
a specific knowledge base and only retains the most relevant passage from each document to serve
as the document’s representative snippet. Then, SearchDoc returns the top one document snippet
and NextDoc can return at most nine more snippets from the remaining ones. On the other hand,
SearchPsg returns the top three passages within a given document retrieved using Contriever.
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Answer(Q,H, q, P )

Please assess whether the sub-query derived from the main question can be answered using the information from the provided passages.
Your evaluation should categorize the sufficiency of the information in the passages with respect to the sub-query. Assign one of the
following three categories:
(1) [Unanswerable]: Choose this category if the given passages do not contain information to answer it directly.
(2) [Answerable]: Use this category if one of the given passages contains sufficient information to directly answer the sub-query. Provide a
clear and concise answer to the sub-query, and the ID of the the corresponding passage.

HERE ARE SEVERAL EXAMPLES:
====Examples Start====
(1) Main Question: Which magazine was started first Arthur’s Magazine or First for Women?
Solved Sub-Queries:
1. Q: When was First for Women magazine started? A: 1989
Next Sub-Query: When was Arthur’s Magazine started?
Passages: [1] (title: Arthur’s Magazine) He was also the author of dozens · · ·
[2] (title: Arthur’s Magazine) Arthur’s Magazine Arthur’s Magazine (1844-1846) was an · · ·
[3] (title: Arthur’s Magazine) The articles were widely reprinted and helped fuel · · ·
Output: [Answerable] Answer: 1844-1846; Relevant Passage ID: [2]

(2) Main Question: What U.S Highway gives access to Zilpo Road, and is also known as Midland Trail?
Next Sub-Query: How can Zilpo Road be accessed?
Passages: [1] (title: Zilpo Road) the city which transports people in and out of the city · · ·
[2] (title: Zilpo Road) Grand Terrace. Access provides public transportation services · · ·
[3] (title: Zilpo Road) On the other side of the lake is the 700-acre (280 ha) · · ·
Output: [Unanswerable]
====Examples End====

Now Please Complete the Following Task:
Main Question: {Q}{H ′} {%H ′ is a formatted string representing the solved sub-queries and answers constructed from H .%}
Next Sub-Query: {q}
Passages: {P}
Output:

Table 12: Prompt for the Answer module for HotpotQA.

Complete(Q,E)

Answer the question ONLY based on the provided passages. Your output should be “yes/no” or a short entity.

HERE ARE SEVERAL EXAMPLES:
====Examples Start====
(1) Question: Which magazine was started first Arthur’s Magazine or First for Women?
Passages: [1] (title: Arthur’s Magazine) Arthur’s Magazine Arthur’s Magazine (1844-1846) was an · · ·
[2] (title: First for Women) First for Women · · · was started in 1989 · · ·
Output: Arthur’s Magazine

(2) Question: What U.S Highway gives access to Zilpo Road, and is also known as Midland Trail?
Passages: [1] (title: Zilpo Road) Zilpo Road · · · can be accessed by Kentucky Route 211 (KY 2112) · · ·
[2] (title: Morehead, Kentucky) Morehead is a home rule-class city[5] located along US 60 (the historic Midland Trail) · · ·
Output: US 60
====Examples End====

Question: {Q}
Passages: {E′} {%E′ is a formatted string representing all evidence passages constructed from E.%}
Output:

Table 13: Prompt for the Complete module for HotpotQA.

The operation of these tools mirrors the hierarchical interaction paradigm that humans use with search
engines [51, 52]: they first identify a relevant document based on short snippets and then refine the
search results by focusing within the document.

Performance comparison across different tool implementations. On PubMedQA and QASPER,
we implement the tools of both AMOR and all baselines using Contriever for a fair comparison.
However, for the HotpotQA dataset, the baselines used various approaches for tool implementation,
and Table 4 in the main paper directly shows the performance reported in their original papers. To
bridge the gap between AMOR and baselines in tool implementations, we conduct experiments to
investigate how AMOR performs when using the same tool implementation as two representative
baselines, including LUMOS and AgentLM4, respectively. Please kindly note that LUMOS utilizes
GPT-3.5 as a tool for answering questions based on retrieved passages. Therefore, we utilize CPT-
3.5 to implement the Complete module when comparing AMOR with LUMOS. Furthermore, the

4We do not include FIREACT in our comparison due to its reliance on the Google Search API, which exceeds
our budget constraints.
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Table 14: Comparison results between AMOR and several representative baselines based on L-7B
using the same tools on HotpotQA.

Method SearchDoc SearchPsg Complete EM
AMORWFT Contriever Contriever Fine-tuned L-7B 30.4
AMORProcess Contriever Contriever Fine-tuned L-7B 43.8

LUMOS Wikipedia API DPR [18] GPT-3.5 29.4
AMORWFT Wikipedia API DPR [18] GPT-3.5 31.2
AMORProcess Wikipedia API DPR [18] GPT-3.5 41.4
AgentLM Wikipedia API Exact Keyword Match Fine-tuned L-7B 22.3
AMORWFT Wikipedia API Exact Keyword Match Fine-tuned L-7B 32.0
AMORProcess Wikipedia API Exact Keyword Match Fine-tuned L-7B 43.0

Table 15: Datasets for adaptation and evaluation. Avg. Len refers to the average length of passages
in the corresponding knowledge base, counted by the GPT tokenizer [30]. Val is the validation set.

Dataset Knowledge Base Avg. Len # Train # Val # Test

HotpotQA Wikipedia Articles 138 2,000 100 500
PubMedQA PubMed Abstracts 303 401 44 445
QASPER One NLP Paper 102 700 45 382

adaption to tool implementations of LUMOS and AgentLM necessitates several adjustments in AMOR,
including (1) When using “Wikipedia API” to implement SearchDoc, the Decompose module
should identify entity names for SearchDoc. (2) When using “Exact Keyword Match” to implement
SearchPsg, the Decompose module should predict keywords for SearchPsg. (3) We craft
elaborate rules to create warm-up data that follow the above formats for the Decompose module.
For example, we use the title of the gold passage as the target entity name for a sub-query and use
the longest common string between each sub-query and the corresponding gold passage as the target
keyword for “Exact Keyword Match.”

As demonstrated in Table 14, AMORWFT, without being fine-tuned on HotpotQA, surpasses both
LUMOS and AgentLM in performance by employing identical tool implementations. Moreover,
AMORProcess, upon fine-tuning with process feedback on HotpotQA, exhibits substantial and
significant enhancements in performance. These outcomes collectively underscore AMOR’s superior
performance compared to baseline models and its robustness and adaptability across various tool
implementations.

B.2 Adaptation & evaluation datasets

We describe how we process the datasets as follows: (1) HotpotQA: Each document is a Wikipedia
article. Since the original test set is hidden, we randomly sample 500 examples from the original
validation set for evaluation and split the training set for adaptation fine-tuning and validation. (2)
PubMedQA [17]: We follow the official split. And we only remain examples whose answers are
“yes” or “no” and discard those labeled “maybe.” (3) QASPER [8]: For each question, we regard
the corresponding paper as a knowledge base and each section of the paper as a document with the
section name as the title (e.g., “Experiments::Datasets”) including several passages. Although many
LLMs support context longer than the average paper length of 7k tokens, we focus on testing the
ability of language agents to seek and utilize information in this work. We exclude questions that are
labeled “unanswerable.” Since the original test set is also hidden, we use the original validation set
for evaluation and redivide the training set for training and validation. Table 15 shows the statistics of
the three datasets.

B.3 Reasoning process assessment

To investigate the extent to which the adaptation stage enhances AMOR’s reasoning process, we
conducted a human study with one NLP expert using the HotpotQA test set, Table 16 demonstrates
the protocol for annotating the gold feedback fhuman and then we calculate the accuracy of the
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Table 16: Manual annotation strategy for gold process feedback for different LLM modules.

Module m Output y Gold Process Feedback fhuman

Decompose(Q,H)
[NEXT] q “right”, if q is a reasonable sub-query for solving Q; “wrong”; otherwise.
[FINISH] “right”, if there are no more sub-queries required; “wrong”, otherwise.

Judge(Q,H, q, d)
[RELEVANT] “[RELEVANT]”, if d is relevant with q; “[IRRELEVANT]”, otherwise.[IRRELEVANT]

Answer(Q,H, q, P )
[ANSWERABLE] a e “right”, if a is the correct answer to q evidenced by e; “wrong”, otherwise
[UNANSWERABLE] “right”, if q can not be answered based on P ; “wrong”, otherwise

Complete(Q,E) A “right”, if E evidence that Q can be answered by A; Â, else if E evidence that Q can
be answered by Â; “wrong”, otherwise.

Table 17: Accuracy of the silver feedback for four LLM modules based on L-7B.
Method Decompose Judge Answer Complete

AMORProcess 81.3 95.2 84.4 82.0

Table 18: Proportion of cases where the corresponding error exists. All agents are based on L-7B.
N/A means the LUMOS agent does not explicitly execute the relevance judgment step.

Error Type LUMOS AMORw/o FT AMORProcess

Format Error 5% 0% 0%
Low Quality Retrieval 28% 18% 12%
Question Decomposition Error 68% 60% 44%
Relevance Judgment Error N/A 18% 20%
Answer Extraction Error 46% 40% 28%
Task Completion Error 72% 64% 48%

automatic silver feedback f by comparing it to the gold human feedback. Based on fhuman, we
measured the accuracy of each LLM module’s output y (denoted as ACCm) as follows:

ACCm =



1 if fhuman = “right”,

1 if fhuman is a refinement of y and fhuman = y,

0 if fhuman = “wrong”,

0 if fhuman is a refinement of y and fhuman ̸= y.

(4)

The accuracy of the reasoning process ACCm has been discussed in Table 8 of the main paper.
Furthermore, Table 17 presents the accuracy of the silver feedback ACCf for AMORProcess. The
silver feedback achieves an ACCf above 80% for all modules, lending credibility to the use of silver
feedback in the adaptation experiments.

B.4 Error analysis

Table 8 of the main paper has presented a detailed analysis of the accuracy of each module within
AMOR on HotpotQA, which suggests the relative weakness of AMOR in question decomposition
and task completion. We further conduct a comprehensive error analysis by manually examining the
error proportion of different agents. We summarize six error types and show the results of manual
annotation in Table 18.

Our thorough analysis accentuates the specific strengths and weaknesses of different agents, unequiv-
ocally demonstrating AMOR’s relative improvements across key aspects of the complex reasoning
process.

Furthermore, we would like to emphasize a significant advantage of AMOR: the ease of diagnosing
errors by examining the outputs of its modular architecture. Unlike other agents, where errors are
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Table 19: Performance of AMOR parameterized by θi during multi-round adaptation. In the i-th
iteration (i = 0, 1, 2), AMORθi is used to explore over the same set of questions or different ones and
then is updated to AMORθi+1

based on the exploratory instances.

Metric Same Questions Different Questions
θ1 θ2 θ3 θ1 θ2 θ3

EM 45.8 45.4 45.2 45.8 45.2 45.2
F1 54.9 53.4 54.7 54.9 54.5 53.6

Table 20: Average step/token numbers of different agents. For ReAct and AgentLM, a step refers to
a “Thought,” “Action,” or “Observation” step. For AMOR, a step means a reasoning step within a
certain module. And tokens count both input and output tokens.

Method Base LLM HotpotQA PubMedQA QASPER

ReAct GPT-4 - / - 13.4 / 19.0k 17.5 / 25.3k
AMORw/o FT GPT-4 19.3 / 11k 9.3 / 7.7k 10.9 / 6.3k

AgentLM L-7B - / - 11.5 / 7.0k 12.3 / 8.9k
AMORProcess L-7B 20.5 / 4.3k 11.1 / 2.6k 11.4 / 2.1k

often intertwined and obscure (see a ReAct example in Figure 6), AMOR facilitates the provision of
precise, module-specific feedback. We will add the above analysis in our revision.

B.5 Multi-round adaptation

In the main paper, we set I = 1 in Algorithm 2 for all experiments, which means that all exploratory
instances in the adaptation stage are induced by the warm-up policy AMORWFT. We call this
setting “single-round adaptation.” We are curious about how multi-round adaptation influences the
performance of AMOR by adjusting I . For the i-th iteration (i = 1, 2, · · · , I), we denote the initial
parameter of AMOR as θi−1, which is used to explore over a set of input questions and is updated to θi
after exploitation using these exploratory instances. AMORθ0 is exactly AMORWFT. During different
iterations, we can provide either the same or different questions for AMOR to explore over. The case
with the same set of questions is used to simulate an exploration-limited scenario. Note that in this
case, the exploratory instances with the same questions are still different due to the ever-changing
policy leading to different outputs.

Table 19 shows the performance of AMOR under the multi-round adaptation setting with I = 3. We
find that the performance is almost unchanged whether using the same or different input questions
for each adaptation round. This result suggests that one iteration may be sufficient for the adaptation
fine-tuning stage in our study.

B.6 Token efficiency

Language agents interact with environments to solve problems through frequent calls of LLMs,
leading to huge costs in terms of token consumption. Building agents with minimal token usage is
essential for curbing deployment costs [46].

Table 20 displays the average number of steps and tokens used by AMOR and ReAct-style agents to
answer a question. ReAct-style agents, lacking explicit modeling of inter-step dependencies, require
the inclusion of all preceding information in the input for each step. This often results in undesired
redundancy. In contrast, AMOR consumes significantly fewer tokens with each module relying only
on essential historical information, which highlights the token efficiency of its architecture. When
built upon GPT-4, AMORw/o FT uses fewer steps but more tokens than AMORProcess based on L-7B
due to the additional in-context examples inserted into the prompts of GPT-4.
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Table 21: AMOR can be enhanced through targeted fine-tuning and flexibly accommodate additional
tools. All results are based on L-7B.

Method EM F1
AMORProcess 45.8 54.9
+Targeted Fine-tuning of Complete 46.4 55.9
+Additional Tool SearchDemo 46.8 56.7

B.7 Flexibility

FSM-based reasoning logic is flexible in facilitating targeted enhancements of specific modules
and easily accommodating new tools. We conduct two experiments as follows on HotpotQA to
demonstrate the flexibility of AMOR, with results shown in Table 21.

(1) Targeted fine-tuning. Table 8 reveals that the Complete module of AMORProcess still falls
short in performance, achieving only ∼ 50% accuracy. We construct 6k examples for the module
from the original training set of HotpotQA by treating the final answer Â as input, and the question Q

and evidence passages Ê as output, and then fine-tune the L-7B model on the data. Table 21 shows
the performance gains when substituting the original Complete module in AMORProcess with this
individually fine-tuned L-7B model.

(2) Accommodating new tools. Numerous studies have demonstrated the benefits of retrieval-
based in-context learning, where a retriever selectively curates tailored demonstrations for each
specific input [48]. We implement this by inserting a new state s′6, named “Demonstration Retrieval,”
before the final state s6 shown in the state transition diagram in Figure 1, making AMOR reach s′6
when Decompose outputs “[FINISH]” at state s0. The new state s′6 holds two variables, including
the main question Q and all collected evidence E, and employs a tool module SearchDemo to
retrieve the top K similar questions to Q from an external demonstration memory, along with their
answers and evidence, collectively noted as K = [Qk, Âk, Êk]

K
k=1. Subsequently, at state s6, the

Complete module takes K as the in-context examples, helping generate the final answer A given Q
and E. We use the HotpotQA training set as our demonstration memory and employ Contriever-MS
MARCO [15] to implement the SearchDemo module, setting K to 5. We fine-tune the L-7B model
on the training set to act as the Complete module while ensuring that the demonstration does not
include the target question. As Table21 indicates, this integration of such an additional tool further
improves AMORProcess with targeted fine-tuning.

Additionally, AMOR’s reasoning logic can be easily expanded from single-path to multi-path rea-
soning, akin to the approaches used in Self-Consistency [41], ToT [50], and GoT [3]. This can be
achieved by generating multiple outputs within specific modules and incorporating modules that
synthesize these multi-path results. Consequently, we advocate for the adoption of the FSM paradigm
in the design of future agents. This framework offers the dual benefits of flexibility and the capacity
to adapt agents based on process feedback.

B.8 Case study

We annotate the silver outcome feedback fo for the Complete module at the final state as Â if all
gold evidence passages are successfully collected (i.e., Ê ⊆ E), and “wrong” otherwise.

We demonstrate the advantages of the FSM-based reasoning logic and process feedback mechanism
through the comparison between AMORProcess and ReAct in Figure 5 and 6, respectively. We observe
that ReAct without explicit reasoning logic constraints fails to decompose the question and terminates
retrieval prematurely in “Thought/Action 5.” Besides, ReAct also mixes right and wrong steps in
“Thought 2/4/5,” making it challenging for users to critique and improve the agent in a targeted
manner. In contrast, AMOR successfully answers the question with a controllable reasoning logic and
allows direct process feedback to drive the evolution.

Additionally, Table 22 shows a case where AMORWFT correctly answers a question with the right
evidence, yet employs a wrong reasoning process. This underscores the potential unreliability of using
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LLM Modules   Tool Modules

𝑑 = 𝑑!

Q: I'd Come for You is a single by the band formed in what Alberta city?

𝒔𝟎: Question Decomposition
𝒎𝟎:	 Decompose(𝑄,𝐻)

[NEXT]
𝑞: Which band is the single I’d Come 

for You by?

𝒔𝟏: Document Retrieval
𝒎𝟏: SearchDoc(𝑞)

𝑑!
(title: Have Come for Your Children)
boxset CD version of the “An 
Escalator to Christmas” EP …

𝒔𝟐:	Relevance Judgment
𝒎𝟐: Judge(𝑄,𝐻, 𝑞, 𝑑)

[IRRELEVANT]

𝒔𝟑:	Document Naviga6on
𝒎𝟑: NextDoc()

𝑑
(title: I’d Come for You) #14 on the 
U.S. iTunes Store, fueling a #44 
debut on the “Billboard” Hot 100 …

𝒔𝟐:	Relevance Judgment
𝒎𝟐: Judge(𝑄,𝐻, 𝑞, 𝑑)

[RELEVANT]

𝑑

𝒔𝟒:	Passage Retrieval
𝒎𝟒: SearchPsg(𝑞, 𝑑)

𝑃
𝑝!: (title: I’d Come for You) #14 on 
the U.S. iTunes Store, fueling a #44 
debut on the “Billboard” Hot 100 …
𝑝": (title: I’d Come for You) I’d 
Come for You “I’d Come for You” is 
the second European single (fourth in 
Canada) from Nickelback’s 2008 
album “Dark Horse” …
𝑝,: (title: I’d Come for You) …

𝒔𝟓:	Answer Extraction
𝒎𝟓: Answer(𝑄,𝐻, 𝑞, 𝑃)

[ANSWERABLE]
𝑎: Nickelback

𝑒: 𝑝"

𝑃

𝒔𝟎: Question Decomposition
𝒎𝟎:	 Decompose(𝑄,𝐻)

[NEXT]
𝑞: In what Alberta city was 

Nickelback formed?

𝐻 = 𝐻 + 𝑞, 𝑎 , 𝐸 = 𝐸 + [𝑒]

𝒔𝟏: Document Retrieval
𝒎𝟏: SearchDoc(𝑞)

𝑑!
(title: Nickelback) Nickelback 
Nickelback is a Canadian rock band 
formed in 1995 in Hanna, Alberta ...

𝒔𝟐:	Relevance Judgment
𝒎𝟐: Judge(𝑄,𝐻, 𝑞, 𝑑)

[RELEVANT]

𝒔𝟒:	Passage Retrieval

𝒎𝟒: SearchPsg(𝑞, 𝑑)
𝑃

𝑝!: (title: Nickelback) Nickelback 
Nickelback is a Canadian rock band 
formed in 1995 in Hanna, Alberta ...
𝑝": (title: Nickelback) 2013, the 
readers of “Rolling Stone” magazine 
named Nickelback the second worst 
band of the 1990s …
𝑝,: (title: Nickelback) …

𝑑 = 𝑑!

𝒔𝟓:	Answer Extrac6on
𝒎𝟓: Answer(𝑄,𝐻, 𝑞, 𝑃)

[ANSWERABLE]
𝑎: Hanna
𝑒: 𝑝!

𝑃

𝒔𝟎: Question Decomposition
𝒎𝟎:	 Decompose(𝑄,𝐻)

[FINISH]

𝐻 = 𝐻 + 𝑞, 𝑎

𝐸 = 𝐸 + [𝑒]

𝒔𝟔:	Task Completion
𝒎𝟔: Complete(𝑄, 𝐸)

A: Hanna

A: Hanna

Process Feedback

𝐻 = , 𝐸 = [	]

[NEXT]

𝑞

[RELEVANT]

𝑑𝑑 = 𝑑!

𝐻 = [ ]
𝐸 = [ ]

𝒔𝟎: Question Decomposition

𝒎𝟎:	 Decompose(𝑄,𝐻)
Executor: LLM
Description: Generate the next query q 
if more information besides H is
needed to answer Q.
Output: G

Q

𝒔𝟏:	Document Retrieval

𝒎𝟏: SearchDoc(𝑞)
Executor: Tool
Description: Retrieve one
document snippet using 𝑞 from
given knowledge bases.
Output: 𝑑!

𝒔𝟔:	Task Completion

𝒎𝟔: Complete(Q, E)
Executor: LLM
Description: Generate the answer to
the main question Q based on E.
Output: A

[FINISH]

A

𝒔𝟐:	Relevance Judgment

𝒎𝟐: Judge(𝑄,𝐻, 𝑞, 𝑑)
Executor: LLM
Description: Judge whether 𝑑	is
relevant with 𝑞.

Output : H[RELEVANT], if yes
[IRRELEVANT], if no

𝒔𝟒:	Passage Retrieval

𝒎𝟒: SearchPsg(𝑞, 𝑑)
Executor: Tool
Description: Retrieve passages
that are relevant with 𝑞 in the
document of 𝑑.
Output: 𝑃 = [𝑝!, 𝑝", … ]

[IRRELEVANT]

𝒔𝟑	Document NavigaBon

𝒎𝟑: NextDoc()
Executor: Tool
Description: Navigate to the next document snippet.
Output: G

[CONTINUE]

[NEXT] 𝑞, if more info needed
[FINISH], otherwise

[NO MORE], if exceeding the maximum number
[CONTINUE], otherwise

𝑑

𝒔𝟓:	Answer ExtracBon

𝒎𝟓: Answer(Q, H, q, 𝑃)
Executor: LLM
Description: Extract the answer 𝑎 to the
query q and the evidence passage e from P.
Output: P𝑦𝑒𝑠𝑛𝑜

𝑃 = [𝑝!, 𝑝", … ]

[ANSWERABLE]

𝐻 = 𝐻 + 𝑞, 𝑎 , 𝐸 = 𝐸 + 𝑒

[NO MORE] 

𝐻 = 𝐻 + 𝑞, “𝑁𝑜 𝐴𝑛𝑠𝑤𝑒𝑟” , 𝐸 = 𝐸 + 𝑑!

[ANSWERABLE] a, e, if answerable
[UNANSWERABLE], otherwise

[UNANSWERABLE]

🛠

🎉 📑

📑 📑🤔 🤔

𝒔𝟐:	Relevance Judgment
𝒎𝟐: Judge(𝑄,𝐻, 𝑞, 𝑑)

[IRRELEVANT]𝑑

𝒔𝟓:	Answer Extrac6on
𝒎𝟓: Answer(𝑄,𝐻, 𝑞, 𝑃)

[ANSWERABLE]
𝑎: Nickelback

𝑒: 𝑝!

𝒔𝟔:	Task Completion
𝒎𝟔: Complete(𝑄, 𝐸)

A: Nickelback

𝒔𝟎: Question Decomposition
𝒎𝟎:	 Decompose(𝑄,𝐻)

[FINISH]

Correct Reasoning Path

Incorrect Reasoning Path

Outputs of LLM Modules

Outputs of Tool Modules

🧑💻

🧑💻

🖋

A: Hanna
🖋

𝑞

𝑞

𝑑

𝑑

Figure 5: An example demonstrating how AMORProcess answers a complex question from HotpotQA.
Users are allowed to provide direct process feedback to drive the evolution of the agent.

Question: I'd Come for You is a single by the band formed in what Alberta city?

Thought 1: We need to find the Alberta city where the band formed. Let's search for information about the band and their formation.
Action 1: SearchDoc(Query="Information about the band formed that released the single 'I’d Come for You'. ")
Observation 1: (title: I‘d Come for You) … #14 on the U.S. iTunes Store, fueling a #44 debut on the “Billboard” Hot 100 …

Thought 2: No relevant information is found. Let’s move to the next document.
Action 2: NextDoc()
Observation 2: (title: Coming for You) Coming for You “Coming for You” is a song by the American punk rock band the …

Thought 3: There is still no relevant information found. Let's try searching for information about the single.
Action 3: SearchDoc(Query="Information about the single 'I’d Come for You'.")
Observation 3: (title: I’d Come for You) … #14 on the U.S. iTunes Store, fueling a #44 debut on the “Billboard” Hot 100 …

Thought 4: No relevant information found. Let's try searching for the lyrics of the single.
Action 4: SearchDoc(Query="Lyrics of the single 'I’d Come for You'.")
Observation 4: (title: I'd Come for You) I'd Come for You "I'd Come for You" is the second European single (fourth in Canada) from Nickelback's 2008 album "Dark Horse" …

Thought 5: The relevant information can be found in the document. The single "I'd Come for You" is from Nickelback's album "Dark Horse" and was released on March 23, 2009. The band 
Nickelback was formed in Alberta, without specific information about the city. We do not have enough information to answer the task perfectly. Please try another question.
Action 5: Finish(Result="Not enough information to answer the question perfectly")

𝒔𝟎: Reasoning

𝒎𝟎:	 ReAct(𝑇)
Executor: LLM
Description: Reasoning over the history
trajectory 𝑇	to generate the Thought 𝑡 and
Action 𝑎 = 𝑁(9) to invoke a tool 𝑁.
Output: 𝑡, 𝑎, 𝑁

Q

𝒔𝟏:	Tool Invoking

𝒎𝟏: 𝑁(9)
Executor: Tool
Description: Invoke the tool 𝑁
using the generated arguments
and return the result 𝑟.
Output: 𝑟

A

[NO MORE] 

𝐻 = 𝐻 + 𝑞, “𝑁𝑜 𝐴𝑛𝑠𝑤𝑒𝑟” , 𝐸 = 𝐸 + 𝑑#

🛠 📑

𝑇 =[Q]
𝑇 = 𝑇 + [𝑡, 𝑎, 𝑟]

if 𝑁 = Finish

if 𝑁 ≠ Finish

Figure 6: A failure case of ReAct (built upon GPT-3.5) when answering a complex question from
HotpotQA by reasoning over retrieved knowledge. The wrong steps are highlighted in red while the
right ones are in green.

Table 22: A case where AMORWFT answers a question from HotpotQA with the right final answer
and evidence but a wrong reasoning process. Each line denotes a reasoning step and shows the output
of the corresponding module. The steps highlighted in green are right while those in red are wrong.

Question: Were the bands Skin Yard and Ostava from the U.S.?

Decompose: [NEXT] Which band has Skin Yard been part in?
SearchDoc: (title: Skin Yard) States of America has since reunited, with Finn still drumming · · ·
Judge: [RELEVANT]
SearchPsg: [1] (title: Skin Yard) States of America has since reunited, with Finn still drumming · · ·

[2] (title: Skin Yard) Skin Yard Skin Yard was an American grunge band from Seattle, Washington, who were active from 1985 to 1993 · · ·
[3] (title: Skin Yard) · · · He produced several albums by the grunge bands Soundgarden (a band including original Skin Yard drummer Matt Cameron) · · ·

Answer: [ANSWERABLE] Answer: Soundgarden; Relevant Passage ID: [3]
Decompose: [NEXT] Which band has Ostava been part in?
SearchDoc: (title: Ostava) Ostava Ostava is an alternative rock band from Bulgaria · · ·
Judge: [RELEVANT]
SearchPsg: [1] (title: Ostava) Ostava Ostava is an alternative rock band from Bulgaria · · ·

[2] (title: Ostava) of live album. In summer 2006, Ostava supported Ladytron at their second concert in this time at Sunny Beach, Bulgaria · · ·
[3] (title: Ostava) never officially released a cover version, they do play covers occasionally · · ·

Answer: [ANSWERABLE] Answer: Ladytron; Relevant Passage ID: [2]
Decompose: [FINISH]
Complete: no

outcome feedback to judge the correctness of the reasoning process and the necessity of employing
process feedback for adapting agents to specific environments.
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C Limitations

This study has demonstrated the benefits of two components: (1) explicitly defined FSM-based
reasoning logic, and (2) the process feedback mechanism. Nonetheless, a notable limitation must
be acknowledged when extending our approach to other tasks. While we have made initial efforts
to outline the general principles for crafting the FSM in §3.1 and show the flexibility of adapting
AMOR’s FSM in Appendix B.7, it still requires a human-driven design process. Looking ahead,
our future work aims to enable LLMs to autonomously instantiate FSM-based reasoning logic in
Algorithm 1 for diverse user tasks, thereby reducing reliance on human design. Furthermore, we
believe that the FSM-based reasoning logic makes it easier for humans to supervise LLMs that
potentially outperform humans on the task.

D Broader impacts and safeguards

The innovation introduced through AMOR carries significant potential for both positive and negative
societal impacts.

On the positive side, the ability of AMOR to adapt to diverse knowledge environments and domains
through supervised reasoning could lead to advancements in personalized education, healthcare
diagnostics, and customer service. Such applications could democratize access to information
and expertise, bridging gaps in knowledge and service availability across different regions and
socioeconomic groups.

However, the sophisticated reasoning capability of AMOR also brings about considerations of misuse,
such as the generation of disinformation or aiding in the automation of social engineering attacks.
Furthermore, if not properly balanced, the tailored knowledge adaptation could unintentionally
reinforce biases present in the training data or human feedback, leading to unfair outcomes in
decision-making processes that might disproportionately affect marginalized groups.

To mitigate these concerns, it’s crucial to engage in transparent development and deployment practices,
including bias audits and the establishment of ethical guidelines for use. Additionally, mechanisms
for detecting and correcting misinformation or biased reasoning paths should be incorporated into the
system’s design.

Given the potential for misuse inherent in powerful language models like AMOR, it’s vital to
implement safeguards. AMOR will be made available under a framework that requires users to agree
to ethical usage guidelines before access. Our intention is to maximize AMOR’s societal benefits
while curtailing the potential for negative impacts, thus ensuring responsible deployment and use of
this advanced agent framework.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We propose a general framework for building knowledge agents, featuring
FSM-based reasoning logic and a process feedback mechanism. We focus on text corpora
as knowledge bases, but the approach can be flexibly extended to other knowledge types
and user tasks by customizing the modules and dependencies within the FSM framework
Guidelines:
• The answer NA means that the abstract and introduction do not include the claims made

in the paper.
• The abstract and/or introduction should clearly state the claims made, including the

contributions made in the paper and important assumptions and limitations. A No or NA
answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how much
the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Please see Appendix Section C
Guidelines:
• The answer NA means that the paper has no limitation while the answer No means that

the paper has limitations, but those are not discussed in the paper.
• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings, model
well-specification, asymptotic approximations only holding locally). The authors should
reflect on how these assumptions might be violated in practice and what the implications
would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was only
tested on a few datasets or with a few runs. In general, empirical results often depend on
implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution is
low or images are taken in low lighting. Or a speech-to-text system might not be used
reliably to provide closed captions for online lectures because it fails to handle technical
jargon.

• The authors should discuss the computational efficiency of the proposed algorithms and
how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to address
problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an important
role in developing norms that preserve the integrity of the community. Reviewers will be
specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: [NA]

Guidelines:
• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if they

appear in the supplemental material, the authors are encouraged to provide a short proof
sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Please see Section 4.1

Guidelines:
• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived well

by the reviewers: Making the paper reproducible is important, regardless of whether the
code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken to
make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may be
necessary to either make it possible for others to replicate the model with the same dataset,
or provide access to the model. In general. releasing code and data is often one good
way to accomplish this, but reproducibility can also be provided via detailed instructions
for how to replicate the results, access to a hosted model (e.g., in the case of a large
language model), releasing of a model checkpoint, or other means that are appropriate to
the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct the
dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors
are welcome to describe the particular way they provide for reproducibility. In the
case of closed-source models, it may be that access to the model is limited in some
way (e.g., to registered users), but it should be possible for other researchers to have
some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

27



Justification: Please see the supplementary files.

Guidelines:
• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how to
access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized ver-
sions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Please see Section 4.1

Guidelines:
• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Please see Section 4.2

Guidelines:
• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confidence

intervals, or statistical significance tests, at least for the experiments that support the main
claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall run
with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula, call
to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error of

the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably

report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality
of errors is not verified.
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• For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error
rates).

• If error bars are reported in tables or plots, The authors should explain in the text how they
were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Please see Section 4.1

Guidelines:
• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or

cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute than

the experiments reported in the paper (e.g., preliminary or failed experiments that didn’t
make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have read and conformed with the NeurIPS Code of Ethics.

Guidelines:
• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consideration

due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Please see Appendix Section D

Guidelines:
• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal impact

or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations (e.g.,
deployment of technologies that could make decisions that unfairly impact specific groups),
privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied to
particular applications, let alone deployments. However, if there is a direct path to any
negative applications, the authors should point it out. For example, it is legitimate to point
out that an improvement in the quality of generative models could be used to generate
deepfakes for disinformation. On the other hand, it is not needed to point out that a
generic algorithm for optimizing neural networks could enable people to train models that
generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is being
used as intended and functioning correctly, harms that could arise when the technology is
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being used as intended but gives incorrect results, and harms following from (intentional
or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks, mecha-
nisms for monitoring misuse, mechanisms to monitor how a system learns from feedback
over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [Yes]
Justification: Please see Appendix Section D.
Guidelines:
• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do not
require this, but we encourage authors to take this into account and make a best faith
effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: Please see Section 4.1
Guidelines:
• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of service

of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package

should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license of
a dataset.

• For existing datasets that are re-packaged, both the original license and the license of the
derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to the
asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: Please see Supplementary File
Guidelines:
• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their sub-

missions via structured templates. This includes details about training, license, limitations,
etc.
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• The paper should discuss whether and how consent was obtained from people whose asset
is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [Yes]
Justification: We hire an NLP expert for manual annotation and pay him $7.25/h. Please see
Table 16 for detailed annotation instruction.
Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Including this information in the supplemental material is fine, but if the main contribution

of the paper involves human subjects, then as much detail as possible should be included
in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or
other labor should be paid at least the minimum wage in the country of the data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [No]
Justification: IRB is not applicable to our country. But all potential risks were fully disclosed
to the participant prior to his involvement in our study. We ensured that the participant
provided informed consent, being fully aware of what the research entailed and any risks
they might face.
Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Depending on the country in which research is conducted, IRB approval (or equivalent)

may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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