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ABSTRACT

3D Referring Expression Segmentation (3D-RES) aims to generate precise seg-
mentation masks for targets based on free-form text descriptions. Despite sig-
nificant advancements, current methods still rely on costly point-level mask-
description pair annotations. In this paper, we introduce the Multi-Expert Net-
work (MEN), a novel weakly supervised framework that utilizes the multimodal
alignment of vision-language models across various semantic cues to reveal the
relationships between descriptions and 3D instances. The primary challenges lie
in effectively extracting and matching visual and textual context, while eliminat-
ing potential distractions. To address this, we propose the Multi-Expert Mining
(MEM) and Multi-Expert Aggregation (MEA) modules. The MEM module em-
ploys multiple experts to extract semantic cues from full-context, attribute, and
category dimensions. The MEA module mathematically consolidates the outputs
of these experts, automatically assigning greater weight to more accurate ones,
thus improving target selection accuracy and robustness. Extensive experiments
on the ScanRefer and Multi3DRefer benchmarks demonstrate the effectiveness of
our method in addressing the challenges of weakly supervised 3D-RES.

1 INTRODUCTION

3D Referring Expression Segmentation (3D-RES) has gained significant attention in the multimodal
field, aiming to segment 3D objects by aligning referring expressions with point clouds (Qian et al.,
2024; He & Ding| [2024; He et al.| 2024} [Huang et al.,|[2021; [Wu et al., |2024bfa)). Unlike 3D refer-
ring expression comprehension (Luo et al., 2022 Wang et al., 2023a; |Chen et al., 2022} He et al.,
20215 [Feng et al., [2021}; [Zhao et al., [2021} [Yuan et al., [2021} |Cai et al., 2022), which only requires
locating the target and generating a simple bounding box, 3D-RES involves producing an accurate
segmentation mask for the target based on free-form text descriptions. This advancement is crucial
for applications in human-computer interaction and autonomous driving.

Despite notable progress (Huang et al.l 2021} [Wu et al., [2024b} |Qian et al.| [2024), current methods
still rely on costly point-level mask annotations for each description. For instance, annotating a scene
in the ScanNet-v2 (Dai et al., |2017) dataset takes an average of 22.3 minutes. The labor-intensive
nature of these annotations hinders the collection of large-scale 3D datasets, limiting the task’s
scalability to data-scarce domains. To address this, we propose a weakly supervised 3D-RES setting,
where only 3D point clouds and referring expressions are provided without mask annotations, as
shown in Fig. [I] In this setting, both 3D scenes and referring expressions are easier to obtain,
eliminating the need for laborious point-level mask annotations.

One straightforward approach to address this challenge is to first utilize a pre-trained 3D model to
extract proposals and render them into 2D images, which are then matched directly with referring
expressions using well-established 2D image-text matching techniques such as CLIP (Radford et al.}
2021)). However, this approach isolates instances from their 3D scene context, thus failing to leverage
the crucial contextual cues provided in the text for accurate target localization. Another approach
involves selecting images with the highest visibility of 3D proposals from the video used to construct
the 3D point cloud (Boudjoghra et al.| [2024), and then employing CLIP for matching. While this
method more effectively utilizes the contextual information from the text, it introduces a significant
challenge: if the image contains multiple proposals, it can lead to considerable matching ambiguity.



Under review as a conference paper at ICLR 2025

The nice chair. The chair
is by the coffee table.

_____ - Class Label
The nice chair. The chair ; o

is by the coffee table.

1 1
= 9& > missing |
1 1

[——
Predicted GT target
mask mask

Predicted GT target
mask mask

|
e

(a) Fully-supervised 3D-RES (b) Weakly supervised 3D-RES

Figure 1: (a) Fully supervised 3D-RES frameworks utilize point-level mask annotations as super-
vision. (b) Weakly supervised 3D-RES frameworks require only easily accessible annotations for
training, such as class labels.

Thus, the main challenge of this task lies in how to efficiently mine and match both visual and textual
context while filtering out potential distractions.

To achieve this goal, we propose a Multi-Expert Network (MEN), a framework that leverages mul-
tiple cues to accomplish text-based referential reasoning. This framework breaks the problem into
two sub-tasks: first, how to effectively mine and match visual and textual context; second, how to
integrate the results of the first step to filter out distracting information while highlighting the target
instance. For the first sub-task, we introduce a Multi-Expert Mining (MEM) module, which designs
experts to extract information from multiple semantic cues, specifically focusing on full-context, at-
tribute, and category dimensions to derive the target’s distribution. The full-context expert processes
the complete visual and textual context, assessing the match between proposals and the descrip-
tion from the perspective of spatial relationships and overall scene. The attribute expert focuses on
fine-grained details such as shape, color, and texture of the instance, distinguishing proposals at the
attribute level. The category expert, meanwhile, concentrates on the semantic category match be-
tween the proposal and the text description, ensuring robust matching unaffected by noise. For the
second sub-task, directly integrating the probability distributions produced by the experts through
summation or pooling may seem intuitive, but it fails to effectively suppress noise and emphasize
the target. Therefore, we propose a Multi-Expert Aggregation (MEA) module that consolidates the
match distributions generated by the three experts through the framework of distribution conflation.
This module automatically assigns greater weight to input distributions derived from more accurate
experts, specifically those exhibiting smaller standard deviations. In contrast to straightforward in-
tegration methods, the MEA module effectively filters out distractions and enhances the significance
of the proposal corresponding to the target object.

To sum up, the contributions of this paper are three-fold:

* We propose a weakly supervised 3D-RES task, and introduce the Multi-Expert Network
(MEN), a framework that leverages multiple cues for referring expression reasoning, sig-
nificantly reducing the need for costly mask-description pair annotations.

* We design the Multi-Expert Mining (MEM) module, which effectively extracts and aligns
visual and textual context from three complementary cues. Additionally, we introduce the
Multi-Expert Aggregation (MEA) module, which integrates the knowledge from multiple
experts, filtering out interference while emphasizing the target instance.

» Extensive experiments on ScanRefer and Multi3DRefer datasets demonstrate the effective-
ness of our proposed method in addressing weakly-supervised 3D-RES.

2 RELATED WORK

2.1 3D REFERRING EXPRESSION COMPREHENSION AND SEGMENTATION

The 3D-REC aims to locate a target object in a 3D scene based on a referring language description
and generate a bounding box (Luo et al., [2022; |Wang et al., |2023a; [Chen et al., [2022; He et al.,
2021 [Feng et al., 2021} Zhao et al., 2021} [Yuan et al., 2021} |Cai et al., 2022)), while 3D-RES
focuses on producing a corresponding segmentation mask (Qian et al.| 2024} [He & Ding} [2024; He
et al., 2024; Huang et al., 2021} [Wu et al.,[2024bga). The primary benchmark datasets for 3D-REC
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and RES include ScanRefer (Chen et al.| |2020) and Referlt3D (Achlioptas et al.l 2020). Recent
approaches have started to explore weakly supervised settings for 3D-REC (Wang et al., [2023b;
Xu et al} 2023). However, 3D-RES remains in its infancy, with current advancements primarily
concentrated on fully supervised methods that necessitate point-level annotations. To reduce the
reliance on costly annotations, we pioneer a weakly-supervised framework tailored for 3D-RES.

2.2  WEAKLY-SUPERVISED REFERRING IMAGE SEGMENTATION

Similar to 3D-RES, Referring Image Segmentation (RIS) aims to segment objects in images based
on linguistic descriptions. Recent approaches (Hu et al.,2016;|Yang et al.,[2022} |Ye et al., {2019} |L1
et al.L|2018}Liu et al.,2023d; | Yang et al., {2021} Liu et al.,2023b; |Hu et al.| [2023; Huang et al., 2020;
Liu et al.| 2023a; Xia et al., 2024; |Liu et al 2022) have achieved significant performance improve-
ments in fully supervised settings. However, compared to fully supervised RIS, weakly supervised
RIS (Lee et al.; 2023 |Dai & Yang, 2024; |Kim et al., 2023; |Liu et al., [2023c) is more challenging
due to the lack of pixel-level annotations. TSEG (Strudel et al.| |2022) introduces a weakly su-
pervised setting to the RIS task for the first time. PPT (Dai & Yang, 2024) effectively leveraging
SAM’s (Kirillov et al.,|2023)) segmentation capabilities to obtain high-quality segmentation masks.

2.3 OPEN-VOCABULARY 3D SEGMENTATION

Open-Vocabulary 3D Segmentation aims aims to extend the scope of 3D instance segmentation to
any given short category name. OpenScene (Peng et al.,2023) leverages 2D open-vocabulary seman-
tic segmentation models to map pixel-wise 2D CLIP features into 3D space. OpenMask3D (Tak-
maz et al. 2023)) leverages SAM (Kirillov et al. [2023)) and CLIP (Radford et al. 2021)) to gen-
erate 3D clip features for each class-agnostic 3D proposal using RGB-D images of the 3D scene.
Open3DIS (Nguyen et al.l |2024)) integrates 2D and 3D proposals using a novel fusion approach for
2D masks through hierarchical agglomerative clustering. Unlike Open-Vocabulary 3D Segmenta-
tion, which primarily emphasizes the extraction of visual features, 3D-RES often focuses on the
alignment between complex textual descriptions and visual information.

3 METHOD

3.1 PROBLEM DEFINITION

Given a point cloud scene containing NN, points, represented as P € RV»* (3+F) where each point
has its 3D coordinates and F'-dimensional auxiliary information, such as RGB. Correspondingly,
given a text description containing INV,, words, represented as 7 € R+, which describes the object
of interest. The goal of the 3D-RES task is to locate the target object based on the text and output
the corresponding segmentation mask M € {0, 1}"» . In the weakly-supervised setting, the training
phase does not provide description-mask pairs for supervision, but only the class annotations Y;s €
RNets of the target objects, where N, is the number of classes. Thus, we model the selection of
the target object as solving for the discrete probability distribution ) of the instance containing the
target. By sampling from (), we obtain the final predicted instance.

3.2 OVERVIEW

The framework of our proposed Multi-Expert Network (MEN) is depicted in Fig]2] Our model fol-
lows a segmentation-then-matching two-stage pipeline. In the first stage, we employ a pre-trained
instance segmentation model to extract N, proposals from the given point cloud scene P, which
can be represented as instance masks M € RNe*Nr and class scores prediction P, € RNo*Neis,
In the second stage, we introduce a Multi-Expert Mining (MEM) module that utilizes specialized
experts to extract information from multiple semantic cues, focusing specifically on full-context,
attribute, and category dimensions to derive the target’s distribution, as detailed in Sec. (3.3 Fi-
nally, we consolidate the information from these experts using a Multi-Expert Aggregation (MEA)
module, which efficiently filters out distractions while reinforcing the significance of the proposal
corresponding to the target, as described in Sec.



Under review as a conference paper at ICLR 2025

“This is a multi-c z{/vz./'z d armchair M'/'//7”a Matrix Multiplication () Target-word () Modifier
circular pattern. it is next to a couch.
P

' uh
Soft ] g ol
(B e | S e

Multi-Expert Mining Multi-Expert Aggregation

Full-context [ Attribute l Category Pfull Pattri Pels

3D Proposals T T 1 ‘ ‘

Visibility-based Multi-vi 3D to 2D Class-scores
RGB-D frames ' ‘S;ngﬂon “ Object Renderer Render @ @ @

@ Top-K Frames gvﬁg‘g o E E E { Aggregation }

"
& 1y
s !
Mat.
& Ee | (B
Long-CLIP * multi colored with Dattri Dels, Sample@
circular pattern
o | armehair® L (] -
Mult. " e
Pfull g s

Text
Long-CLIP 99-6 0 H Parser Classifier |
I I ! (
Text Long-CLIP ==

Figure 2: The overall framework of MEN, comprising MEM module and MEA strategy. After
extracting mask proposals by a pre-trained instance segmentation model, the MEM module leverages
multiple experts to extract the matching distributions of visual-language contexts. Finally, the MEA
module efficiently consolidates these distributions, sampling to obtain the predicted target.

3.3 MULTI-EXPERT MINING
3.3.1 FULL-CONTEXT EXPERT

The full-context expert focuses on utilizing visual-language matching techniques to extract the com-
plete visual-language context, understanding the spatial relationships and the surrounding environ-
ment of the target. However, text descriptions often include other objects in addition to the target
and their spatial relationships with it, making the semantics complex and lengthy. As a result, CLIP

struggles with such complex, lengthy texts (Radford et al., 202T]).

Therefore, we utilize Long-CLIP (Zhang et al.,[2024) on the textual side to comprehend the complete
descriptive text. On the visual side, to capture comprehensive visual context, we select K frames
from the video used to construct the 3D point cloud based on visibility.

text
long

Specifically, given the input description 7, we utilize the pre-trained Long-CLIP text encoder e
to extract textual full-context features T'r,;; € RP:

Trunr = €jgng(T). (3.1)

Then, given the Ny RGB-D video frames Z = {Z; € R¥>*W>H|vyj € (1,..., Ny)} associated
with the 3D point cloud P, we follow Boudjoghra et al| (2024) to compute the visibility of 3D
proposals across all frames in parallel. We select the Top-K frames with the highest visibility for
each 3D proposal as its visual representation, represented as Zy,; = {Zruu,i € REX3xWxH |Vi €

(1,...,N,)}. These 2D frames will be encoded using Long-CLIP image encoder eigl‘;g ¢, followed
by average pooling to obtain 2D full-context features F'y,;; € RNoxD:
Frun = AvgPool (et (Zyun)), (3.2)

where AvgPool(-) denotes the average pooling operation.

Finally, we compute the full-context level semantic similarity Sg,; € R and the normalized
full-context semantic distribution Py,;; with probability mass function p.,;; € RNo:

Stutt = Trun - F;?Fu”, (3.3)
Pfull = Softmax(Sfu”), (3.4)

where Ty, € RP denotes textual full-context feature and Softmax (-) denote the softmax operation.
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3.3.2 ATTRIBUTE EXPERT

Although the full-context expert effectively utilizes the visual-language context information, se-
lected images often contain other proposals, leading to significant matching disturbances. In con-
trast, the attribute expert can thoroughly examine the instance’s shape, color, texture, and other
attributes, leveraging finer-grained cues for visual-language matching. To facilitate this, we specifi-
cally construct attribute text and attribute images as inputs for the attribute expert.

Attribute Texts. First, we extract key nouns and attribute terms through syntactic analysis. Fol-
lowing (Wu et al.,|2023)), we utilize the off-the-shelf natural language parser (Wu et al.,|2019}|Schus-
ter et al.,|2015) to syntactically parse the input description and decompose it into five distinct seman-
tic components: Main object (the target object), Auxiliary object (which utilized to aid
in identifying the main object), Attributes (objects’ appearance, shape, etc.), Pronoun (refer
to the primary object), Relat ionship (the spatial relation between main and auxiliary objects).
We extract the main object and its corresponding attributes, represented as the target word t,,,4:n
and the modifiers t,,,,4, respectively. By concatenating these terms to create a short attribute phrase
Tsnort that exclusively encompasses the name of the target object along with its modifiers, we sub-
sequently encode this attribute phrase using a pre-trained CLIP text encoder €*°*?, thereby yielding
the textual attribute features Tyzip; € RP:
Tattri = etext(ﬁhort)- (35)
Attribute Images. Meanwhile, we acquire the multi-view 2D renderings for each 3D proposal.
Following [Zhang et al| (2023), we send the proposals into an online object renderer, rendering
multi-view 2D images for each 3D proposal, represented as Zottri = {Zattri,i € REX3XWxH y; ¢
(1,...,N,)}, where K, represents the number of views. Since the multi-view renderings for each
3D proposal contain only a single instance without any noisy background, they effectively highlight
the attribute features of the instance. These images will be sent to the CLIP image encoder €/%9¢ for
feature extraction, followed by average pooling to obtain the 2D attribute features Fi;+; € RNoxD.
Fattri = AVgPOOI(Ezmage (Iattri)); (36)
where AvgPool(-) denotes the average pooling operation.

Finally, we compute the attribute level semantic similarity Syt4; € R™e and the normalized attribute
semantic distribution P,44,; with probability mass function pgr; € RNo:

T
Sattri = Lattri - Fatt”‘a (3.7
Pattri = SOftmax(Sattri)a (3.8)

where T, € RP denotes textual attribute feature and Softmax(-) denote the softmax operation.

3.3.3 CATEGORY EXPERT

To fully leverage the extracted 3D instance proposals and eliminate distractions, the category ex-
pert treats the predicted categories of proposals as visual priors while simultaneously extracting the
category from the text for visual-language matching.

Specifically, we use an MLP as the textual classifier which receive the textual feature extracted from
the textual backbone and output the textual class prediction scores 7,5 € RNets:

Ters = MLP(Trunr), (3.9
where the MLP(-) refers to text classifier, and T,,;; denotes the feature of the textual description.

The text classifier is trained from scratch using a cross-entropy (CE) based classification loss L;s:
Lcls = CE(Tclsa chls); (310)

where the Y, is the category label of the target object. Then we compute the category level semantic
similarity S.;s € RV between the text and the proposals as follows:

Seis = Tus - P, (3.11)

C
where P.;; € RNo*Nets class score predictions for 3D proposals generated by the instance segmen-
tation model.

To more effectively model the semantic distribution P.;; with its probability mass function p.;s €
RNo:

Pets = Softmax(Ses), (3.12)
where Softmax(-) denote the softmax operation.
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3.4 MULTI-EXPERT AGGREGATION

The MEM module utilizes various experts to extract diverse and complementary visual-language
cues, resulting in distinct discrete probability distributions: P, Py, and Py However, inte-
grating these distributions while eliminating distractions and emphasizing the target instance is a
significant challenge. Thus, we first analyze the strengths and weaknesses of each expert.

Strengths and Weaknesses of the Experts. The full-context expert excels at capturing complete
spatial context but can introduce distractions from complex 2D video frames, making it suitable
for scenarios where spatial relationships are crucial for identifying targets. The attribute expert
focuses on the visual attributes of the instance and the corresponding textual descriptions but may be
influenced by rendering accuracy and parsing tools, making it ideal for cases with unique and distinct
target attributes. The category expert leverages the classification capabilities of the visual backbone,
demonstrating strong resistance to distractions by effectively eliminating irrelevant objects that do
not match the target category, but it often lacks intra-class differentiation.

These experts exhibit different strengths, and their predicted distributions contain various distrac-
tions and conflicts, as illustrated in Fig. [3] Therefore, simply integrating these distributions through
summation or pooling cannot effectively eliminate mutual interference, potentially undermining the
enhancement of the final target distribution.

Aggregation Approach. To address this, we propose the Multi-Expert Aggregation (MEA) mod-
ule, which mathematically assigns greater weight to the inputs from more accurate experts, specif-
ically those with smaller standard deviations (Hill, |2011). The final distribution obtained through
MEA is both the unique minimax likelihood ratio consolidation and the unique proportional likeli-
hood ratio consolidation of the given input distributions (Hill, 2011)), ensuring a robust integration
of expert predictions.

Let the conflation of a finite number of probability distributions P, ..., P, be a consolidation of
these distributions into a single probability distribution @@ = & (P4, ..., P,), and designated with
the symbol “&”. According to|Hill|(2011), we can state

Theorem 1. Let Py, ..., P, be discrete with probability mass functions p1, ..., pn, respectively,

and common atoms A, where ) # A C R. Then &(P1,...,Pn) exists, and the following are
equivalent:

D Q=&(P1,...,Pn)

.  Yaea b [li—y pi(x)
(ll) Q - ZieA I[- pi(y)

where 0, is the Dirac delta measure in the set of all real Borel probability measures at the point x
(i.e, 05(B)=1ifx € B,and=0ifz ¢ B).

SUbStituting Peiss Pattr, and 73full yieldS:

ZxEA 51:pcls (CL’) * Pattri ($) *Pfull (fE)
ZyeA Pets(Y) * Pattri(y) - Dpur(y)

where common atoms A here are the N, 3D proposals M. Using the properties of Borel sets, here
0, = 1, thus this can be rewritten as a probability mass function ¢:

Q= (3.13)

q= DPcls * Pattri * Pfull
> yerPets(y)  Pattri(y) - Pran(y)’

(3.14)

where M denote the N, 3D proposals, ¢ € R™e denotes the probability mass function of the
consolidation ) of the multi-dimension semantic distributions. This aggregation method assigns
greater weight to the inputs from more accurate experts (Hill, | 2011), thereby adaptively eliminating
distractions and reinforcing the significance of the target object.

Finally, we sample from @) to predict the target instance P,.:
P,es = Sample(Q), (3.15)

where Sample(-) denotes sample operation from a distribution.
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Table 1: The 3D-RES results on ScanRefer. Fully-supervised models only have “R@1, IoU@m”.

R@1 R@3
Method mloU |  Unique Multiple Overall Overall
025 05 (025 05 025 05 ]025 05
Open-Vocabulary 3D segmentation Models
OpenScene (Peng et al.|[2023) 12.0 | 352 124 | 8.6 1.6 | 13.8 3.7 - -
OpenMask3D (Takmaz et al.[[2023) | 12.8 | 20.8 19.8 | 13.9 124 | 152 138 - -
Open3DIS (Nguyen et al.[[2024) 123 | 223 119 | 13.8 59 | 154 7.1 - -
Fully-Supervised
TGNN (Huang et al.||2021) 27.8 - - - - 375 314 - -
X-RefSeg3D (Qian et al.|[2024) 29.9 - - - - 40.3 33.8 - -
3D-STMN (Wu et al.|[2024b) 395 | 89.3 84.0 | 462 292 | 546 39.8 - -
RefMask3D (He & Ding![2024) 449 | 89.6 84.7 | 48.1 40.8 | 559 492 - -
MDIN (Wu et al.|[2024a) 483 | 91.0 872 | 50.1 449|580 53.1 - -
Weakly-Supervised
Baseline-random 17.7 | 59.5 547 | 140 11.6 | 228 199 | 362 31.8
Baseline 199 | 62.8 582 | 16.1 140 | 251 22.6 | 410 373
Ours 334 | 83.1 79.1 | 32.6 279 | 424 378 | 581 52.0
Ourssry N 29.6 | 847 79.1 | 302 18.8 | 40.7 30.5 - -
Oursy/prn 345 | 87.3 82.6 | 314 269 | 423 377 - -

4 EXPERIMENTS

4.1 DATASETS

ScanRefer (Chen et al.||2020) contains 51,583 natural language expressions of 11,046 objects from
800 ScanNet (Dai et al.,|2017) scenes. It can be split into “Unique” and “Multiple”, depending on
whether there are multiple objects of the same category as the target in the scene.

Multi3DRefer (Zhang et al,[2023)) includes 61,926 language expressions referring to 11,609 objects
across 800 ScanNet scenes, with 6,688 expressions matching zero targets and 13,178 matching mul-
tiple targets. It is originally introduced for 3D-REC. To accomplish the 3D Generalized Referring
Expression Segmentation (3D-GRES), we utilized the benchmark provided by Wu et al.| (2024a)).

4.2 EVALUATION METRIC

Traditional 3D-RES. We adopted mloU (mean Intersection over Union) and “R@n, loU@m” as
evaluation metrics, which represents the percentage of at least one of the top-n predicted proposals
with the highest probability having an IoU > m compared to the ground truth mask, withn € {1, 3}
and m € {0.25,0.5}. For the mIoU metric, we set n = 1.

3D-GRES. We employing mloU and “Acc@mlIoU” as evaluation metrics, m € {0.25,0.5}. Due
to the specificity of 3D-GRES, We combine the masks of proposals with probability mass > 0.1
to form the predicted mask. If there are no proposals with a probability mass greater than 0.1, we
predict the case as zero-target. Furthermore, given the unique characteristics of zero-target cases,
we have introduced a dedicated zt_head to determine whether a sample is zero-target. For a detailed
description of the zt_head, please refer to Appendix Sec.[D]

4.3 EXPERIMENT SETTINGS

In our study, we utilize the pre-trained SoftGroup (Vu et al.,|2022) as our 3D instance segmentation
backbone. We freeze a pre-trained CLIP with ViT-B/32(Radford et al.,[2021)) and a pre-trained Long-
CLIP with LongCLIP-L(Zhang et al.| [2024). The text classifier is an MLP trained from scratch,
starting with an initial learning rate of 0.001. To optimize this rate, we implement the Cosine
Annealing strategy. It takes 20 epochs to train our model with a batch size of 32. The proposal
number N,, the number of rendering views kK, are set to 256 and 6, respectively. For top-K frames
selection we use K = 15. To ensure reproducibility, our sampling procedure is configured for
greedy sampling, wherein the target is selected from the top n proposals with the highest probability
mass, with n € {1, 3}. All experiments are conducted on a single NVIDIA RTX 3090 GPU.
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Table 2: Results of 3D-GRES, where “zt w/ dis” means zero target with distractor, “zt w/o dis”
means without distractor, “st w/ dis” means single target with distractor, “st w/o dis” means without
distractor, “mt” means multiple target, and “w/ zt_head” means that the zero-target detection head
was used to predict whether it is a zero target.

Acc@0.25
zt w/ dis zt w/odis stw/dis stw/odis mt Overall

Acc@0.5

Method ‘ mloU zt w/ dis zt wiodis stw/dis stw/odis mt Overall

Fully-Supervised

M3DRef-CLIP 374 39.2 81.6 50.8 715 66.8 55.7 39.2 81.6 29.4 67.4 41.0 375
3D-STMN 43.0 42.6 76.2 49.0 718 68.8 60.4 42.6 76.2 24.6 69.2 439 40.9
MDIN 475 47.9 78.8 555 84.4 76.3 67.0 479 78.8 29.5 71.7 46.8 447
Weakly-Supervised

Ours 30.6 1.3 0.4 41.8 67.7 47.7 44.8 1.3 0.4 29.8 59.5 19.8 30.1
Ours(w/ zt_head) | 33.4 222 559 41.6 67.4 47.7 48.0 222 55.9 28.7 59.4 19.7 334

4.4 QUANTITATIVE COMPARISON

Traditional 3D-RES Results. We present the results of our proposed MEN in comparison to ex-
isting 3D-RES models on ScanRefer, as shown in Tab. [T} For the sake of simplicity and efficiency,
our weakly-supervised 3D-RES baseline is constructed based on the weakly-supervised 3D-REC
model(Wang et al.,|2023b)), with modifications including changing the backbone to instance segmen-
tation model SoftGroup (Vu et al., 2022) and excluding components related to word reconstruction
and distillation. As shown in Tab.[I] the baseline achieved the expected performance, with a mloU
of 19.9%. We also randomly selected one target object from the same category based on the text
class, denoted as “Baseline-random.” Compared to the baseline, our model achieves improvements
of 13.5% and 15.2% in the mloU and “R@1, IoU@0.5”, respectively, with a particularly notable in-
crease of 13.9% on the more challenging “Multiple” subset. This demonstrates that our method not
only excels at accurately identifying simple “Unique” targets but also effectively handles hard cases
with multiple distracting objects similar to the target in the scene. This underscores how our MEM
module thoroughly captures the complex semantics of both the scene and the descriptive text, while
the MEA module efficiently consolidates these advantages, providing strong generalization and ro-
bust discriminative power. As a result, our weakly supervised model significantly outperforms the
fully supervised 3D-RES method TGNN (Huang et al.,[2021) by 5.6 points on the mloU metric.

We also applied open-vocabulary methods to the 3D-RES task. As shown in Tab. [T} These meth-
ods perform suboptimally, particularly in complex “multiple” setting, as they rely on single-prompt
textual features from encoders such as CLIP, focusing on visual features while neglecting the com-
plexities of hierarchical text descriptions and the fine-grained multimodal alignment required for
3D-RES. In contrast, our model addresses these limitations through the MEA module, achieving a
15.5% higher Acc@0.5IoU on “multiple” compared to OpenMask3D (Takmaz et al., [2023)).

To directly extend weakly-supervised setting to fully supervised 3D-RES models, we also utilize
MEN as a teacher model to generate pseudo-labels, i.e. target instance masks, to supervise the
existing 3D-RES model. The results are denoted as OurSysodeiName. AS demonstrated in Tab. m
employing the pseudo-labels generated by MEN for supervision can assist common 3D-RES models
in achieving competitive performance, even surpassing that of MEN.

3D-GRES Results. To validate the extensibil- Table 3: Ablation studies on MEM, where “full-
ity of our model, we present its results on the cont” means full-context expert, “attri.” means

3D-GRES, as shown in Tab] It can be ob- attribute expert, “cate.” means category expert.
served that MEN achieves an mloU of 30.6%. ———

Notably, under the “st w/ dis” condition, MEN full-cont. atiri. ~ cate. | mloU } Unique | Multiple | Overall

demonstrates a 0.3% improvement over the SO- | woMEM | v X x| 234 | 242 | 198 | 259
. . . . . 2 w/o MEM x v x 10.8 10.6 9.5 122

TAs in the Acc@0.5 metric. This highlights 3 womem| x v |56 | 196 | 174 | 293
1 1mi 1 4 w/MEM v v X 26.2 26.7 224 29.4

the strong dlscrlmlnatlve.power of our model § WMEM |V O Bl SO - o
and its remarkable potential for handling com- ¢ wMEM | x v v 264 | 210 | 188 | 303
7  w/MEM v v v 334 32.6 279 37.8

plex real-world scenarios. Furthermore, the de-
signed zt_head significantly enhances our model’s ability to handle the special “zero-target” cases.
Compared to threshold-based filtering, the introduction of the zt_head results in improvements of
20.9% and 55.5% in Acc@0.5 for “zt w/ dis” and “zt w/o dis,” respectively.
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Table 4: Ablation studies on MEA. Table 6: Ablation studies on Long-CLIP in Full-
context Expert.

Strategy ‘ mloU ‘ Multiple ‘ Overall

0.25 0.5 0.25 0.5 Encoder ‘mIOU Oz/ljump(:g 0';)5vera(¥5
1 Max 266 | 226 196 | 332 30.1 1 SLIP (Mu et al.] 2022} 195 | 194 159 | 249 217
> wemge | 267 |33 220|300 s 3 crhESdE |8 w0
3 MEA 334 | 326 279 | 424 378

Table 7: Ablation studies on attribute phrase.
Multiple ‘ Overall

Table 5: Ablation studies on the image source.

Tahort Prompt ‘ mloU ‘

- 025 05 025 05
. Multiple Overall
Full-context  Attribut ToU
H-contex ribute | o ‘ 025 05 |025 05 1 Description 330 | 324 276 | 422 374
1 Renderings Renderings | 24.1 | 204 17.9 | 302 27.6 2 Target v 329 | 319 273|418 373
2 RGB-D RGB-D 323 | 315 263 | 413 363 3 Target X 332 | 323 276 | 422 376
3 Renderings  RGB-D 26.1 | 226 195|329 297 4 Attribute v 33.0 | 322 274|420 374
4 RGB-D Renderings | 334 | 32.6 279 | 424 378 5 Attribute X 334 | 326 279 | 424 378

4.5 ABLATION STUDY

Ablation studies on MEM. To investigate the effectiveness of MEM, we conducted an ablation
study on the combinations of the three experts, as shown in Tab. [3] The full-context expert effec-
tively mines spatial relationship information from the visual-linguistic context, enabling it to distin-
guish target objects from similar distractors. However, it faces challenges in the “Unique” category
due to matching ambiguity when multiple instances are present within the selected 2D frames. In
contrast, the category expert struggles to address “multiple” situations. Even with the assistance of
the attribute expert in identifying targets at a finer granularity, the attribute expert remains inade-
quate when faced with distractors that share identical attributes within the scene. The combination
of the three can generate complementary advantages. On one hand, category and attribute expert
aid the model in filtering out surrounding objects based on their category and attributes. On the
other hand, full-context expert compensates for the deficiency of spatial relationship information in
category and attribute expert, enabling the target object to stand out from distractors with the same
category and attributes.

Ablation studies on MEA. To analyze the effectiveness of the MEA, we conducted an ablation
study on different consolidation strategies, as presented in Tab[d] We explored the comparison be-
tween the “Max” and “Average” and our MEA. “Max” selects the highest probability from the three
experts for each proposal as its corresponding probability, leading to a degradation of the model into
a single expert mode and thereby suppressing the effect of multi-expert collaboration. “Average”
calculates the average of the three probabilities and achieves good performance, but it fails to ef-
fectively leverage the strengths of the various experts and cannot filter out distractions. It can be
demonstrated that the MEA effectively integrates the strengths of the three experts.

Image source in MEM. We conducted an ablation study on the image source in MEM, as shown
in Tab3] to demonstrate the synergistic effect of multi-dimensional visual information. When both
the full context and attribute expert are provided with renderings as input, the model lacks visual
context information, leading to a significant reduction in performance. However, when both utilize
RGB-D frames, the lack of individual object attribute analysis hinders the model’s ability to focus
effectively on a single object. And the results in the 3-rd row indicate that the mismatch between
visual and linguistic information in experts can lead to a significant decline in performance.

Long-CLIP in Full-context Expert. We conducted an ablation study on the selection of Long-
CLIP, as shown in Tabl6] Long-CLIP has been shown to possess a superior ability to comprehend
long texts and capture image details, a conclusion that is also affirmed in this paper. Compared to
directly utilizing CLIP, employing Long-CLIP results in a 3.7% improvement in mloU.

Text 710+ in Attribute Expert. We conducted an ablation study on the type of Tspor¢ to explore
the role of attribute expert, As shown in Tab[7] Although the original description contains attributes
of the target object, the properties of non-target objects may introduce interference when the de-
scription depends on other objects to aid in locating the target. Compared to using just the target
word, incorporating attribute information results in more accurate localization. It is important to
note that using the prompt templates provided by CLIP does not improve the model’s performance.
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Attention Map
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Figure 3: Visualization of (a) the attention maps and (b) the distributions outputted by experts.

4.6 PRINCIPLE ANALYSIS

In Fig[3] we illustrate the attention maps for Category, Attribute, and Full-context expert, along with
the semantic distribution, to investigate their respective roles. As shown in (a), these experts each
serve a specific purpose, assisting the model in localizing targets at varying levels. The full-context
expert concentrate on scene corners relevant to the descriptionbut cannot distinguish between objects
in those corners, such as the “TV,” “TV stand,” and the “blue object” shown in (a). The attribute
expert adhere to the indication of “rectangular gray TV stand,” expressing interest in all objects
that are “rectangular” “gray” or potentially classified as “TV stand.” Similarly, the attention of the
category expert is distributed across all objects in the scene that share a similar category to the target
object. Therefore, while relying solely on the information of the target object is suitable for scenarios
with unique categories and attributes, it proves ineffective in complex “multiple” scenarios. We can
also observe that only objects exhibiting high similarity across all experts are likely to be predicted as
targets. For example, the “blue object” near the target demonstrates high attention in both Category
and Full-Context, but its low attention in Attribute diminishes its chances of being selected as the
target. In summary, each expert possesses its own strengths and weaknesses. As shown in (b),
the MEA module leverages the complementary advantages of the three experts while filtering out
distractions, thus enhancing the significance of the proposal for the target object.

5 QUALITATIVE COMPARISON

We present the visualization results of our MEN and the weakly-supervised baseline in Fig[5]in the
Appendix. Our model successfully identifies objects that match the target category from geomet-
rically similar objects, as shown in (a). Moreover, it can effectively utilize attribute information to
distinguish between similar objects, such as the “three seats” depicted in (b). Furthermore, it can
infer the target object from multiple similar objects based on the full context, such as (¢). In contrast,
the weakly-supervised baseline demonstrates an almost equal level of interest in all similar objects,
which leads to inaccurate predictions. Impressively, as demonstrated in (d), even when the target
belongs to the “others” category, our model effectively eliminates distractions and achieves precise
localization, aided by the experts and the efficient integration of the MEA module.

6 CONCLUSION

In this work, we introduce the Multi-Expert Network (MEN) for weakly supervised 3D Referring
Expression Segmentation, eliminating the need for costly annotations. MEN consists of two mod-
ules: MEM and MEA. The MEM module employs multiple experts to extract semantic cues from
various dimensions, while MEA robustly consolidates their outputs. Experiments demonstrate the
effectiveness of our method in addressing the challenges of weakly supervised 3D-RES.

ETHICS STATEMENT

We follow the ICLR Code of Ethics. In our work, there are no human subjects and informed
consent is not applicable. For point cloud data, we used the publicly available ScanNet Dataset
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(https://github.com/ScanNet/ScanNet), which is licensed under the ScanNet Terms of
Use|and the code is released under the MIT license. Both licenses permit the use of the dataset and
code strictly for non-commercial research purposes. Furthermore, we utilize the publicly accessible
text data from the ScanRefer Dataset (https://daveredrum.github.io/ScanRefer),
which is licensed under a Creative Commons Attribution-NonCommercial-ShareAlike 3.0 Unported
License which allows us to use the dataset for non-commercial purposes. For 3D-GRES, We
use the publicly accessible text data from the Multi3dRefer Dataset (https://3dlg—hcvc.
github.io/multi3drefer/4#/) which is licensed under the MIT license, permitting us to
use the dataset for non-commercial purposes. In the appendix, we use the Referlt3D Dataset
(https://github.com/referit3d/referit3d) for extra experiments, which is licensed
under the MIT license which allows us to use the dataset for non-commercial purposes.

REPRODUCIBILITY STATEMENT

In accordance with the principles of reproducibility, we provide a comprehensive overview of the
methodologies, experimental setup, code, and so on.

Environment. The experiments were conducted in a environment characterized by the following
specifications:

* Operating System: Ubuntu 22.04.3 LTS
* Python Version: Python 3.8.13
* Framework: PyTorch 1.12.1

Source Code Availability. The complete code of our model is provided in the supplementary ma-
terial and will be open-sourced. Additionally, we employs several pre-trained models, including
SoftGroup, CLIP, and Long-CLIP:

* SoftGroup (https://github.com/thangvubk/SoftGroup).
e CLIP (ViT-B/32) (https://github.com/openai/CLIP).
e Long-CLIP (LongCLIP-L) (https://github.com/beichenzbc/Long-CLIP).
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APPENDIX

A MORE QUANTITATIVE RESULTS

A.1 DATASET

The Referlt3D benchmark (Achlioptas et al.l 2020) is constructed upon the ScanNet dataset (Dai
et al.,|2017) and comprises two primary datasets: Nr3D and Sr3D. Nr3D/Sr3D can be categorized
into “easy” and “hard” subsets depending on the presence of multiple objects of the same target
class within the scene. Based on whether the description depends on the observer’s view, it can be
further divided into “view-dep” and “view-indep” subsets.

Nr3D (Natural Reference in 3D) consists of 41.5K human descriptions collected using a referring
game (Kazemzadeh et al.,2014). It describes objects in 707 ScanNet scenes.

Sr3D (Spatial Reference in 3D) contains 83.5K synthetic descriptions. It categorizes spatial relations
into 5 types: horizontal proximity, vertical proximity, between, allocentric and support, and then
generates descriptions using language templates.

A.2 RESULTS

We compared the performance of our MEN with the existing 3D-RES models on the Referlt3D
benchmark in Tab.[9] Unlike the initial settings of ReferIt3D, we do not use the ground truth mask
as input for proposals. Therefore, the overall performance of our model is constrained by the per-
formance of the instance segmentation model. Nevertheless, our model still achieves considerable
performance under weak supervision settings. Compared to the baseline, XX achieved improve-
ments of 7.7% and 3.2% in mloU on Nr3D and Sr3D, respectively. Notably, MEN surpassed the
fully supervised TGNN by 2.7% in “R@1,loU@0.5” on Nr3D.

A.3 GENERALIZATION AND BACKBONE ANALYSIS

One concern raised was the potential da}ta leak-  Table 8: 3D-RES results on ScanRefer, where the
age due to the use of the SoftGroup instance jnstance segmentation models for both the base-

segmentation backbone, which was trained on  Jine and our MEN are pre-trained on the S3DIS
ScanNet, the source dataset for ScanRefer and  dataset, but evaluated on the ScanNet scenes.

Multi3DRefer. To further address this concern,
we conducted additional experiments replacing
the SoftGroup backbone with a model trained
on the S3DIS dataset (Armeni et al.l [2016). As Basoline
shown in Table [8] our method consistently im- Ours
proved mloU by 13.9% over the baseline, even
with this alternative backbone. This demonstrates the robustness of our approach and its indepen-
dence from the specific training data of the original backbone. These results affirm the generaliz-
ability and flexibility of our method, supporting its applicability in unseen environments.

R@1
mloU Unique Multiple Overall
025 05 |025 05 |025 05

10.6 ‘33.1 28.6‘ 9.8 69 ‘ 143 11.1

Method

245 | 59.7 521 | 274 199 | 337 26.2

B MORE ALBATION STUDIES

Top-K Frames Selection in Full-context Expert. In the full-context expert, the RGB-D video
frames provide visual context. We conducted an ablation study on the choice of K in the selection
of Top-K frames, as shown in Tab@ As the value of K increases, the model’s performance exhibits
a trend of initially rising and then declining, peaking at K = 15. We suspect that when too few frames
are selected, the visual context contained is relatively limited. Instead, when too many frames are
selected, objects that are physically close may correspond to multiple identical frames, leading to
similar visual features and making them hard to distinguish.

Rendering views K, in Attribute Expert. We conducted an ablation study on the number of ren-
dering views K,, as presented in Tab[I2] The number of rendering views is correlated with the
quality of the 2D attribute features, which subsequently impacts semantic distribution from attribute
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Table 9: The 3D-RES results on Referit3D benchmark, including mloU and “R@1, ToU@m” with
m € {0.25,0.5}.

Easy Hard View-Dep | View-Indep Overall
025 05 025 05025 05 ]025 05 ]025 05

Nr3D

Method mloU

Fully-Supervised

TGNN (Huang et al.|[2021) 19.1 | 292 223|225 196|222 181 | 27.6 224 | 257 209
3D-STMN(Wu et al.[[2024b) | 27.6 | 47.9 319 | 354 20.0 | 37.7 21.1 | 435 284 | 415 258
MDIN(Wu et al.|[2024a) 38.6 | 55.0 484 | 422 363 | 40.8 34.6 | 52.5 463 | 484 422

Weakly-Supervised

Basline 13.5 21.7 190 | 124 112 | 169 146 | 169 152 | 169 15.0
Ours 21.2 | 315 279 | 234 19.6 | 247 20.2 | 28.8 25.5 | 273 23.6
Sr3D

Fully-Supervised

TGNN (Huang et al.|[2021) 202 | 282 23.0|291 258|238 213|286 239|275 229
3D-STMN(Wu et al.[|2024b) | 34.4 | 494 382 | 419 31.0 | 455 335 | 472 362 | 472 36.1
MDIN(Wau et al.|[2024a) 464 | 589 532 | 51.1 468 | 53.6 48.7 | 56.7 514 | 566 513

Weakly-Supervised

Basline 17.1 | 243 209 | 164 149 | 178 162|221 192|219 19.1
Ours 203 | 292 251|195 182|238 203|264 231|263 23.0

Table 10: Results of 3D-GRES under different thresholds, where “zt w/ dis” means zero target with
distractor, “zt w/o dis” means without distractor, “st w/ dis” means single target with distractor, “st
w/o dis” means without distractor, “mt” means multiple target.

Threshold | mIoU Acc@0.25 Acc@0.5

esho OV | ztw/dis ztwiodis stw/dis stw/odis mt Overall | ztw/dis ztw/odis stw/dis stwiodis mt Overall
0.1 306 13 04 418 677 4717 448 13 04 29.8 595 198 301
025 292 17.5 233 359 614 397 404 17.5 233 29.4 56.1 131 297
05 240 | 426 59.7 23.6 476 258 310 42.6 59.7 214 449 75 249

expert. As illustrated in Tab[I2] the model’s performance initially increases with the growth of K,
reaching a peak at K, = 6 before subsequently declining. Due to potential inaccuracies in instance
segmentation results, having too few rendering views may lead to unrepresentative renderings. Con-
versely, an excessive number of rendering views can be redundant and may be adversely affected by
by certain perspectives with poor visibility.

Ablation Results on 3D-GRES. We analyzed the effect of different confidence thresholds on the
performance of our MEN in 3D-GRES, as shown in Tab. [I0] It can be observed that when the
threshold is set low, such as at 0.1, it performs well in the presence of target objects but shows
suboptimal results in the “zt” subset. In contrast, when the threshold is set higher, such as at 0.5, a
large number of samples will be incorrectly predicted as “zt”. While performance on “zt” improves,
this is achieved at the expense of a significant decline in performance on other subsets. This is
because the semantic distribution output by the MEN is relative to the objects in the entire scene
and does not correspond to the absolute matching probability between the 3D proposal and the input
text. Therefore, for our model, directly applying a threshold to filter instances is not suitable for the
3D-GRES task. This will be a direction for our future improvements.

Ablation of 3D Instance Segmentation Models We conducted ablation studies to evaluate the
impact of different 3D instance segmentation models on the overall performance of our framework
and explored the performance upper bound by eliminating errors in the one-stage instance proposal
extraction, as shown in Table [I3] The results indicate that the substitution of different instance
segmentation models has little effect on the performance of our model, which further underscores
its robustness.
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Table 11: Ablation studies on Top-K Frames  Table 12: Ablation studies on rendering views
Selection in Full-context Expert. in Attribute Expert.

Multiple ‘ Overall

Top-K Frames Number of views

025 05 | 025 05 025 05 025 05

mIoU‘ Multiple ‘ Overall

mloU ‘

1 K=1 30.7 203 25.1 389 349 1 KU =1 324 319 27.1 41.5 36.8
2 K=5 325 | 314 269 | 412 36.8 2 K,=3 33.0 | 322 274|420 374
3 K=10 33.1 | 324 276|422 376 3 K,=6 334 | 326 279 | 424 378
4 K =15 334 | 326 279|424 378 4 K, =12 322 | 324 27.6 | 421 37.6
4 K =20 330 | 322 273|421 374

Table 13: Ablation studies on 3D instance seg-  Table 14: Ablation studies on the method of ex-

mentation model. tracting attribute-level text.
i . Multipl O 11
Method ‘ mloU ‘ Ozd;ltllgg ‘ ().]2(‘)5ver:(l)l.15 Extracting Method ‘ mloU ‘ 0_25“ 11::5 ‘ 0.25veraO.5
1 Parser 334 326 279 | 424 378
I SoftGroup | 334 | 326 279 | 424 378 ‘ ‘ ‘
2 SPFormer | 342 |312 268 | 410 367 2 LM 335 | 327 279 | 426 379
3 GTlns. | 48.1 | 38.1 38.1 |48.1 48.1

Ablation of the method of extracting attribute-level text In addition to using a traditional oft-the-
shelf natural language parser to extract attribute-level text, we also employed a large language model
(LLM) for the same task. Specifically, we utilized GPT-3.5-turbo to generate attribute phrases, with
the input prompts shown in Lst. [I} The results shown in Table [[4] indicate that while LLMs are
capable of generating more accurate attribute phrases, their impact on the overall model performance
remains minimal.

Listing 1: Prompt used for extracting attribute-level phrases using GPT-3.5-turbo.

"role": "system",
"content":
"You are an intelligent chatbot designed to extract attribute
information of a target object from a given sentence."
"Your task is to analyze the sentence I provide, which describes
a target object, and distill it into a concise descriptive
phrase containing the target object’s name and its attributes
"
"Note that all attribute words must be directly taken from the
input description without alteration, omission, or addition."
"Furthermore, you must not use attribute words unrelated to the
target object in the description.”

"role": "user",
"content":
"Please extract the target and its attributes from the following
input text and output a concise phrase."
"Input sentence: {text}\n"
"DO NOT PROVIDE ANY OTHER OUTPUT TEXT OR EXPLANATION. Only
provide the target attribute phrase."

"Here are some examples:"

"Input sentence: There is a brown wooden chair. Placed beside
other chairs in the middle of the kitchen."

"Your response should look like this: A brown wooden chair."

"Input sentence: The couch is north of the round coffee table.
the couch has three seats and two armrests."

"Your response should look like this: A couch with three seats
and two armrests."

"Input sentence: There is a dark brown chair. brown leather and
placed in the kitchen table."

"Your response should look like this: A dark brown wooden and
leather chair."

17
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C DiScUSSION ON FRAME COVERAGE AND FULL-CONTEXT EXPERT

One concern is that the limited number of video frames selected by the full-context expert may result
in cases where target objects and anchors are not present within the same frame due to the restricted
field of view. To address this concern, we performed an analysis to assess the frequency and impact
of such scenarios in the ScanRefer dataset.

Since the ScanRefer dataset lacks explicit annotations for all anchors and their presence in spe-
cific frames, we randomly sampled 100 examples from the validation set and conducted manual
inspection. For each sampled example, we checked whether the 2D frames selected by our model
contained all the target objects and anchors referenced in the text descriptions. The results showed
that 95% of the sampled frames included all relevant objects, suggesting that the selected frames
generally encompass the full visual context described in the text.

These findings align with the experimental results presented in Table [3] particularly in rows 2 and
4, where the inclusion of the full-context expert significantly improves performance. Specifically,
adding the full-context expert, which captures spatial relationships and contextual information, re-
sults in a 15.4-point increase in mloU compared to using only the attribute expert, which focuses
solely on target-specific features.

While the aforementioned analysis indicates that this issue is relatively rare in the ScanRefer dataset,
we recognize its importance and potential implications. Scenarios where some anchors are missing
from the selected frames remain a challenge. As part of our future work, we plan to enhance the
model’s robustness to handle such cases effectively. Additionally, we aim to expand the dataset
to include more challenging examples of this nature, which could serve as a new benchmark for
advancing research in this area.

D ZERO-TARGET DETECTION HEAD

Full-context
In this section, we introduce the Zero-Target De- Proposals feature Toxt
tection Head, which is specifically designed to OO0-0|| raue

handle zero-target cases in 3D-GRES, as shown
in Fig. @] Q 1 l K.V
l Cross-Attention l

Max Pooling

Problem Definition. The zero-target detection
is treated as a classification task compatible with
our weakly supervised setup. It uses only the
category labels Y,; € R?, where Y,; = (0,1)
indicates “zero-target” and Y,; = (1,0) in-
dicates “not zero-target,” without the need for
costly point-level mask annotations. The Zero-
Target Detection Head takes as input the 2D full-
context features and textual full-context features, Zero-target Indicator

both derived from the full-context output. Firstly,

the cross-attention layer uses the textual feature Figure 4: The structure of Zero-target head.
Ttun € RP as both the Value and Key input, and

the 2D visual feature Fy,,; € RNo*P as the Query input. This layer models the relationship between
the textual description and each 3D proposal, and subsequently refines the Query:

FrouWi - TruuWs
vD

where Wi, Wy € DP are learnable parameters and Q .y € RN°*P denotes the refined Query.

Following the vision-text interaction, @ s, is processed through an MLP to generate zero-target

prediction scores for each proposal. A MaxPooling layer is then applied to derive the zero-target
label E:

Q fun = SoftMax( ), (D.1)

E = MaxPool(MLP(Q 1)), (D.2)
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where MaxPool(+) refer to the max pooling operation. The detection head is trained from scratch
using a cross-entropy (CE) based classification loss L;:

L. =CE(E,Y,:). (D.3)
In inference, if F is predicted to be positive, the output mask M € {0, 1}"» will be set to empty.

E MORE RELATED WORK

E.1 CONTRASTIVE LANGUAGE-IMAGE PRE-TRAINING

CLIP (Radford et all, [202T)) is a multimodal model based on contrastive learning, trained on a large
dataset of images and corresponding textual descriptions, which integrates visual and language
modalities. It has been demonstrated to solve various tasks, such as open vocabulary segmenta-
tion (Takmaz et al} 2023}, [Yang et al},[2024;[Nguyen et al.,[2024). CLIP is widely used, its restricted
input text length renders it inadequate for processing detailed descriptions. To address this issue,
Zhang et al. (2024) proposed Long-CLIP as a plug-and-play alternative to CLIP, which supports
longer text inputs while aligning with CLIP’s latent space. In this paper, we introduce Long-CLIP
processing of detailed descriptions to achieve a more comprehensive understanding.

In this paper, we combine the short-text comprehension capability of CLIP with the long-text un-
derstanding abilities of Long-CLIP to align text and 3D instances, achieving more precise matching
results.

F CALCULATION OF VISIBILITY

To enhance the clarity of the paper, we refer to the visibility calculation process inBoudjoghra et al.
(2024)), as follows:

Given the Ny 2D-RGB frames Z = {Z; € R>*W>Hyj € (1,...,Ny)} associated with the
3D point cloud P, along with their intrinsic matrices I € RNs*4*4 and extrinsic matrices
E € RNx4x4 Dye to the projection of the 3D point cloud P on a frame with index i can be
computed as follows P?P = I, - E; - P3P the projection of the point cloud scene P onto all frames
can be computed in parallel as follows:

P*P — (I« E)- P3P, (E.1)

where « is batch matrix multiplication, P3P € R**™» represents the point cloud in homogeneous
coordinates, and P2P € RNs*4*N»v denotes the corresponding 2D homogeneous coordinates. Next,
we compute the visibility V¢, V¢ € RV *N» of points in both the 2D coordinate space and the depth
space, as follows:

VC - 1condition(0 < P12d < W) © 1condition(0 < Pde < H)7 (F2)

Vd = 1conditi0n(|Pde - Dz| < Tdepth)7 (F.3)

where 1.ondition denotes the indicator function, ® represents element-wise multiplication, W and
H refer to the image width and height respectively, D, € R™7*Nr is the true depth of the 3D
points obtained from the depth maps, | - | indicates the operation of taking the absolute value, and
PP, p2P PP e RNs*Nr represent the x and y coordinates and depth of the 3D projected points

across all frames, respectively. Then, the per 3D mask proposal visibility V' € RNo*Ns can be
computed as follows:

V=M (VeoVvHT, (F.4)

where M € RNo*Nr denotes the matrix of 3D mask proposals. The total number of visible points
of the 3D proposal 7 in frame j is denoted as V; ; € V.

G THE THEORETICAL PROOF OF THEOREM 3.1.

To improve the clarity of our paper, we refer to the proof of Theorem 3.1 in (2011), as follows:
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G.1 BASIC DEFINITION AND PROPERTIES OF CONFLATIONS

Throughout this article, N will denote the natural numbers, Z the integers, R the real numbers, (a, b]
the half-open interval {z € R : a < z < b}, B the Borel subsets of R, P the set of all real Borel
probability measures, ¢, the Dirac delta measure in P at the point « (i.e., 6,(B) = 1 if z € B,
and = 0 if © ¢ B), ||u|| the total mass of the Borel sub-probability p, o( ) the standard “little oh”
notation o(a,,) = b, if and only if lim,,_, & = = 0, a.c. means absolutely continuous, the p.m.f.
of P is the probability mass function (p(k) = P({k})) if P is discrete and p.d.f. is the probability
density function (Radon-Nikodyn derivative) of P if P is a.c., E(X) denotes the expected value of
the random variable X, 1) p the characteristic function of P € P (i.e., ¥p(t) = f_oooo e dP(x)),
1,4 is the indicator function of the set A (i.e. [x(x) = lifx € Aand =0ifx ¢ A), g ® his the
convolution (¢ @ h)(t) = [*°_ g(t— s)h(s)ds of g and h, and A° is the complement R\ A of the set
A. For brevity, 1 (a, b]) will be written p(a, b], p({z}) as u(x), ete.

Definition G.1. For P;,..., P, € Pand j € N, p;j(P1,...,P,) is the purely-atomic j-dyadic
sub-probability measure

wi(Py,..., P, ZHP k—1)277 k277]6,5-.

keZi=1

Remark. The choice of using half-open dyadic intervals closed on the right, and of placing the
mass in every dyadic interval at the right end point is not at all important — the results which follow
also hold if other conventions are used, such as decimal or ternary half-open intervals closed on the
left, with masses placed at the center.

Example G.2. If P; is a Bernoulli distribution with parameter p = % (ie. P = %) and P is
Bernoulli with parameter ,then i (Py, P) = % forall j € N.

The next proposition is the basis for the definition of conflation of general distributions below. Recall
that for real Borel sub-probability measures {r;} and v, the following are equivalent:

v = v vaguely as j — oo; (G.1a)
vj(a,b] = v(a,b] forall @ < bin adense set D C R; (G.1b)
hm flz)dv;(x /f )dv(z (G.1¢)

for all continuous f that vanish at infinity.
Theorem G.3. Forall P, P,,... P, € P

() pji1 (5%, 5] < pj (5%, 3% forall jym €N, j > m; andall a < b, a,b € Z;
@) pj(Pi,...,Pn) converges vaguely to a sub-probability measure
too(Pry -y Pr);
(iii) limj oo i (Prs -, Po)ll = [lpoo (Pry - -5 Po)l;

(iv) pioo(P) = P, and 11;(P) converges vaguely to P as j — cc.

The following simple observation — that the square of the sums of nonnegative numbers is always
at least as large as the sum of the squares — will be used in the proof of the theorem and several
times in the sequel, and is recorded here for ease of reference.

Lemma 1. Foralln e N, all a;, > 0,and all J C N, [T, >, o ain = > ey [1iq @ik

G.2 CONFLATIONS OF DISCRETE DISTRIBUTIONS

Proof. Fix Py,..., P, and note that by definition of atom, p;(z) > 0 forall i = 1,...,n and all
x € A. Fix kg € Zand j, € N,and let D = (k—" kofrl}. First it will be shown that

2707 230

(D)= > [Inila). G2)

z€AND i=1
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Forallz € R, j € N, let D, ; denote the unique dyadic interval (2=, £51] containing z. Note that

D, i N\ A{x}asj— ooso P;(D; ;)\ pi(z)as j — ooforalliand all z € R.

This implies
lim P;(D, ;)= i forall z € R. G.3
j JI1 ( ,J) Ilp() (G.3)

Fix € > 0. Since { P, } are discrete, there exists a finite set Ay C R such that
Pi(DNAj) <e foralli € {1,...,n}. (G.4)
Since []\, pi(z) = 0 forall z € A°, equationirnplies

‘Z [Trio) = > HM%)\: > e (G.5)

r€AND i=1 r€AoND i=1 reANASND i=1
< E p1(z) < Pi(DNAG) <e.
zEANAZND

For each j € N, let Sj = ¢ 4, Dj- Then since = € D, ; for all - and j, equation [G.4]implies
P(DnS§) < eforalli € {1,...,n}. Thus by definition of {1;} and Lemmall}

J(DNS5) H P(DNS5) <€ foralljeN. (G.6)
This implies that
,LLj(D) :[Lj(DﬂSj) +,uj(DﬂS]C~) (G.7)
= > 1j(Daj)+p(DNSS)
xEDNAg
= Y HP v.4) + 1 (DN S5)
x€EDNAg i=1

where the second equality follows from the definitions of S; and D, ;. Since z € D, ;, equation[G.7]

implies
DS ONERD o | 110 @8

mEDﬁAoz 1 mEDﬁAOZ 1
By equation equation [G.3]and equation[G.6]

Z H pi(x) + €" 4+ ¢ for sufficiently large j. (G.9)
xersz 1

By equationand equation 1;(D) =3 caunD [T, pi(2)] < e+e”, soby equation
i (D) = > canp iy pi(z)] < 2e 4 €. Since e > 0 was arbitrary and since ji; — fico,
this implies equation[G.2] Since D was arbitrary, equation [G.2]implies that ||poe (P1, ..., Py)|| =
> wea Iy pi(x), which proves that &(Py, ..., P,) exists. The equivalence of (i) and (ii) follows
since &(Py,...,P,) = ”Z%:‘ and since the measures of dyadic intervals D determine fi,. The
equivalence of (ii) and (iii) follows immediately from the definition of conditional probability. [

H QUALITATIVE COMPARISON

In this section, we present the visualization of the prediction results and attention maps for our
method and the Baseline, as illustrated in Fig. El
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Attention Map

Description Point Cloud Ground Truth Ours / Baseline .
Ours Baseline 1.00

(a) There is a rec-
tangular beige coffee
table of two joined
square surfaces. It is
next to a red couch.

(b) The couch is
north of the round
coffee table. the
couch has three seats
and two armrests.

(¢) There is a square
gray chair. It is
against the wall with
a backpack on it.

(d) There is a dark
brown wooden tv
set placed next to
the chair.

0.00

Figure 5: Visualization of the prediction results and attention maps of Ours and Baseline.
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