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Abstract

Recent advancements in large language models001
(LLMs) have opened new pathways for many002
domains. However, the full potential of LLMs003
in financial investments remains largely un-004
tapped. There are two main challenges for005
typical deep learning-based methods for quan-006
titative finance. First, they struggle to fuse007
textual and numerical information flexibly for008
stock movement prediction. Second, traditional009
methods lack clarity and interpretability, which010
impedes their application in scenarios where011
the justification for predictions is essential. To012
solve the above challenges, we propose Ploutos,013
a novel financial LLM framework that consists014
of PloutosGen and PloutosGPT. The Ploutos-015
Gen contains multiple primary experts that can016
analyze different modal data, such as text and017
numbers, and provide quantitative strategies018
from different perspectives. Then PloutosGPT019
combines their insights and predictions and gen-020
erates interpretable rationales. To generate ac-021
curate and faithful rationales, the training strat-022
egy of PloutosGPT leverage rearview-mirror023
prompting mechanism to guide GPT-4 to gener-024
ate rationales, and a dynamic token weighting025
mechanism to finetune LLM by detecting and026
emphasizing key tokens in rationales. Extensive027
experiments show our framework outperforms028
the state-of-the-art methods on both prediction029
accuracy and interpretability. We will release030
the code upon paper acceptance1.031

1 INTRODUCTION032

The prospect of predicting stock market trends has033

continually intrigued both academics and investors034

for a long time, and it is still challenging due to the035

volatile nature of financial markets and multimodal036

features related to stock price (Adam et al., 2016),037

such as textual features (e.g., news, tweets) and038

time-series numerical features (e.g. price sequence,039

volumes sequence) (Kohara et al., 1997; Neal and040

1The code of this paper will be available at
https://anonymous.4open.science/r/Ploutos-EEED

Wheatley, 1998). In practice, researchers focus 041

more on predicting stock movement (whether the 042

stock price movement will increase or decrease) 043

rather than attempting to predict the precise stock 044

price values, which is widely recognized as a inher- 045

ently unpredictable task. (Walczak, 2001). 046

Quantitative methods can be either traditional 047

deep model based or LLM based. Traditional meth- 048

ods use LSTM, transformer, or graph models to 049

combine stock texts and prices (Gao et al., 2023; 050

Sawhney et al., 2020a). However, they are opaque 051

and lack of interpretability. LLM based methods 052

use LLM to label sentiment or directly merge news 053

and prices into model training (Chen et al., 2023; 054

Xie et al., 2023b). They also struggle to generate 055

interpretable decision making rationales and fail to 056

adaptively consider different strategies for different 057

markets. To understand and fuse multi-modal fea- 058

tures such as stock price and text data in a flexible 059

way, we introduce PloutosGen pipeline that consists 060

of multiple experts to model stock movement from 061

different aspects. 062

1. Technical Expert, extracts technical features 063

from time series based on various alpha for- 064

mulas. Then it feeds these features into a 065

time series forecasting model as next-token 066

prediction. 067

2. Sentiment Expert, captures the correlation be- 068

tween news events and their effect on stock 069

valuations, which is well-established but het- 070

erogeneous and dependent on the content value 071

of the news, ranging from breaking news to 072

trivial commentary. This expert aggregates 073

this diverse news with sophisticated methods. 074

3. Human Expert, incorporates human thoughts 075

into the framework, which can enhance its 076

effectiveness in real applications. 077

However, the predictive accuracy of strategy ex- 078

perts can vary considerably across different stock 079
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Traditional Methods Our Method

Multimode Data Model

Prediction:

Up / Down

Multimode Data Diverse Experts PloutosGPT

Bullish Rationales: 

The company announced a 

partnership with … 

Bearish Rationales: 

The MV7 indicating an upward 

trend in the short term … 

Prediction:  Up / Down

 Explainable Decision-Making Process

 Diverse Reasoning Strategy 
 Explainable Decision-Making Process

 Diverse Reasoning Strategy 

Figure 1: Comparison of Quantitative Methods

situations. Therefore, we need an adaptive frame-080

work that can effectively incorporate the insights081

of the most suitable experts for any given stock082

situation. As shown in Fig. 1, we leverage the083

interpretative and analytical capabilities of large084

language models to process multimodal data from085

diverse strategy experts, and enable them to adap-086

tively learn and evolve their strategies to accom-087

modate varying market conditions, and generate088

convincing decision making rationales.089

To cooperate with the PloutosGen pipeline,090

we further propose PloutosGPT. It consists of a091

rearview-mirror prompting strategy for data con-092

struction and a dynamic token weighting mecha-093

nism for supervised finetuning. Inspired by the094

common economic phenomenon that the rearview095

mirror is always clearer than the windshield (Buf-096

fett and Hathaway, 1991), which indicates that097

analyzing the rationales of past cases is always098

easier than predicting the future, we prompt GPT4099

to find suitable experts and use their strategies to100

account for the price variations each time there101

is a movement in stock prices. By this prompt-102

ing strategy, we can collect high quality rationales103

for supervised finetuning of PloutosGPT. However,104

even with accurate and grounded rationales, we105

still face low accuracy in the key tokens generation106

of PloutosGPT. Hence, we propose a dynamic to-107

ken weighting mechanism to detect and emphasize108

key tokens in supervised finetuning. It measures109

token importance by calculating cosine similarity110

between each token’s hidden state and the type111

embedding produced by a verbalizer.112

Our experiments demonstrate the effectiveness113

of our framework, which outperforms the state-of-114

the-art method on both prediction accuracy and115

interpretablity. To summarize, our contributions116

are as follow:117

• We propose PloutosGen, a novel financial118

LLM pipeline that analyzes and integrates119

multimodal data, particularly numeric time se- 120

ries data derived from various alpha formulas. 121

• We propose PloutosGPT, an advanced finan- 122

cial LLM that uses rearview-mirror prompting 123

for interpretable stock prediction and dynamic 124

token weighting for supervised finetuning. 125

• We introduce faithfulness and informativeness 126

to evaluate the quality of generated rationales. 127

Extensive experiments show the effectiveness 128

and interpretability of our methodology. 129

2 PROBLEM FORMULATION 130

The goal of quantitative investment task is to learn 131

stock price related information from both social me- 132

dia, specifically tweets, and past stock performance 133

indicators to predict stock trends. The direction of 134

a stock’s movement is determined by comparing 135

its adjusted closing prices over two consecutive 136

trading days. This analysis is structured as a binary 137

classification task, where the prediction revolves 138

around whether the price of a particular stock will 139

move up or down. 140

2.1 Stock Prediction 141

For a given stock 𝑠 ∈ S, a target prediction date 𝑑, 142

and related historical prices and news data, we de- 143

fine stock movement prediction label over a period 144

of T days as: 145

𝑌𝑑 =

{
0, 𝑝𝑐

𝑑
< 𝑝𝑐

𝑑−1
1, 𝑝𝑐

𝑑
≥ 𝑝𝑐

𝑑−1

Here the 𝑝𝑐
𝑑

represents the adjusted closing price 146

in the target prediction date 𝑑 (Xu and Cohen, 2018; 147

Sawhney et al., 2020a). The label 𝑌𝑑 is categorized 148

as 0 if there’s a decrease in the adjusted closing 149

price, and as 1 indicate a rise in the adjusted closing 150

price. 151
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Quantitative Strategy Experts Pool

Expert Name: 

Sentiment Analysis Expert

Expert Name: 

Technical Analysis Expert
Expert Name:

Fundamental Analysis Expert

I would predict the MSFT’s price 

would go up in the future based 

on the strategy that the debias 

sentiment news ratio is large than 

50% …

According to the technical 

analysis strategy of all the alpha 

factors, the future MSFT price 

would most likely turn down 

…

Microsoft Corp is a leading 

entity in the Technology 

sector…As of today, it has a 

market capitalization of 

2774166.33 in USD …

…

[Company News]:
[2014-12-25]: Microsoft is getting 

support from the irish and european 

governments…

[2014-12-26]: MSFT - playstation store , 

xbox site suffer disruptions …

[Stock Factors]:
[Alpha1] EMA - Exponential Moving Average

Formula: ewma (close, com=0.5)

Explanation: This alpha expression … making it a more 

sensitive measure of recent price movements.

Historical Values: 4487,4469,4436, 4479, 4436

[Alpha2] ….

PloutosGPT

Inference

Expert Prediction Expert Prediction Expert Prediction

Expert Input Expert Input

[Prediction & Analysis]:

The price affected rationales are ranked as 

follow based on the importance.

Bullish Rationales: 

[Sentiment Analyst] The company announced a 

partnership with …, which enhance its product 

portfolio and sustainability profile.

[Technical Analyst] The price has been above 

the MV7 for most of the past week, indicating 

an upward trend in the short term.

… 

Bearish Rationales: 

[Sentiment Analyst] The company announced a 

partnership with …, which enhance its product 

portfolio and sustainability profile.

….

Based on opinions from all experts, I predict 

that MSFT will rise by around 1.5% on March 

18th.

Explainable Price Prediction Strategy

… … … … 

Figure 2: Ploutos framework: When predicting the price movement of a given stock, the diverse strategy experts
pool would first leverage its diverse experts to gather and analysis the stock related feature with his strategy. Then,
the PloutosGPT would generate bullish and bearish rationales to make final decision based on the market condition
and opinions from diverse expert.

3 METHODOLOGY152

In this section, we first give an overview of the153

framework of Ploutos, followed with a detailed154

explanation of PloutosGen and PloutosGPT.155

3.1 PloutosGen Pipeline156

As shown in Fig. 2, the core component of157

PloutsGen pipeline is the diverse expert pool, which158

is designed to provide signals from a wide range159

of experts, including sentiment, technical analysis160

and human analysis, each utilizing a Large Lan-161

guage Model (LLM) to analyze the stock related162

information from a specific perspective. By inte-163

grating insights from these experts, the PloutosGPT164

can leverage a broad spectrum of knowledge and165

techniques to inform its predictive capabilities.166

3.1.1 Sentiment Analysis Expert167

In this section, we would introduce how we lever-168

age only the sentiment information to predict the169

stock price. Previous research shows social me-170

dia is useful for this task (Si et al., 2013, 2014),171

but there are two challenges: i) existing large lan-172

guage models (LLMs) are not fine-tuned for stock173

prediction from sentiment perspective; ii) how to174

aggregate news or tweets into stock signals, since175

different events affect stock price differently. We ex-176

plore three ways based on whether stock signals are177

used for training: unsupervised, supervised, and178

supervised&unsupervised sentiment-based stock179

prediction.180

Unsupervised: We use several datasets with differ-181

ent assets and news types, such as FIQA-SA (Maia182

et al., 2018), NWGI (Chu et al., 2023), BTSA (Ishii, 183

Accessed: 2023), and TNFS (Magic, 2022). These 184

datasets ensure our models are trained on diverse 185

financial information, enhancing robustness and 186

adaptability. We use the sentiment instruction data 187

to fine-tune LLMs (see Table 10 in Appendix for 188

detailed prompt), using LLaMA-2 as our backbone 189

model. We evaluate the performance on ACL18 190

dataset (see Appendix A.1 for details). We use the 191

trained sentiment model to label each news from 192

the past 5 days (T = 5) of a stock as positive, neg- 193

ative, or neutral. The stock prediction on day 𝑑 is 194

the average of sentiment scores. A positive score 195

means an increase, while a negative score means 196

a decrease. We combine all datasets to train the 197

sentiment expert. 198

Supervised: we construct the instruction with the 199

prompt shown in Table 1, which takes the news text 200

from the five days preceding the target day as input, 201

and the stock price on the target day as the prediction 202

label. Similarly, we adopt LLaMA-2 as our base 203

model for training and build our supervised method. 204

We also try to combine the unsup dataset to integrate 205

both methods and improve the performance (more 206

experiments are shown in Appendix A.2). 207

3.1.2 Technical Analysis Expert 208

We aim to use large language models (LLMs) for 209

multi-features time series forecasting in stock pre- 210

diction, where we leverage multiple alphas (domain- 211

specific time series features) and their explanations 212

(text features) to frame the task as next-token predic- 213

tion. However, existing methods are often limited 214
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Table 1: Supervised Sentiment analysis prompt.

Instruction Input
Instruction: Predict the MSFT’s price movement
for the 2015-06-10 based on the sentiment of the
following tweets.
Please choose an answer from up or down.
Input: From 2015-06-05 to 2015-06-09, company
related news during this period are listed below:
2015-06-08: game-changers announced at microsoft
2015-06-09: microsoft lumia sales tops apple in
pakistan
2015-06-09: msft - are the days of subsidized 200
smartphones nearing an end?
Answer:

Instruction Output
The stock price of MSFT will go up.

by their number of time series features and defi-215

ciency in model explainability. To address these216

challenges, we propose Number-to-Text Alignment217

(N2I-Align), which uses prompt to integrate ex-218

plaining texts with multi-features time series data.219

Table 2 illustrates our idea of using LLMs as a220

mediator between alphas and texts. We first gener-221

ate multi-features time series datasets for a given222

stock, a target prediction date, and a fixed win-223

dow size, using some common alphas (see Table224

9 in Appendix for details). Then, we rescale and225

tokenize the time series data into sequences. To226

avoid the fragmentation and token capacity issues227

of conventional tokenization methods, we use the228

LLaMA-2 model, which naturally tokenizes long229

numbers into multiple digits. Finally, we use the230

N2I-Align prompt to wrap the tokenized sequences231

and generate the training data for technical expert232

tuning.233

3.1.3 Human Experts234

The human financial expert encapsulates the wis-235

dom and intuition of seasoned investment profes-236

sionals, including insights from fundamental analy-237

sis, macroeconomic indicators, and market cycles.238

The key feature of this expert is its ability to con-239

textualize financial data within a broader economic240

and financial framework, providing an additional241

layer of natural language analysis that is often dif-242

ficult to quantify but critical for making informed243

investment decisions. This expert serve as a cus-244

tomizable and optional component in PromptGen245

framework since it’s not available in open-source246

dataeset but useful in real applications.247

Table 2: Technical analysis prompt.

Instruction Input
Instruction: Predict the MSFT’s price movement for
the 2015-06-10 based on the following tweets.
[Stock Factors]:
[Alpha1] MV7 - Moving Average of 7 Days
Formula: ts_mean(close, 7)
Explanation: This alpha expression ... which helps
to smooth out short-term volatility and identify the
underlying trend in the price movement.
Historical Values: 53, 67, 68, 84, 89
[Alpha2] MV20 - Moving Average of 20 Days
. . .
Historical Values: 78,83, 92,87, 95
. . .
[Analysis]:
The historical price for MSFT from 2014-05-25 to
2014-05-28 is 63, 74, 78, 86. Please predict the
MSFT’s price for the 2014-05-29 based on all above
information
Answer:

Instruction Output
The stock price of MSFT will be 93.

3.2 PloutosGPT Training 248

The main objective of PloutosGPT is to develop a 249

Large Language Model (LLM) capable of generat- 250

ing explainable and accurate rationales for predict- 251

ing price movements. Explainable AI in finance 252

research has attracted increasing attention from var- 253

ious perspectives (Weber et al., 2023). For instance, 254

some approaches aim to build interpretable stock 255

price predictors using neuro-fuzzy rules (Rajab and 256

Sharma, 2019; Vlasenko et al., 2019). Similarly, 257

Yang et al. (Yang et al., 2018) leverage attention- 258

based neural networks to assign importance to 259

different news. However, the interpretability of 260

these existing methods is largely compromised by 261

the neural network learning phase. To the best of 262

our knowledge, PloutosGPT is the first method that 263

can generate natural language rationales for inter- 264

pretable stock movement prediction. As shown in 265

Figure 3, it consists of two steps: rearview-mirror 266

based data construction and dynamic token weight- 267

ing training strategy. In the first step, as shown in 268

the figure, we prompt a powerful frozen LLM (e.g. 269

GPT-4) to summarize both the bullish and bearish 270

rationales for the price movement based on diverse 271

experts’ input, and generate rationales that is faith- 272

ful to the given information (Since the ground truth 273

is given, the frozen LLM knows which rationale 274

makes the correct prediction). Then, the model 275
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Rearview-mirror Prompting

LLM Labeling

Expert 1 Input & Prediction (bullish) 

Expert 2 Input & Prediction (bearish) 

Expert 3 Input & Prediction (bullish) 

… … 

Assume your prediction for XOM in 2015-08-03 is down by 1-2%, 

generate the rationales based on all the information before 2015-08-03 

to justifies your prediction, ensuring that the prediction itself does not 

serve as a basis for the analysis but as a reasoned outcome of it. Please 

note that the generated rationale should present in or can be inferred 

from any one given information or combination of multiple given 

information. Then, conclude with a short prediction (less than 100 

words) to decide the price movement prediction

𝑙𝑚

𝛼 1 𝛼 𝑚−2 𝛼 𝑚−1 𝛼 𝑚

Dynamic Token Weighting Training

Ranked RationalesPrice Movement

…

𝑙𝑚−1𝑙𝑚−2𝑙1

Training
Verbalizer

Figure 3: PloutosGPT is trained by dynamic token
weighting and rearview-mirror data.

is prompted to make the final decision based on276

the trade-off between bullish and bearish rationales.277

The intuition behind these prompts is to generate278

faithful rationales by learning weights for each ex-279

pert’s input based on their accuracy and relevance280

in different market conditions. All of these prompts281

are under the constraint that the model should not282

directly use the ground truth as the rationales, which283

echoes our initial motivation in introduction that284

researchers are better at analyzing the past given285

the result than predicting the future.286

To further finetune PloutosGPT, the generated287

rationales and stock movement label are combined288

as the output of the instruction training data, and289

the input and analysis from diverse experts are com-290

bined as the input. An example of the constructed291

instruction data is shown in the Table 11 of Ap-292

pendix. By leveraging this curated training data,293

PloutosGPT becomes not just a black-box predic-294

tor but a sophisticated decision support tool that295

integrates the strengths of diverse strategies and296

provides actionable insights with a clear justifica-297

tion for its predictions. Moreover, though we have298

constructed bullish and bearish rationales based299

on ground truth and diverse experts’ output, the300

fine-tuned PloutosGPT still struggles to generate301

key tokens of rationales. For example, in the MV7302

indicating an upward trend in short term, the key 303

word upward has to be treated carefully. Hence, 304

we propose to dynamically control the weight of 305

each token in the rationales of the training data as 306

follows: 307

𝐿 =
∑︁
𝑖

−𝛼𝑖 log 𝑝(𝑦𝑖 |𝑥, 𝑦1...𝑖) (2) 308

where 𝑥 is input of model, and 𝑦 is generated content 309

consists of rationales and label. 𝛼𝑖 is the weight of 310

𝑖-th token in generated content. It can be obtained 311

by computing the similarity between a specific type 312

embeddings and token embeddings: 313

𝛼𝑖 =
exp(cos(t𝑌𝑑 ,h𝑖)/𝜏)∑𝑚
𝑗=1 exp(cos(t𝑌𝑑 ,h 𝑗)/𝜏)

(3) 314

where h𝑖 denotes hidden state of 𝑖-th token from 315

transformer’s last layers, t𝑌𝑑 is the type emebdding 316

which is computed by average pooling of verbal- 317

izer tokens embedding and 𝜏 is temperature which 318

controls the weight of key tokens. A suitable tem- 319

perature could give more importance to key tokens, 320

and hence bring higher prediction accuracy and 321

high quality rationales. The verbalizer tokens are 322

generated by verbalizer based on label 𝑌𝑑 . More 323

details about the verbalizer can be checked in the 324

Appendix C. 325

4 EXPERIMENTS 326

Our experiments are designed to investigate the 327

following research questions: 328

• RQ1: How does Ploutos perform compared 329

with current LLMbased and traditional predic- 330

tion models? 331

• RQ2: How do the different components in 332

Ploutos affect its effectiveness? 333

• RQ3: Does the decision making rationales 334

informative and consistent with given infor- 335

mation? 336

4.1 Experiment Settings 337

4.1.1 Data 338

In this study, we evaluate the proposed method 339

on two public and classic datasets on stock move- 340

ment prediction, ACL18 (Xu and Cohen, 2018) 341

and CIKM18 (Wu et al., 2018). ACL18 comprises 342

88 high-volume trading stocks from the S&P 500 343

index listed on the NYSE and NASDAQ exchanges. 344

Each of stock contains price data obtained from 345
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Yahoo Finance and related tweets data extracted346

using regular expression queries based on NAS-347

DAQ ticker symbols for each day (except for week-348

ends and public holidays). Then a T -day (T=5)349

rolling window is utilized to produce data candi-350

dates along the series of trading days. Samples351

are labeled as either positive or negative based on352

the percentage change in closing price, with in-353

creases of 0.55% or more labeled as positive and354

decreases of 0.5% or more labeled as negative, in355

order to generate an equitably partitioned dataset356

of 26,614 samples. Following Xu and Chen (Xu357

and Cohen, 2018), we split the dataset into dis-358

tinct sets for training (01/01/2014 to 31/07/2015),359

validation (01/08/2015 to 30/09/2015), and test-360

ing (01/10/2015 to 01/01/2016) in a 7:1:2 ratio.361

CIKM18 consists of 47 stocks with sufficient tweets362

and price data ranging from January 2017 to Novem-363

ber 2017. Similarly, we leverage the same data364

processing method as ACL18 to process CIKM18365

dataset, and we follow the same approach as stated366

in the original paper to split the datasets.367

4.1.2 Evaluation Metric368

Since Ploutos aims to predict price movement for a369

given target day, 𝑖.𝑒., a binary classification problem.370

We adopt accuracy, F1 score, and the Matthews Cor-371

relation Coefficient (MCC, sourced from sklearn’s372

implementations2) for classification performance.373

We employ MCC due to its robustness and unbias374

evaluation of classifier performance regardless of375

data imbalance as it considers all quadrants of the376

confusion matrix.377

4.1.3 Baselines378

We compare Ploutos with the below baselines con-379

taining both traditional model based and LLM based380

methods. Those baselines are selected based on the381

criteria that it’s either open-source or reproducible.382

Traditional Methods: These methods uses tradi-383

tional deep neural network such as time-series,384

graph based and others. Including ARIMA (Brown,385

2004), Adv-LSTM (Selvin et al., 2017), Stock-386

Net (Xu and Cohen, 2018), DTML (Nguyen and387

Shirai, 2015).388

LLM Based Methods: These methods leverage ei-389

ther zero shot or finetuned version of large language390

model to predict the stock movement. We select391

LLaMA-2 (Touvron et al., 2023), GPT-4 (Achiam392

et al., 2023), FinMA (Xie et al., 2023b) as baselines.393

2https://scikit-learn.org

Table 3: A comparison of prediction accuracy and MCC
between Ploutos and other baselines.

Models ACL18 CIKM18
Acc. MCC Acc. MCC

ARIMA 51.42 -0.021 52.36 -0.012
Adv-LSTM 57.24 0.148 56.48 0.016
StockNet 58.23 0.081 56.37 0.023
DTML 57.44 0.191 58.62 0.045
GPT-4 53.08 0.023 57.44 0.034

LLaMA-2 - 7B 52.74 0.051 56.92 0.027
FinMA - 7B 56.28 0.104 53.24 -0.031
Ploutos - 7B 61.21 0.205 59.89 0.064

4.1.4 Training settings 394

We conduct all experiments on 8 Tesla V100 GPU. 395

To get the best performance of Ploutos, we apply 396

grid search for batch size in {64, 128, 256} and 397

learning rate in {1e-6, 2e-06, 3e-6} for each ex- 398

pert’s training. Each experiments run three times 399

and we report the average metric. Adam is used 400

as the optimizer and we leverage our framework 401

to fine-tune from LLaMA-2 for 2 epochs on all 402

datasets. During the rearview-mirror data genera- 403

tion stage, we execute the scraping process using 404

Azure OpenAI GPT-4 API. We use a temperature 405

of 1.0 to generate samples and set the maximum 406

number of tokens for generation to 2000. Moreover, 407

we set the frequency penalty to zero and top-p to 408

1.0. For evaluation, we set the temperature to zero 409

for all models to reduce output randomness and 410

ensure more focused and deterministic outputs. 411

4.2 Performance Comparison (RQ1) 412

We compare the stock movement prediction perfor- 413

mance of various methods including both traditional 414

and LLM based methods. The evaluation results 415

against baseline methods are presented in Table 4. 416

From the figure and table, we draw the following 417

conclusions: 1) Our method significantly outper- 418

forms both traditional and LLM based methods, 419

verifying the superiority of tuning LLMs via our 420

proposed training framework. Ploutos successfully 421

unlocks the text and numerical data understanding 422

capabilities of LLMs for stock movement prediction 423

task. 2) Traditional deep models such as ARIMA, 424

Adv-LSTM and others perform worse than Ploutos, 425

implying the potential of leveraging language model 426

to process and understand multi-mode stock re- 427

lated data. 3) The zero shot ability of LLaMA-2 428

and GPT-4 perform similarly to random guessing 429

(ACC≃ 0.5). However, our Ploutos achieves signif- 430
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Table 4: Performance of Ploutos variants on ACL18
dataset, showing every component makes an important
contribution to the excellent performance.

Model Accuracy MCC F1
Ploutos¬S 59.62 0.189 0.598
Ploutos¬T 58.11 0.153 0.537
Ploutos¬R 60.41 0.191 0.604
Ploutos 61.21 0.205 0.612

icant improvements. These results demonstrate a431

considerable gap between stock movement predic-432

tion and language tasks, showing the importance433

of using stock related data for tuning on LLMs. 4)434

Financial large language model FinMA-7B trained435

with StockNet training set yield inferior perfor-436

mance than Ploutos, indicating purely tuning LLM437

with stock related instruction data cannot get op-438

timal performance for stock movement prediction439

task.440

4.3 Ablation Study (RQ2)441

To evaluate the contribution of different compo-442

nents, we compare against several variants:443

• Ploutos¬S: Ploutos without the sentiment anal-444

ysis expert, which makes decisions just based445

on the numerical technical analysis.446

• Ploutos¬T: Ploutos without the technical anal-447

ysis expert, which makes decisions just based448

on the news sentiment analysis.449

• Ploutos¬R: Ploutos without the rearview-450

mirror instruction data and dynamic token451

weighting mechanism.452

The results are shown in Table 4. Ploutos¬S achieves453

higher prediction accuracy than technical feature454

only methods such as ALSTM and Adv-LSTM,455

indicating the importance of the number to text456

alignment technique. Similar to the performance457

of Stocknet, Ploutos¬T has a relatively high Acc.458

but lower MCC, suggesting texts are particularly459

helpful to predict on one side of the binary clas-460

sification. By modeling both text data and stock461

relationships, Ploutos¬R reaches a relatively good462

result. Finally, better performance achieved when463

rearview-mirror instruction data and dynamic token464

weighting are introduced into training. In summary,465

the ablation studies conclusively demonstrate that466

each component within the Ploutos architecture is467

important, and as a result the full model with all468

components achieves the best performance.469

Table 5: Faithfulness and Informativeness of different
methods on ACL18 dataset

Model Size Faithfulness Informativeness
FinMA 7B 59.53 61.32
FinGPT 7B 72.82 84.76
GPT-3 175B 77.63 91.58
Ploutos 7B 81.24 96.52

4.4 Faithfulness and Informativeness of 470

Interpretablity (RQ3) 471

To verify the quality of the interpretablity of the 472

genareted rationales, we employ two quantifiable 473

metrics: faithfulness and informativeness. Faithful- 474

ness measures whether the facts in model’s response 475

are based on or can be inferred from the given knowl- 476

edge. Following the method in HaluEval (Li et al., 477

2023), we design prompt to call GPT-4 to classify 478

each fact within the model’s response rationales 479

as either inferable from the given knowledge or 480

not, and then aggregate these accuracies as the 481

model’s faithfulness score (see Appendix D.1 for 482

more information). Informativeness measures the 483

amount of information contained in the model’s 484

response, which is equally an important metric for 485

interpretablity, as we found some models might out- 486

put generally correct but uninformative rationales 487

such as "predict rise in price due to the promising 488

information.". To measure the informativeness of 489

each rationale, we directly use the informativeness 490

measurement from TruthfulQA (Lin et al., 2021). 491

Table 5 shows the interpretablity score of differ- 492

ent models, from which we can draw several conclu- 493

sions: 1) Compared to other LLM methods, Ploutos 494

demonstrates superior faithfulness and informative- 495

ness, which indicates that large language model can 496

be trained through specific methods to generate in- 497

formative and faithful rationales, thereby enhancing 498

model’s interpretability. 2) The FinMA-7B, which 499

adopt similar training datasets compared to Ploutos, 500

struggled to generate informative rationales, which 501

indicate the effectiveness of the rearview-mirror 502

data training strategy. 3) FinGPT (Yang et al., 2023) 503

outperforms FinMA in terms of both faithfulness 504

and informativeness, which can be attributed to its 505

chain of thought scraping and training technique 506

to enhance reasoning capabilities. However, com- 507

pared to Ploutos, it does not take technical indicators 508

such as the interpretability of various alphas into 509

account, leading to a lack of technical analytical 510

capabilities. 511
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Figure 4: ACC and faithfulness over different tempera-
tures on ACL18 Dataset

Moreover, we explored the impact of temperature512

of dynamic token weight on the model’s predictive513

accuracy and interpretability. The results are sum-514

marized in Fig. 4. It can be observed that when the515

temperature is greater than 0.5, a lower temperature516

corresponds with higher accuracy, aligning with517

our intuition that a lower temperature increases the518

weight of the loss focus on predicting the stock519

movement. However, when the temperature is less520

than 0.5, both accuracy and faithfulness begin to521

decrease, indicating that overly focusing on the522

movement itself and neglecting the interpretable523

rationale tokens can actually weaken the model’s524

reasoning capabilities. When temperature equals to525

0.5, both faithfulness and accuracy reach their maxi-526

mum, suggesting a synergistic rather than a mutually527

exclusive relationship between predictive accuracy528

and interpretability, which also demonstrates the529

effectiveness of dynamic token weighting.530

5 Related Work531

5.1 Stock Prediction with Deep Learning532

Deep learning approaches have gained prominence533

for their capacity to model complex patterns in stock534

market data. It can be divided into several tracks:535

RNN Based, CNN Based, Transformer Based and536

Graph Based Models. Recurrent neural networks537

(RNNs) are favored for their proficiency in cap-538

turing sequential trends in stocks (Li et al., 2018;539

Qin et al., 2017), with advancements like Long540

Short-Term Memory (LSTM) networks enhanced541

by adversarial training demonstrating superior per-542

formance in stock prediction (Feng et al., 2018).543

Moreover, CNN Based Models incorporating stock544

times series data as a set of input feature maps (Ho-545

seinzade and Haratizadeh, 2019; Lu et al., 2021).546

Furthermore, the emergence of transformer-based547

models, exemplified by StockFormers (Gao et al.,548

2023), showcases the effectiveness to extract latent 549

representations of long short term stock states and 550

asset relations. Recent efforts have also explored 551

graph-based deep learning models or casual ma- 552

trix to analyze the interconnections among stocks, 553

outperforming price-only models (Luo et al., 2023; 554

Sawhney et al., 2020b; Kim et al., 2019). 555

5.2 Stock Prediction with Large Language 556

Model 557

The recent strides in large language model (LLM) 558

have catalyzed the exploration of stock prediction 559

application with LLM. Existing studies consists 560

of several directions. Some studies focus solely 561

on textual information. Lopez-Lira et al. (Lopez- 562

Lira and Tang, 2023) demonstrate the correlation 563

bewteen ChatGPT sentiment score and subsequent 564

stock movement. Some researchers focus more on 565

the numerical feature, Alpha-GPT is proposed as 566

a new alpha mining paradigm by leveraging the 567

power of large language models (Wang et al., 2023). 568

Others propose methods combine numerical and 569

textual features, Xie et al. (Xie et al., 2023b,a) 570

directly prompt and fine-tune LLM to leverage both 571

news and numerical features. Futhormore, Chen 572

et al. (Chen et al., 2023) explore the relationship 573

between stock by analyzing the textual information 574

by ChatGPT. However, these techniques fall short 575

of exploring the interpretablity ability of LLM, 576

thereby limiting their application potential. 577

6 CONCLUSION 578

In this work, we explored the feasibility of using 579

LLMs to construct a framework that can generate 580

interpretable decision making rationals for stock 581

movement prediction. Specifically, we first explore 582

different strategies to analyze the multi-model stock 583

related data for stock movement prediction from 584

different perspectives. Then we propose Ploutos- 585

GPT, which introduces an novel training approach 586

called rearview-mirror prompting and dynamic to- 587

ken weightin that are designed to dynamically incor- 588

porate insights from diverse quantitative strategy 589

experts, encompassing both sentiment and techni- 590

cal analysis. Extensive experiments shows that our 591

method can perform well under different conditions, 592

reinforcing its practical applicability. 593

Limitations 594

While our proposed Ploutos framework shows 595

promising results in stock movement prediction, 596
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there are several limitations that need to be ad-597

dressed:598

• The PloutosGPT is designed to combine in-599

sights and predictions from multiple primary600

experts. However, the selection and perfor-601

mance of these experts can significantly impact602

the model’s performance. The process of ex-603

pert selection and their potential biases need604

to be thoroughly examined.605

• The computational cost of our model, espe-606

cially when dealing with large-scale data, can607

be high. Optimizing the model for efficiency608

without compromising its predictive accuracy609

is a challenge.610

• Our model currently focuses on textual and611

numerical data. Incorporating other types of612

data, such as visual data, could potentially613

improve the model’s performance.614
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A Sentiment Experts806

A.1 Choice of unsupervised dataset807

Table 6 shows the comparison of the impact for stock808

movement prediction task over different datasets.809

Among all the options, the unsupervised method810

combining all the datasets performs the best, which811

is reasonable since this method consists of most di-812

versified and robustness data for sentiment analysis.813

Besides, the accuracy of stock market predictions814

using sentiment scores calculated by this unsuper-815

vised method hovers around 50%, which is not816

particularly high. This indirectly suggests that817

while the sentiment of these news articles does have818

a positive correlation with stock prices, there is also819

a lot of noise within the news itself. We need to820

develop better methods to aggregate this news.821

Table 6: Comparison of the impact for stock movement
prediction task over different datasets. The definition of
MCC are introduced in section A. The Unsup. method
denote that the combined dataset including both FIQA-
SA, NWGI, BTSA, TNFS datasets.

Dataset Accuracy MCC
FIQA-SA (Maia et al., 2018) 52.92 0.032
NWGI (Chu et al., 2023) 52.48 0.014
BTSA (Ishii, Accessed: 2023) 52.56 0.043
TNFS (Magic, 2022) 51.12 -0.021
Unsup. 53.24 0.052

A.2 Comparison of different training methods822

Table 7 shows the prediction results on StockNet823

for different methods. The results indicate that the824

combined ’sup & unsup’ method performs the best,825

which also demonstrates the effectiveness of both826

our supervised and unsupervised approaches.827

Table 7: Comparison of the impact for stock movement
prediction task over different sentiment analysis meth-
ods.

Method Accuracy MCC
Unsupervised 53.24 0.054
Supervised 57.36 0.128
Sup.& Unsup. 58.11 0.153

B Technical Experts828

To evaluate the performance of the number-to-text-829

alignment (prompt is shown in Table 9), we care-830

fully choose two popular time series baselines: 1)831

LLMTime (Gruver et al., 2023): a single feature832

Table 8: Comparison of the impact for stock movement
prediction task over different technical analysis methods.

Method Accuracy MCC
Rand 50.68 0.002
LLMTime 51.12 0.028
LLMDate 53.47 0.082
N2I-Align 59.62 0.189

time series prediction method. Here we combine 833

simply combine cross feature time series prediction 834

sequences into one time series sequence; 2) LLM- 835

Date: following prompt in (Xie et al., 2023a) which 836

split time series features by date, we adopt similar 837

prompt showing in appendix. We use the same base 838

model and hyperparamters to evaluate the perfor- 839

mance of the above prompts. As shown in Table 8, 840

the performance of LLMTime is close to random, 841

which indicates that the LLM is not good at cross 842

feature time series prediction without meticulous 843

task conversion. Besides, we find that N2I-Align 844

performs the best, showing the effectiveness of 845

number to text alignment. 846

C Details of Verbalizer 847

We define a verbalizer as an injective function that 848

maps each label to a word list from vocabulary of 849

large language model. For Up label, we map it to 850

a word list: [up, boost, positive, rise]. For Down 851

label, we map it to another word list: [down, reduce, 852

negative, drop] 853

D Interpretablity Evaluation 854

D.1 Faithfulness 855

Recent work has shown that LLMs are prone to 856

suffer from hallucination generations across various 857

applications, where the generated responses is either 858

in conflict with existing fact or cannot be verified by 859

the available knowledge resources. To evaluate how 860

faithful the model response to the given knowledge, 861

we design prompt with help of GPT-4 to verify the 862

faithfulness of model response (prompt is shown 863

in Table 12). Unlike the conclusion in HaluEval 864

that existing state of art LLM (GPT-3 at that time) 865

can not distinguish between fact and hallucinated 866

content, we find that GPT-4 is now capable of handle 867

this job. To evaluate this statement, we samples 500 868

examples from ploutos response and invite human 869

labelers to annotate. For each query and model 870

response, human labelers will annotate whether the 871
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response is faithful to the given knowledge resources872

(“Yes” or “No”) and list the corresponding reasons.873

Each response is labeled by three human labelers,874

and we adopt the max-voting strategy to determine875

the final faithfulness label. At last, we compare876

the Pearson correlation between the human labeled877

result and prediction from our proposed method,878

and achieved a Pearson correlation score of 0.826.879

The result indicates that this method can be used to880

evaluate the faithfulness of model response.881

E PloutosGPT Training882

E.1 Example for Rearview-mirror Instruction883

Prompt884

The prompt for rearview-mirror data scraping is885

shown in Table 11.886
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Table 9: Technical analysis prompt example

[Instruction]:
You are a seasoned stock market analyst expert in predicting future price trends based on historical stock
factors.
[Stock Factors]:
From 2015-11-04 to 2015-11-08, some recent basic stock factors are presented below:
Alpha: MV7 - Moving Average of 7 Days
Formula: ts_mean(close, 7)
Explanation: This Formula expression calculates the average closing price over the past 7 days, which
helps to smooth out short-term volatility and identify the underlying trend in the price movement.
Historical Values: 7798,7848,7878
Alpha: MV20 - Moving Average of 20 Days
Formula: ts_mean(close, 20)
Explanation: Similar to MV7, this Formula expression computes the average closing price over a longer
period of 20 days. This is often used to assess the medium-term market trend and
can act as support or resistance levels for the price.
Historical Values: 7622,7644,7668
Alpha: MACD - Moving Average Convergence Divergence
Formula: minus(ewma(close, 12), ewma(close, 26))
Explanation: The MACD is a trend-following momentum indicator that shows the relationship between
two moving averages of a security’s price. The Formula expression represents the difference between the
12-day exponential moving average (EMA) and the 26-day EMA of the closing prices.
Historical Values: -729,-747,-737
Alpha: EMA - Exponential Moving Average
Formula: ewma(close, com=0.5)
Explanation: This Formula expression calculates the exponential moving average of the closing prices,
giving more weight to recent prices. The com parameter controls the degree of weighting decrease, making
it a more sensitive measure of recent price movements.
Historical Values: 8006,7931,7887
Alpha: Bollinger Bands - Middle Line
Formula: ts_stddev(close, 20)
Explanation: This Formula expression is the simple moving average of the closing price over the past 20
days. It serves as the middle line in Bollinger Bands and is used to determine the intermediate-term trend.
Historical Values: 202,206,202
Alpha: Bollinger Bands - Upper Band
Formula: plus(ts_mean(close, 20), times(ts_stddev(close, 20), 2))
Explanation: The upper band of the Bollinger Bands is calculated by adding two standard deviations to
the 20-day moving average. This band adjusts for volatility and can signal overbought conditions when the
price touches or breaches the upper band.
Historical Values: 8027,8058,8073
Alpha: Bollinger Bands - Lower Band
Formula: minus(ts_mean(close, 20), times(ts_stddev(close, 20), 2))
Explanation: The lower band of the Bollinger Bands is calculated by subtracting two standard deviations
from the 20-day moving average. It also adjusts for volatility and can signal oversold conditions when the
price touches or breaches the lower band.
Historical Values: 7217,7230,7263
Alpha: LogMomentum
Formula: log(minus(close, shift(close, 1)))
Explanation: This Formula expression calculates the natural logarithm of the difference between the
current closing price and the previous day’s closing price. It provides a measure of the momentum of the
security’s price by capturing the rate of change on a logarithmic scale.
Historical Values: 437,436,434
Alpha: VMA60 - Volume Moving Average 60
Formula: data[’Volume’].rolling(60).mean() / (data[’Volume’] + 1e-12)
Explanation: The VMA60 Formula expression calculates the average volume over a 60-day period and
divides it by the current volume plus a small constant to prevent division by zero. It compares the current
volume to the average volume over a longer period, which can signal changes in trader participation.
Historical Values: 113,131,129
[Analysis]:
The historical price for XOM from 2015-11-05 to 2015-11-08 is 7895,7864. Please predict the XOM’s
price for the 2015-11-09 based on all above information.
Answer:
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Table 10: Unsupervised sentiment analysis based prompt

[Instruction]: What is the sentiment of this news/tweet?
Please choose an answer from {Negative/Neutral/Positive}.
Input: Mr Ashley sold a 43pc stake in the company for more than pounds 900m at the time of the float.
Answer:

Table 11: Rearview-mirror instruction prompt example

[Instruction]:
You are a seasoned stock market analyst. Your task is to list the bullish or bearish rationales for companies
based on relevant news and basic financials from the past weeks, then provide an analysis and prediction
for the companies’ stock price movement for the upcoming week. Your answer format should be as follow:
Bullish Rationales:
- Rationale 1
- Rationale 2
- ...
Bearish Rationales:
- Rationale 1
- Rationale 2
- ...
Prediction:
- Your prediction here in less than 100 words.
[Sentiment Expert Input]:
From 2015-07-29 to 2015-08-02, Company news during this period are listed below:
... (news used in sentiment analysis prompt as shown in Table 1).
[Sentiment Expert Prediction]: Down
[Technical Expert Input]:
From 2015-07-29 to 2015-08-02, Company news during this period are listed below:
... (alphas used in technical analysis prompt as shown in Table 9).
[Technical Expert Prediction]: Up
[Analysis]:
Assume your prediction for XOM in 2015-08-03 is down by 1-2%, generate the rationales based on all the
information before 2015-08-03 to justifies your prediction, ensuring that the prediction itself does not serve
as a basis for the analysis but as a reasoned outcome of it. Please note that the generated rationale should
present in or can be inferred from any one given information or combination of multiple given information.
Then, conclude with a short prediction (less than 100 words) to decide the price movement prediction.

Table 12: Prompt for faithfulness measurement

[Instruction]: You will be given a yes/no question regarding if a rationale is either present or can be
inferred from the given information. Your task is to answer yes or no and tell me why based on given
information given and guidelines below.
Answer yes if:
The rationale is present in any one given information or combination of multiple given information.
The rationale can be inferred from any one given information or combination of given information.
The rationale is more general than the rationales in the given information, and it can be obtained by
simplifying the rationales in the given information.
If rationale in question is supported by at least one given information or follows any of the above or a
combination of above conditions answer will be yes, even if other given information contradict it.
Answer no if:
The rationale is not present in any of the given information individually or combined, or it cannot be
clearly inferred from any of the given information individually or combined.
The rationale is more specific than the rationales in any of the given information.
The rationale is contradictory to the rationales in all the given information i.e. there is no given information
which supports the rationale.
If rationale in question contains some topic which are neither present nor inferred from any of the given
information, then answer no to the question.
[Knowledge]: ...
[Rationale]: ...
Answer:
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