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Abstract

Reliable prediction of protein variant effects is crucial for both protein optimization
and for advancing biological understanding. For practical use in protein engi-
neering, it is important that we can also provide reliable uncertainty estimates for
our predictions, and while prediction accuracy has seen much progress in recent
years, uncertainty metrics are rarely reported. We here provide a Gaussian process
regression model, Kermut, with a novel composite kernel for modeling mutation
similarity, which obtains state-of-the-art performance for supervised protein variant
effect prediction while also offering estimates of uncertainty through its poste-
rior. An analysis of the quality of the uncertainty estimates demonstrates that our
model provides meaningful levels of overall calibration, but that instance-specific
uncertainty calibration remains more challenging.

1 Introduction

Accurately predicting protein variant effects is crucial for both advancing biological understanding
and for engineering and optimizing proteins towards specific traits. Recently, much progress has been
made in the field as a result of advances in machine learning-driven modeling [1–3], data availability
[4, 5], and relevant benchmarks [6, 7].

While prediction accuracy has received considerable attention, the ability to quantify the uncertainties
of predictions has been less intensely explored. This is of immediate practical consequence. One of
the main purposes of protein variant effect prediction is as an aid for protein engineering and design,
to propose promising candidates for subsequent experimental characterization. For this purpose, it is
essential that we can quantify, on an instance-to-instance basis, how trustworthy our predictions are.
Specifically, in a Bayesian optimization setting, most choices of acquisition function actively rely on
predicted uncertainties to guide the optimization, and well-calibrated uncertainties have been shown
to correlate with optimization performance [8].

Our goal with this paper is to start a discussion on the quality of the estimated uncertainties of
supervised protein variant effect prediction. Gaussian Processes (GP) are a standard choice for
uncertainty quantification due to the closed form expression of the posterior. We therefore first ask the
question whether state-of-the-art performance can be obtained within the GP framework. We propose
a composite kernel that comfortably achieves this goal, and subsequently investigate the quality of
the uncertainty estimates from such a model. Our results show that while standard approaches like
reliability diagrams give the impression of good levels of calibration, the quantification of per-instance
uncertainties is more challenging. We make our model available as a baseline and encourage the
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community to place greater emphasis on uncertainty quantification in this important domain. Our
contributions can be summarized as follow:

• We introduce Kermut, a Gaussian process with a novel composite kernel for modeling
mutation similarity, leveraging signals from pretrained sequence and structure models;

• We evaluate this model on the comprehensive ProteinGym substitution benchmark and
show that it is able to reach state-of-the-art performance in supervised protein variant effect
prediction, outperforming recently proposed deep learning methods in this domain;

• We provide a thorough calibration analysis and show that while Kermut provides well-
calibrated uncertainties overall, the calibratedness of instance-specific uncertainties remains
challenging;

• We demonstrate that our model can be trained and evaluated orders of magnitude faster and
with better out-of-the-box calibration than competing methods.

2 Related work

2.1 Protein property prediction

Predicting protein function and properties using machine-learning based approaches continues to be
an innovative and important area of research.

Recently, unsupervised approaches have gained significant momentum where models trained in a
self-supervised fashion have shown impressive results for zero-shot estimates of protein fitness and
variant effects relative to a reference protein [3, 9–11].

Supervised learning is a crucial method of utilizing experimental data to predict protein fitness. This
is particularly valuable when the trait of interest correlates poorly with the evolutionary signals that
unsupervised models capture during training or if multiple traits are considered. Supervised protein
fitness prediction using machine learning has been explored in detail in [12], where a comprehensive
overview can be found. A common strategy is to employ transfer learning via embeddings extracted
from self-supervised models [13, 14], an approach which increasingly relies on large pretrained
language models such as ProtTrans [15], ESM-2 [16], and SaProt [17]. In [18], the authors propose to
augment a one-hot encoding of the aligned amino acid sequence by concatenating it with a zero-shot
score for improved predictions. This was further expanded upon with ProteinNPT [19], where
sequences embedded with the MSA Transformer [20] and zero-shot scores were fed to a transformer
architecture for state-of-the-art supervised variant effect prediction with generative capabilities.

Considerable progress has been made in defining meaningful and comprehensive benchmarks to
reliably measure and compare model performance in both unsupervised and supervised protein fitness
prediction settings. The FLIP benchmark [6] introduced three supervised predictions tasks ranging
from local to global fitness prediction, where each task in turn was divided into clearly defined
splits. The supervised benchmarks often view fitness prediction through a particular lens. Where
FLIP targeted problems of interest to protein engineering; TAPE [21] evaluated transfer learning
abilities; PEER [22] focused on sequence understanding; ATOM3D [23] considered a structure-based
approach; FLOP [24] targeted wild type proteins; and ProteinGym focused exclusively on variant
effect prediction [11]. The ProteinGym benchmark was recently expanded to encompass more than
200 standardized datasets in both zero-shot and supervised settings, including substitutions, insertions,
deletions, and curated clinical datasets [11, 7].

2.2 Kernel methods for protein sequences

Kernel methods have seen much use for protein modeling and protein property prediction. Sequence-
based string kernels operating directly on the protein amino acid sequences are one such example,
where, e.g., matching k-mers at different ks quantify covariance. This has been used with support
vector machines to predict protein homology [25, 26]. Another example is sub-sequence string
kernels, which in [27] is used in a Gaussian process for a Bayesian optimization procedure. In [28],
string kernels were combined with predicted physicochemical properties to improve accuracy in the
prediction of MHC-binding peptides and in protein fold classification. In [29], a kernel leveraging
the tertiary structure for a protein family represented as a residue-residue contact map was used to
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Figure 1: Overview of Kermut’s structure kernel. Using an inverse folding model, structure-
conditioned amino acid distributions are computed for all sites in the reference protein. The structure
kernel yields high covariances between two variants if the local environments are similar, if the
mutation probabilities are similar, and if the mutates sites are physically close. Constructed examples
of expected covariances between variant x1 and x2,3,4 are shown.

predict various protein properties such as enzymatic activity and binding affinity. In [30], Gaussian
process regression (GPR) was used to successfully identify promising enzyme sequences which were
subsequently synthesized showing increased activity. In [31], the authors provide a comprehensive
study of kernels on biological sequences which includes a thorough review of the literature as well as
both theoretical, simulated, and in-silico results.

Most similar to our work is mGPfusion [32], in which a weighted decomposition kernel was defined
which operated on the local tertiary protein structure in conjunction with a number of substitution
matrices. Simulated stability data for all possible single mutations were obtained via Rosetta [33],
which was then fused with experimental data for accurate ∆∆G predictions of single- and multi-
mutant variants via GPR, thus incorporating both sequence, structure, and a biophysical simulator.
In contrast to our approach, the mGPfusion-model does not leverage pretrained models, but instead
relies on substitution matrices for its evolutionary signal. A more recent example of kernel-based
methods yielding highly competitive results is xGPR [34], in which Gaussian processes with custom
kernels show high performance when trained on protein language model embeddings, similarly to
the sequence kernel in our work (see Section 3.3). Where xGPR introduces a set of novel random
feature-approximated kernels with linear-scaling, Kermut instead uses the squared exponential kernel
for sequence modeling while additionally modeling local structural environments. The models in
xGPR were shown to provide both high accuracy and well-calibrated uncertainty estimation on the
FLIP and TAPE benchmarks.

2.3 Uncertainty quantification and calibration

Uncertainty quantification (UQ) for protein property prediction continues to be a promising area
of research with immediate practical consequences. In [35], residual networks were used to model
both epistemic and aleatoric uncertainty for peptide selection. In [36], GPR on MLP-residuals from
biLSTM embeddings was used to successfully guide in-silico experimental design of kinase binders
and fluorescent proteins. The authors of [37] augmented a Bayesian neural network by placing
biophysical priors over the mean function by directly using Rosetta energy scores, whereby the
model would revert to the biophysical prior when the epistemic uncertainty was large. This was
used to predict fluorescence, binding, and solubility for drug-like molecules. In [38], state-of-the-art
performance on protein-protein interactions was achieved by using a spectral-normalized neural
Gaussian process [39] with an uncertainty-aware transformer-based architecture working on ESM-2
embeddings.

In [40], a framework for evaluating the epistemic uncertainty of deep learning models using confidence
interval-based metrics was introduced, while [41] conducted a thorough analysis of uncertainty
quantification methods for molecular property prediction. Here, the importance of supplementing
confidence-based calibration with error-based calibration as introduced in [42] was highlighted,
whereby the predicted uncertainties are connected directly to the expected error for a more nuanced
calibration analysis. We evaluate our model using confidence-based calibration as well as error-based
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calibration following the guidelines in [41]. In [43], the authors conducted a systematic comparison
of UQ methods on molecular property regression tasks, while [44] investigated calibratedness of
regression models for material property prediction. In [45], the above approaches were expanded
to protein property prediction tasks where the FLIP [6] benchmark was examined, while [46]
benchmarked a number of UQ methods for molecular representation models. In [47], the authors
developed an active learning approach for partial charge prediction of metal-organic frameworks
via Monte Carlo dropout [48] while achieving decent calibration. In [49], a systematic analysis of
protein regression models was conducted where well-calibrated uncertainties were observed for a
range of input representations.

2.4 Local structural environments

Much work has been done to solve the inverse-folding problem, where the most probable amino acid
sequence to fold into a given protein backbone structure is predicted [50–56]. Inverse-folding models
are trained on large datasets of protein structures and model the physicochemical and evolutionary
constraints of sites in a protein conditioned on their structural contexts. These will form the basis of
the structural featurization in our work. Local structural environments have previously been used for
protein modeling. In [57], a 3D CNN was used to predict amino acid preferences giving rise to novel
substitution matrices. In [58] and [59], surface-level fingerprinting given structural environments was
used to model protein-protein interaction sites and for de novo design of protein interactions. In [60],
chemical microenvironments were used to identify potentially beneficial mutations, while [61] used a
similar approach, where they investigated the volume of the local environments and observed that
the first contact shell delivered the primary signal thus emphasizing the importance of locality. In
[62], a composition Hellinger distance metric based on the chemical composition of local residue
environments was developed and used for a range of structure-related experiments. Recently, local
structural environments were used to model mutational preferences for protein engineering tasks [63],
however not in a Gaussian process framework as we propose here.

3 Methods

3.1 Preliminaries

We want to predict the outcome of an assay measured on a protein, represented by its amino acid
sequence x of length L. We will assume that we have a dataset of N such sequences available, and
that these are of equal length and structure, such that we can meaningfully refer to the effect at
specific positions (sites) in the protein. In protein engineering, we typically consider modifications
relative to an initial wild type sequence, xWT. We will assume that the 3D structure for the initial
sequence, s, is available (either experimentally determined or provided by a structure predictor like
AlphaFold [64]). Lastly, for variant x with mutations at sites M ⊆ {1, ..., L}, let xm denote the
variant which has the same mutation as x at site m for m ∈ M and otherwise is equal to xWT.

3.2 Gaussian processes

To predict protein variant effects, we rely on Gaussian process regression, which we shall now briefly
introduce. For a comprehensive overview, see [65], which this section is based on.

Let X and Y be two random variables on the measurable spaces X and R, respectively, and let
X = x1, ...,xN and y = y1, ..., yN be realizations of these random variables. We assume that
yi = g(xi) + ϵ, where g represents some unknown function and ϵ ∼ N (0, σ2

ϵ ) accounts for random
noise. Our objective is to model the distributions capturing our belief about g.

Gaussian processes are stochastic processes providing a powerful framework for modeling distribu-
tions over functions. The Gaussian process framework allows us to not only make predictions but also
to quantify the uncertainty associated with each prediction. A Gaussian process is entirely specified
by its mean and covariance functions, m(x) and k(x,x′). We assume that the covariance matrix,
K, of the outputs {y1, ..., yN} can be parameterized by a function of their inputs {x1, ...,xN}. The
parameterization is defined by the kernel, k : X × X → R yielding K such that Kij = k(xi,xj).
For k to be a valid kernel, K needs to be symmetric and positive semidefinite.
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Let f represent our approximation of g, f(x) ≈ g(x). Given a training set D = (X,y) and a
number of test points X∗, the function f∗ predicts the values of y∗ at X∗. Using rules of normal
distributions, we derive the posterior distribution p(f∗|X∗,D), providing both a prediction of y∗ at
X∗ and a confidence measure, often expressed as ±2σ, where σ is the posterior standard deviation at
a test point x∗.

The kernel function often contains hyperparameters, η. These can be optimized by maximizing the
marginal likelihood, p(y|X, η), which is known as type II maximum likelihood.

3.3 Kermut

It has been shown that local structural dependencies are useful for determining mutation preferences
[57, 60, 61, 63]. We therefore hypothesize that constructing a composite kernel with components
incorporating information about the local structural environments of residues will be able to model
protein variant effects. To this end, we define a structure kernel, kstruct, which models mutation
similarity given the local environments of mutated sites. A schematic of how the structure kernel
models covariances can be seen in Figure 1. In the following we shall define k1struct, a structure kernel
that operating on single-mutant variants. Subsequently, we shall extend it to multi-mutant variants
resulting in the structure kernel, kstruct.

We hypothesize that for a given site in a protein, the distribution over amino acids given by a structure-
conditioned inverse folding model will reflect the effect of a mutation at that site. We consider such
an amino acid distribution a representation of the local environment for that site as it reflects the
various physicochemical and evolutionary constraints that the site is subject to. We thus presume that
two sites with similar local environments will behave similarly if mutated. For instance, mutations at
buried sites in the hydrophobic core of the protein will generally correlate more with each other than
with surface-level mutations.

For single mutant variants we quantify site similarity using the Hellinger kernel kH(x,x′) =
exp (−γ1dH(fIF(x), fIF(x

′))), with γ1 > 0 [66], where dH is the Hellinger distance (see Appendix
B.1). The function fIF : X 1 → [0, 1]20 takes a single-mutant sequence, x, as input and returns a
probability distribution over the 20 naturally occurring amino acids at the mutated site in x given by
the inverse folding model. The Hellinger kernel will assign maximum covariance when two sites are
identical. This however means that kH is incapable of distinguishing between different mutations at
the same site since dH(x,x′) = 1, when x and x′ are mutated at the same site.

To increase flexibility and to allow intra-site comparisons, we introduce a kernel operating on the
specific mutation likelihoods. We hypothesize that two variants with mutations on sites that are
close in terms of the Hellinger distance will correlate further if the log-probabilities of the specific
amino acids on the mutated sites are similar (i.e., the probability of the amino acid that we mutate
to is similar at the two sites). We incorporate this by defining kp(x,x

′) = kexp(fIF1(x), fIF1(x
′)) =

exp(−γ2||fIF1(x)− fIF1(x
′)||), where fIF1 : X 1 → [0, 1] takes a single-mutant sequence, x, as input

and returns the log-probability (given by an inverse folding model) of the observed mutation, and
where kexp is the exponential kernel.

Finally, we hypothesize that the effect of two mutations correlate further if the sites are close in
physical space. Hence, we multiply the kernel with an exponential kernel on the Euclidean distance
between sites: kd(x,x′) = exp (−γ3de(si, sj)). Thereby, the closer two sites are physically, the
more similar – and thus comparable – their local environments will be.

Taking the product of these kernel components, we get the following kernel for single-mutant variants,
which assigns high covariance when two single mutant variants have mutations that have similar
environments, are physically close, and have similar mutation likelihoods:

k1struct(x,x
′) = λkH(x,x′)kp(x,x

′)kd(x,x
′), (1)

where the kernel has been scaled by a non-negative scalar, λ > 0.

In [63], the authors showed that a simple linear model operating on one-hot encoded mutations is
sufficient to accurately predict mutation effects given sufficient data. Thus, we generalize the kernel
to multiple mutations by summing over all pairs of sites differing at x and x′:

kstruct(x,x
′) =

∑
i∈M

∑
j∈M ′

k1struct(x
i,x′j) (2)
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Table 1: Performance on the ProteinGym benchmark. Best results are bold. Kermut reaches superior
performance across splits with significant gains in the challenging modulo and contiguous settings.
OHE and NPT model types correspond to one-hot encodings and non-parametric transformers.

Model Model name Spearman (↑) MSE (↓)
type Contig. Mod. Rand. Avg. Contig. Mod. Rand. Avg.

OHE None 0.064 0.027 0.579 0.224 1.158 1.125 0.898 1.061
ESM-1v 0.367 0.368 0.514 0.417 0.977 0.949 0.764 0.897
DeepSequence 0.400 0.400 0.521 0.440 0.967 0.940 0.767 0.891
MSAT 0.410 0.412 0.536 0.453 0.963 0.934 0.749 0.882
TranceptEVE 0.441 0.440 0.550 0.477 0.953 0.914 0.743 0.870

Embed. ESM-1v 0.481 0.506 0.639 0.542 0.937 0.861 0.563 0.787
MSAT 0.525 0.538 0.642 0.568 0.836 0.795 0.573 0.735
Tranception 0.490 0.526 0.696 0.571 0.972 0.833 0.503 0.769

NPT ProteinNPT 0.547 0.564 0.730 0.613 0.820 0.771 0.459 0.683

GP Kermut 0.610 0.633 0.744 0.662 0.699 0.652 0.414 0.589

The structure kernel models mutations linearly and cannot capture epistatic effects. We propose to
add epistatic signals through a sequence kernel. Drawing on the rich literature for modeling protein
sequences with Gaussian processes on embeddings [34, 45, 49, 67], we use a squared exponential
kernel which operates on sequence embeddings from a pretrained model. We use the 650M parameter
ESM-2 protein language model [16], and perform mean-pooling across the length dimension, yielding
z = f1(x), where f1 produces mean-pooled embeddings, z ∈ R1280, of sequence x. We thus model
the covariance between these representations as

kseq(x,x
′) = kSE(f1(x), f1(x

′)) = kSE(z, z
′) = exp

(
−||z− z′||22

2σ2

)
. (3)

We choose to add and weigh the structure and sequence kernels resulting in our final kernel formu-
lation, whereby the model can leverage either structure or sequence similarities, depending on the
presence and strength of each signal as determined through hyperparameter optimization:

k(x,x′) = πkstruct(x,x
′) + (1− π)kseq(x,x

′). (4)

Additional details on both sequence and structure kernels, including a proof of the validity of the
structure kernel, implementation details, computational complexity details, and an automatic model
selection procedure can be found in Appendices B and C.

3.3.1 Zero-shot mean function

Kermut can be used with a constant mean function, m(x) = α, where α is a hyperparameter
optimized through the marginal likelihood. However, we posit that additional performance can be
gained by using an altered mean function which operates on zero-shot fitness estimates, which are
often available at relatively low cost: m(x) = αf0(x) + β, where f0 is a zero-shot method evaluated
on input sequence x. This is similar to the approach employed in [37], where Rosetta scores are used
as a biophysical prior. We use ESM-2 [16], which yields the log-likelihood ratio between the variant
and wild type residue as in [10]. For details, see Appendix B.

3.4 Architecture considerations

While Kermut is based on relatively simple principles, its components are non-trivial in that they
exploit learned features from pretrained models: ESM-2 provides protein sequence level embeddings
and zero-shot scores, while ProteinMPNN provides a featurization of the local structural environments.
We stress that these pretrained components can be readily replaced by other pretrained models. Models
that generate (1) protein sequence embeddings, (2) structure-conditioned amino acid distributions,
and (3) zero-shot scores are plentiful and such models will progress further in future years. In our
work, we have not sought to find the optimal combination of these. Our work should instead be seen
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Table 2: Ablation results. Key components of the kernel are removed and the model is trained and
evaluated on 174/217 assays from the ProteinGym benchmark. The ablation column shows the
alteration to the GP formulation. The metrics are subtracted from Kermut to show the change in
performance. Negative ∆Spearman values indicate a drop in performance.

Description Ablation ∆Spearman
Contig. Mod. Rand. Avg.

No structure kernel kstruct = 0 −0.082 −0.078 −0.033 −0.065
No sequence kernel kseq = 0 −0.040 −0.046 −0.048 −0.045
No inter-residue dist. kd = 1 −0.049 −0.051 −0.004 −0.035
No mut. prob./site comp. kp = kH = 1 −0.035 −0.037 −0.006 −0.026
Const. mean m(x) = α −0.036 −0.032 −0.008 −0.026
No mut. prob. kp = 1 −0.022 −0.019 −0.005 −0.016
No site comp. kH = 1 −0.006 −0.009 0.000 −0.006

as a framework demonstrating how such components can be meaningfully combined in a GP setting
to obtain state-of-the-art results.

4 Results

We evaluate Kermut on the 217 substitution DMS assays from the ProteinGym benchmark [7].
The overall benchmark results are an aggregate of three different cross-validation schemes: In the
“random” scheme, variants are assigned to one of five folds randomly. In the “modulo” scheme,
every fifth position along the protein backbone are assigned to the same fold, and in the “contiguous”
scheme, the protein is split into five equal-sized segments along its length, each constituting a fold.
For all three schemes, models are trained on four combined partitions and tested on the fifth for a
total of five runs per assay, per scheme. The results are processed using the functionality provided in
the ProteinGym repository. The average and per-scheme aggregated results can be seen in Table 1.

Our model reaches both higher Spearman correlations and lower mean squared errors than competing
methods and thereby achieves state-of-the-art performance in all three schemes, with the largest gains
in the challenging modulo and contiguous settings. In Table E.2, the performance per functional
category is shown, where we observe a significant performance increase in binding- and stability-
related prediction tasks, likely explained by inclusion of the structure kernel. In addition to its high
accuracy, Kermut is significantly faster compared to deep learning methods. We provide wall-clock
times for running a 5-fold CV loop for a single split-scheme for four select datasets for both Kermut
and ProteinNPT in Table C.1. Generating results for all three split schemes for the four datasets thus
takes Kermut approximately 10 minutes while ProteinNPT takes upwards of 400 hours.

The non-parametric bootstrap standard error for each model relative to Kermut can be seen in
Tables E.1 and E.3. In Appendix M, we provide additional results using alternate zero-shot functions.
The average and per-split performance for individual assays can be seen in Figures O.1 to O.4 while
additional details on computation time can be seen in Appendix C. Lastly, visualizations of the
distributions of optimized hyperparameters can be seen in Appendix N.

4.1 Ablation study

To examine the impact of Kermut’s components, we conduct an ablation study, where we ablate its
two main kernels from Equation (4) – the structure and sequence kernels – as well as the structure
kernel’s subcomponents. We similarly investigate the importance of the zero-shot mean function.
The ablation study is carried out on all split schemes on a subset of 174 datasets. The difference
between the ablation results and the Kermut results can be seen in Table 2, where larger values
indicate large component importance. For the absolute values, see Appendix F, where we additionally
include alternative kernel formulations for both structure and sequence kernels as well as for kernel
composition.

As indicated by the largest drop in performance, the single most important component is the structure
kernel. While removing the sequence kernel leads to comparable decreases for all three schemes,
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Figure 2: Distribution of predictive variances for datasets with double mutants, grouped by domain.
The three first elements correspond to the three split-schemes from ProteinGym. The third and fourth
correspond to training on both single and double mutants, and testing on each, respectively. For the
last column, we train on single and test on double mutants, corresponding to an extrapolation setting.

removing the structure kernel primarily leads to drops in the challenging contiguous and modulo
schemes. This shows that the structure kernel is crucial for characterizing unseen sites in the wild
type protein. While removing the site comparison and mutation probability kernels leads to small and
medium drops in performance, we observe that removing both leads to an even larger performance
drop, indicating a synergy between the two. In Table E.2, the ablation results per functional category
are shown, where observe that the inclusion of the structure kernel is crucial for the increased
performance in structure-related prediction tasks such as binding and stability.

4.2 Uncertainty quantification per mutation domain

By inspecting the posterior predictive variance, we can analyze model uncertainty. To this end, we
define several mutation domains of interest [49]. We designate the three split schemes from the
ProteinGym benchmark as three such domains. These are examples of interpolation, where we
both train and test on single mutants (1M→1M). While the main benchmark only considers single
mutations, some assays include additional variants with multiple mutations. We consider a number
of these and define two additional interpolation domains where we train on both single and double
mutations (1M/2M) and test on singles and doubles, respectively. As a challenging sixth domain, we
train on single mutations only and test on doubles (1M→2M), constituting an extrapolation domain.
For details on the multi-mutant splits, see Appendix G.

Figure 2 shows the distributions of mean predictive variances in the six domains. In the three single
mutant domains, we observe that the uncertainties increase from scheme to scheme, reflecting the
difficulties of the tasks and analogously the expected performance scores (Table 1). When training on
both single and double mutants (1M/2M), we observe a lower uncertainty on double mutants than
single mutants. For many of the multi-mutant datasets, the mutants are not uniformly sampled but
often include a fixed single mutation. A possible explanation is thus that it might be more challenging
to decouple the signal from a double mutation into its constituent single mutation signals. In the
extrapolation setting, we observe large predictive uncertainties, as expected. One explanation of
the discrepancy between the variance distributions in the multi-mutant domains might lie in the
difference in target distributions between training and test sets. Figure I.1 in the appendix shows
the overall target distribution of assays for the 51 considered multi-mutant datasets. The single and
double mutants generally belong to different modalities, where the double mutants often lead to a
loss of fitness. This shows the difficulty of predicting on domains not encountered during training.
For reference, we include the results for the multi-mutant domains in Table G.1 in the appendix.

4.3 Uncertainty calibration analysis

To clarify the relationship between model uncertainty and expected performance, we proceed with a
calibration analysis. First, we perform a confidence interval-based calibration analysis [41], resulting
in calibration curves which in the classification setting are known as reliability diagrams [68]. The
results for each dataset are obtained via five-fold cross validation, corresponding to five separately
trained models for each split scheme. We select four diverse datasets as examples (Table 3), reflecting
both high and low predictive performance. The mean calibration curves can be seen in Figure 3a. For
method details and results across all datasets, see Appendix J. The mean expected calibration error
(ECE) is shown in the bottom of each plot, where a value of zero indicates perfect calibration. Overall,
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Table 3: Details and results for four diverse ProteinGym datasets used for calibration analysis. The
results show the Spearman correlation for each CV-scheme and the average correlation.

Uniprot ID Spearman (↑) Details
Contig. Mod. Rand. Avg. N L Assay Source

BLAT_ECOLX 0.804 0.826 0.909 0.846 4996 286 Organismal fitness [69]
PA_I34A1 0.226 0.457 0.539 0.407 1820 716 Organismal fitness [70]
TCRG1_MOUSE 0.849 0.849 0.928 0.875 621 37 Stability [4]
OPSD_HUMAN 0.739 0.734 0.727 0.734 165 348 Expression [71]

the uncertainties appear to be well-calibrated both qualitatively from the curves and quantitatively
from the ECEs. Even the smallest dataset (fourth row, N = 165) achieves decent calibration, albeit
with larger variances between folds.

While the confidence interval-based calibration curves show that we can trust the uncertainty estimates
overall, they do not indicate whether we can trust individual predictions. We therefore supplement the
above analysis with an error-based calibration analysis [42], where a well-calibrated model will have
low uncertainty when the error is low. The calibration curves can be seen in Figure 3b. We compute
the per CV-fold expected normalized calibration error (ENCE) and the coefficient of variation (cv),
which quantifies the variance of the predicted uncertainties. Ideally, the ENCE should be zero while
the coefficient of variation should be relatively large (indicating spread-out uncertainties).

While the confidence interval-based analysis suggested that the uncertainty estimates are well-
calibrated with some under-confidence, the same is not as visibly clear for the error-based calibration
plots, suggesting that the expected correlation between model uncertainty and prediction error is
not a given. We do however see an overall trend of increasing error with increasing uncertainty in
three of the four datasets, where the curves lie close to the diagonal (as indicated by the dashed line).
The second row shows poorer calibration – particularly in the modulo and contiguous schemes. The
curves however remain difficult to interpret, in part due to the errorbars on both axes. To alleviate this,
we compute similar metrics for all 217 datasets across the three splits, which indicate that, though
varying, most calibration curves are well-behaved (see Appendix J.3).

We supplement the above calibration curves with Figures K.1 to K.4 in the Appendix, which show
the true values plotted against the predictions. These highlight the importance of well-calibrated
uncertainties and underline their role in interpreting model predictions and their trustworthiness.

4.3.1 Comparison with ProteinNPT

Monte Carlo (MC) dropout [48] is a popular uncertainty quantification technique for deep learning
models. Calibration curves for ProteinNPT with MC dropout for the same four datasets across the
three split schemes can be seen in Appendix L.2 while figures showing the true values plotted against
the predictions with uncertainties are shown in Appendix L.3. These indicate that employing MC
dropout on a deep learning model like ProteinNPT seems to provide lower levels of calibration,
providing overconfident uncertainties across assays and splits. Due to the generally low uncertainties
and the resulting difference in scales, the calibration curves are often far from the diagonal. The trends
in the calibration curves however show that the model errors often correlate with the uncertainties,
suggesting that the model can be recalibrated to achieve decent calibration.

Other techniques for uncertain quantification in deep learning models certainly exist, and we by
no means rule out that other techniques can outperform our method (see Discussion below). We
note, however, that many uncertainty quantification methods will be associated with considerable
computational overhead compared to the built-in capabilities of a Gaussian process.

5 Discussion

We have shown that a carefully constructed Gaussian process is able to reach state-of-the-art perfor-
mance for supervised protein variant effect prediction while providing reasonably well-calibrated
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Figure 3: Calibration curves for Kermut using different methods. Mean ECE/ENCE values (±2σ)
are shown. Dashed line (x = y) corresponds to ideal calibration. The row order corresponds to the
ordering in Table 3. (a) exhibits good calibration as indicated by curves close to the diagonal and
ECE values close to zero, albeit with under-confident uncertainties in the second row. In (b), Kermut
is also relatively well-calibrated, as indicated by the increasing curves, albeit with large variances
along both axes. The low coefficients of variation (cv) indicate similar predictive variances in each
setting. Overall, Kermut achieves good calibration in most cases as a result of the designed kernel.

uncertainty estimates. For a majority of datasets, this is achieved orders of magnitude faster than
competing methods.

While the predictive performance on the substitution benchmark is an improvement over previous
methods, our proposed model has its limitations. Due to the site-comparison mechanism, our model
is unable to handle insertions and deletions as it only operates on a fixed structure. Additionally,
as the number of mutations increases, the assumption of a fixed structure might worsen, depending
on the introduced mutations, which can affect reliability as the local environments might change.
An additional limitation is the GP’s O(N3) scaling with dataset size. While not a major obstacle
in the single mutant setting, dataset sizes can quickly grow when handling multiple mutants. The
last decades have however produced a substantial literature on algorithms for scaling GPs to larger
datasets [72–74], which could alleviate the issue, and we therefore believe this to be a technical
rather than fundamental limitation. An additional limitation might present itself it in the multi-mutant
setting, where the lack of explicit modeling of epistasis can potentially hinder extrapolation to
higher-order mutants, prompting further investigation.

Well-calibrated uncertainties are crucial for protein engineering; both when relying on a Bayesian
optimization routine to guide experimental design using uncertainty-dependent acquisition functions
and similarly to weigh the risk versus reward for experimentally synthesizing suggested variants. We
therefore encourage the community to place a greater emphasis on uncertainty quantification and
calibration for protein prediction models as this will have measurable impacts in real-life applications
like protein engineering – perhaps more so than increased prediction accuracy. We hope that Kermut
can serve as a fruitful step in this direction.
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Appendix

A License and code availability

The codebase is publicly available at https://github.com/petergroth/kermut under the open
source MIT License.

B GP details

B.1 Structure kernel

The structure kernel is comprised of three components, each increasing model flexibility. The site-
comparison kernel, kH , compares site-specific, structure-conditioned amino acid distributions. Given
two such discrete probability distributions, p := fIF(x) and q := fIF(x

′), their distance is quantified
via the Hellinger distance [75]

dH(p, q) =
1√
2

√√√√ 20∑
i=1

(
√
pi −

√
qi)

2
,

which is used in the Hellinger kernel [66]

kH(x,x′) = exp (−γ1dH(p, q)) = exp

−γ1
1√
2

√√√√ 20∑
i=1

(
√
pi −

√
qi)

2

 .

For the mutation probability kernel, kp, we use the log-probabilities rather than the amino acid
identities to reflect that amino acids with similar probability on sites with similar distributions should
have similar biochemical effects on the protein. We do not include the log-probabilities of the wild
type amino acids, as the inverse folding model by definition is trained to assign high probabilities to
the wild type sequence. The exact probability of a wild type amino acid depends on how many other
amino acids that are likely to be at the given site. For example, we would expect a probability close
to one for a functionally critical amino acid at a particular site. Conversely, for a less critical surface-
level residue requiring, e.g., a polar uncharged amino acid, we would expect similar probabilities for
the four amino acids of this type. Thus, variations of log-probabilities of the wild type amino acids
should be reflected in the distribution on the sites captured by the Hellinger kernel.

For the per-residue amino acid distributions in kH and kp, we use ProteinMPNN [52]. ProteinMPNN
relies on a random decoding order and thus benefits from multiple samples. We decode the wild type
amino acid sequence a total of ten times while conditioning on the full structure and the sequence
that has been decoded thus far. We then compute a per-residue average distribution. We use the
v_48_020 weights.

For the distance kernel, kd, we calculate the Euclidean distance between α carbon atoms, where
the unit is in Ångstrøm. All wild type structures used in kd and by ProteinMPNN are predicted via
AlphaFold2 [64] and are provided by ProteinGym [7].

The sum over all pairs of mutations in equation 2 is motivated by [63] who showed that a linear
model was sufficient to effectively model the mutation effects. Note that Cov(Y1 + Y2, Y3 + Y4) =
Cov(Y1, Y3)+Cov(Y1, Y4)+Cov(Y2, Y3)+Cov(Y2, Y4). Hence, if the Yi’s are the effects of single
mutations, we can find the covariance between two double mutant variants by calculating the pairwise
sum and similarly for other number of mutations.

B.2 Sequence kernel

For the sequence kernel, we use embeddings extracted from the ESM-2 protein language model [16].
We use the esm2_t36_650M_UR50D model with 650M parameters. The embeddings are mean-pooled
across the sequence dimension such that each variant is represented by a 1280 dimensional vector.
While it has been shown that other aggregation method can lead to large increases in performance
[76], we consider alternate methods such as training a bottleneck model out of the scope of this paper.
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B.3 Parametrization note

An alternative formulation of the kernel, where we omit λ from Equation (1) and π from Equation (4),
and instead provide the structure and sequence kernels with separate coefficients have shown to
provide close to identical results when using a smoothed box prior (constrained between 0 and 1).
While this approach is somewhat more elegant, this does not justify the re-computation of all results.

B.4 Zero-shot mean function

For the zero-shot mean function, we download and use the pre-computed zero-shot scores from
ProteinGym at https://github.com/OATML-Markslab/ProteinGym. The zero-shot value is
calculated as the log-likelihood ratio between the variant and the wild type at the mutated residue as
described in [10]:

f0(x) =
∑
i∈M

log p(xi)− log p(xWT
i )

The values can be computed straightforwardly using the ESM suite (using the masked-marginals
strategy). For multi-mutants, the sum of the ratios is taken.

B.5 Kernel proof

We will in the following argue why Kermut’s structure kernel is a valid kernel. Recall that a function
k : X × X → R is a kernel if and only if the matrix K, where Kij = k(xi, xj), is symmetric
positive semi-definite [65]. From literature we know a number of kernels and certain ways these
can be combined to create new kernels. We will argue that Kermut is a kernel by showing how it is
composed of known kernels, combined using valid methods.

Note that, if we have a mapping f : X → Z and a kernel kZ , on Z , then kX defined by kX(x, x′) :=
kZ(f(x), f(x

′)) is a kernel on X .

Let X be the space of sequences parameterized with respect to a reference sequence. Let f1 : X → Z
be a transformation of the sequences defined as in Section 3.3. kseq is the squared exponential kernel
on the transformed variants. Hence, kseq is is a kernel on X .

Let X 1 ⊂ X denote the subspace of single mutant variants and f2 : X 1 → R3 be a function mapping
single mutant variants into the 3D coordinates of the α-carbon of the particular mutation. kd is the
exponential kernel on this transformed space. Thus kd is a kernel on X 1.

Let fIF : X 1 → G ⊆ [0, 1]20 be defined as in Section 3.3, where G is the space of probability distribu-
tions over the 20 amino acids. fIF(x) is the probability distribution over the mutated site of x given
by an inverse folding model. kH is the Hellinger kernel on the single mutation variants transformed
by fIF, hence, a valid kernel on X 1. Likewise kp is the exponential kernel of a transformation,
fIF1

: X 1 → [0, 1] as defined in Section 3.3, of the sequences, hence also a kernel.

Scaling, multiplying, and adding kernels result in new kernels, making k1struct a valid kernel for single
mutations [65]. We need to show that kstruct and thereby k is valid for any number of mutations.

Let f4 : X → B be a function taking a variant x with M mutations and mapping it to a set
b = {xm}m∈M of all the single mutations which constitutes x. Define the set kernel [77]

kset(b, b
′) :=

∑
xm∈b,x′m∈b′

λk1struct(x
m,x′m)

kstruct is the set kernel on the transformed input and thus also a kernel. We have thereby shown that
Kermut is a kernel for variants with any number of mutations.

B.6 Automatic Model Selection

Kermut has been developed from the ground up as described Section 3.3, which led to separate
structure and sequence kernels which are added together. Alternatively, an automatic model selection
scheme can be employed for data-driven kernel composition as proposed in Chapter 3 in [78]. For
demonstrative purposes, we conduct such a model selection procedure. We define four base kernels

18

https://github.com/OATML-Markslab/ProteinGym


(kH , kp, kd, kseq) as well as sum and product operations. We choose a subset of 17 ProteinGym
assays and fit a GP (with a zero-shot mean function) and each of the four kernels, where the best
performing kernel across splits is kept. For the second round, the remaining three kernels are either
added or multiplied to the existing kernel. This process is continued until either all four kernels are
used or until the test performance no longer increases. The results can be seen in Table B.1, where
the final kernel is the product of the four base kernels. The results on the 174 ablation datasets using
this kernel (denoted as "Kermut (product)") can be seen with the main Kermut GP in Table F.2. The
ECE/ENCE values for Kermut (product) are 0.060/0.192 vs. 0.051/0.170 for the main formulation.
Due to the potential for interpretability of the sum-formulation as well as slightly better calibration,
the main formulation of the Kermut GP remains as in Equation (4).

Table B.1: Automatic Model Selection with four base kernels and sum/product operations. The
resulting kernel is the product of all base kernels.

Kernel Round 1 Round 2 Round 3 Round 4

kseq 0.555
kd 0.589
kH 0.584
kp 0.521

kd × kseq 0.653
kd + kseq 0.642
kd × kH 0.623
kd + kH 0.622
kd × kp 0.633
kd + kp 0.629

kd × kseq × kH 0.666
kd × kseq + kH 0.657
kd × kseq × kp 0.678
kd × kseq + kp 0.666

kd × kseq × kp × kH 0.684
kd × kseq × kp + kH 0.676

C Implementation details

C.1 General details

We build our kernel using the GPyTorch framework [79]. We assume a homoschedastic Gaussian
noise model, on which we place a HalfCauchy prior [80] with scale 0.1. We fit the hyperparameters
by maximizing the exact marginal likelihood with gradient descent using the AdamW optimizer [81]
with learning rate 0.1 for a 150 steps, which proved to be sufficient for convergence for a number of
sampled datasets.

C.2 System details

All experiments are performed on a Linux-based cluster running Ubuntu 20.04.4 LTS, with a AMD
EPYC 7642 48-Core Processor with 192 threads and 1TB RAM. NVIDIA A40s were used for GPU
acceleration both for fitting the Gaussian processes and for generating the protein embeddings.

C.3 Compute time

There are multiple factors to consider when evaluating the training time of Kermut. A limitation of
using a Gaussian process framework is the cubic scaling with dataset size. For this reason, we ran the
ablation study on only 174 of the 217 datasets.

Training Kermut on these datasets for a single split-scheme using the aforementioned hardware (single
GPU) takes approximately 1 hour and 30 minutes. Getting ablation results for all three schemes thus
takes between 4-5 hours. This however assumes that

19



1. the embeddings for the sequence kernel have been precomputed,
2. the probability distribution for all sites in the wild type protein have been precomputed,
3. and that the zero-shot scores have been precomputed.

We do not see any of these as major limitations as the same applies to ProteinNPT and similar models.

Scaling the experiments to the full ProteinGym benchmark is however costly. We were able to
train/evaluate Kermut on 215/217 datasets using an NVIDIA A40 GPU with 48GB VRAM. The re-
maining two, POLG_CXB3N_Mattenberger_2021 and POLG_DEN26_Suphatrakul_2023, datasets
were too large to fit into GPU memory without resorting to reduced precision. For these, we trained
and evaluated the model using CPU only which takes considerable time.

C.4 Handling long sequences

The structures used for obtaining the site-wise probability distributions are predicted by Al-
phaFold2 [64] and are provided in the ProteinGym repository [7]. The provided structures for
A0A140D2T1_ZIKV and POLG_HCVJF do not contain the full structures however, but only a localized
area where the mutations occur due to the long sequence lengths. Since our model only operates on
sites with mutations, this is not an issue for neither the inverse-folding probability distributions nor
the inter-residue distances.

For BRCA2_HUMAN, three PDB files are provided due to the long wild type sequence length. We use
ProteinMPNN to obtain the distributions at all sites in each PDB file and stitch them together in a
preprocessing step. Calculating the inter-residue distances is however non-trivial and would require a
careful alignment of the three structures. Instead, we drop the distance term, kd, in the kernel for the
BRCA2_HUMAN_Erwood_2022_HEK293T dataset (equivalently setting it to one: kd(x,x′) = 1).

The sequence kernel operates on ESM-2 embeddings. The ESM-2 model has a maximum sequence
length of 1022 amino acids. Protein sequences that are longer than this limit are truncated.

C.4.1 Example wall-clock time

The wall-clock times for generating the results used for the calibration curves in Figures 3a and 3b
and Appendix L.2 for one split scheme can be seen in Table C.1 for Kermut and ProteinNPT. The
experiments were carried out using identical hardware. The test system is however a shared compute
cluster with sharded GPUs, so variance is expected between runs. Generating the full results for
the figures thus takes Kermut approximately 10 minutes while ProteinNPT takes 400 hours. This
shows the significant reduction in computational burden that Kermut allows for. Both ProteinNPT
and Kermut assumes that sequence embeddings are available a priori.

Table C.1: Approximate wall clock times for training and evaluating Kermut and ProteinNPT for a
single split scheme, i.e., by using 5-fold cross validation. While the runtime of Kermut scales with
dataset size, ProteinNPT appears to scale more strongly with sequence length due to the tri-axial
attention.

Dataset Kermut runtime PNPT runtime N L

BLAT_ECOLX 111s ≈ 32h 4996 286
PA_I34A1 45s ≈ 52h 1820 716
TCRG1_MOUSE 19s ≈ 22h 621 37
OPSD_HUMAN 14s ≈ 40h 165 348

C.5 Computational complexity

Evaluating the kernel for two variants x and x′, involves computation of the two components kseq
and kstruct:

For each variant kseq requires a forward pass through ESM-2, which is based on the transformer
architecture and has quadratic scaling with respect to the sequence length. Given the ESM-2
embeddings, the computational complexity is constant in sequence length and number of mutations.
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kstruct requires a single forward pass through ProteinMPNN for the wild type protein. Given the
output of ProteinPMNN, the computational complexity for evaluation of the kernel is m1 × m2

for two proteins with m1 and m2 number of mutations. The computational complexity of k1struct is
constant in sequence length and number of mutations.

D Data

All data and evaluation software is accessed via the ProteinGym [7] repository at https://github.
com/OATML-Markslab/ProteinGym which is under the MIT License.

E Detailed results

The ProteinGym suite provides an aggregation procedure, whereby the predictive performance across
both cross-validation schemes and functional categories can be gauged. We provide these results
in Tables E.1 to E.4. We mirror the label normalization from [19] and [7], where, for each fold of
cross-validation, train and test labels are normalized given the mean and standard deviation of the
training labels. The Spearman correlation coefficient and MSE are then computed in the normalized
space across folds, leading to a single Spearman coefficient and MSE per assay per split (i.e., not as
an average of metrics per CV-fold).

Table E.1: Aggregated Spearman results on the ProteinGym substitution benchmark. Performance
is shown per cross-validation scheme. Kermut reaches superior performance across the board. The
fifth data column shows the non-parametric bootstrap standard error of the difference between the
Spearman performance for each model and Kermut, computed over 10,000 bootstrap samples from
the set of proteins in the ProteinGym substitution benchmark.

Model name Spearman per scheme (↑) Std. err.
Cont. Mod. Rand. Avg.

Kermut 0.610 0.633 0.744 0.662 0.000
ProteinNPT 0.547 0.564 0.730 0.613 0.009
Tranception Emb. 0.490 0.526 0.696 0.571 0.008
MSAT Emb. 0.525 0.538 0.642 0.568 0.013
ESM-1v Emb. 0.481 0.506 0.639 0.542 0.011
TranceptEVE + OHE 0.441 0.440 0.550 0.477 0.012
Tranception + OHE 0.419 0.419 0.535 0.458 0.012
MSAT + OHE 0.410 0.412 0.536 0.453 0.014
DeepSequence + OHE 0.400 0.400 0.521 0.440 0.016
ESM-1v + OHE 0.367 0.368 0.514 0.417 0.014
OHE 0.064 0.027 0.579 0.224 0.014

Table E.2: Aggregated Spearman results on the ProteinGym substitution benchmark. Performance is
shown per functional category. Kermut reaches superior performance across the board.

Model name Spearman per function (↑)
Activity Binding Expression Fitness Stability

Kermut 0.606 0.630 0.672 0.581 0.824
ProteinNPT 0.577 0.536 0.637 0.545 0.772
Tranception Emb. 0.520 0.529 0.613 0.519 0.674
MSAT Emb. 0.547 0.470 0.584 0.493 0.749
ESM-1v Emb. 0.487 0.450 0.587 0.468 0.717
TranceptEVE + OHE 0.502 0.444 0.476 0.470 0.493
Tranception + OHE 0.475 0.416 0.476 0.448 0.473
MSAT + OHE 0.480 0.393 0.463 0.437 0.491
DeepSequence + OHE 0.467 0.418 0.424 0.422 0.471
ESM-1v + OHE 0.421 0.363 0.452 0.383 0.463
OHE 0.213 0.212 0.226 0.194 0.273
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Table E.3: Aggregated MSE results on the ProteinGym substitution benchmark. Performance is
shown per cross-validation scheme. Kermut reaches superior performance across the board. The fifth
data column shows the non-parametric bootstrap standard error of the difference between the MSE
performance for each model and Kermut, computed over 10,000 bootstrap samples from the set of
proteins in the ProteinGym substitution benchmark.

Model name MSE per scheme (↓) Std. err.
Cont. Mod. Rand. Avg.

Kermut 0.699 0.652 0.414 0.589 0.000
ProteinNPT 0.820 0.771 0.459 0.683 0.017
MSAT Emb. 0.836 0.795 0.573 0.735 0.021
Tranception Emb. 0.972 0.833 0.503 0.769 0.023
ESM-1v Emb. 0.937 0.861 0.563 0.787 0.030
TranceptEVE + OHE 0.953 0.914 0.743 0.870 0.019
MSAT + OHE 0.963 0.934 0.749 0.882 0.020
DeepSequence + OHE 0.967 0.940 0.767 0.891 0.017
Tranception + OHE 0.985 0.934 0.766 0.895 0.022
ESM-1v + OHE 0.977 0.949 0.764 0.897 0.013
OHE 1.158 1.125 0.898 1.061 0.017

Table E.4: Aggregated results on the ProteinGym substitution benchmark. Performance is shown per
functional category. Kermut reaches superior performance across the board.

Model name MSE per function (↓)
Activity Binding Expression Fitness Stability

Kermut 0.630 0.843 0.523 0.657 0.289
ProteinNPT 0.703 1.016 0.578 0.752 0.368
MSAT Emb. 0.728 1.092 0.660 0.789 0.405
Tranception Emb. 0.814 1.080 0.639 0.788 0.525
ESM-1v Emb. 0.799 1.231 0.655 0.792 0.456
TranceptEVE + OHE 0.793 1.199 0.780 0.825 0.756
MSAT + OHE 0.810 1.221 0.788 0.836 0.756
DeepSequence + OHE 0.830 1.140 0.832 0.860 0.793
Tranception + OHE 0.831 1.246 0.787 0.845 0.765
ESM-1v + OHE 0.843 1.192 0.795 0.870 0.783
OHE 1.022 1.306 0.986 1.040 0.949

E.1 Results on new splits

The modulo and contiguous splits in ProteinGym were updated in April 2024. For completeness, we
here provide results using Kermut on the updated splits for all 217 DMS assays. These can be seen in
Table E.5, where we observe a slight decrease in performance for the contiguous and modulo splits,
compared to the reference results in Table 1.

Table E.5: Performance on the ProteinGym benchmark using the corrected splits.

Model Model name Spearman (↑) MSE (↓)
type Contig. Mod. Rand. Avg. Contig. Mod. Rand. Avg.

GP Kermut 0.591 0.631 0.744 0.655 0.739 0.680 0.141 0.611
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F Ablation results

In Section 4.1, an ablation study was carried out by removing components of Kermut. In Table 2, the
performance difference in Spearman correlation was shown. In Table F.1 we see the performance
difference in MSE. The aggregated absolute Spearman and MSE values are shown in Tables F.2
and F.3, while we show the performance per functional category in Tables F.4 and F.5. These results
suggest that an even wider combinatorial examination of Kermut’s kernel composition might lead to
slightly increased performance, e.g., by multiplying a Matérn 5/2 sequence kernel with the structure
kernel. We must however note that the standard errors in Tables F.2 and F.3 suggest that while the
product and Matérn configurations lead to better results on the ablation datasets, the differences are
not significant.

In addition to the shown methods, we considered sequence-only kernels as a baselines. One example
is the inverse-multiquadratic Hamming (IMQ-H) kernel from [31]. This kernel, however, relies on
the Hamming distance between one-hot encoded sequences for its covariances. For ProteinGym’s
single-mutant benchmark, this is not sufficient as the Hamming distance between all variants is 2,
resulting in constant predictions for all folds and subsequent Spearman correlations narrowly centered
on 0.

Table F.1: Ablation results. Key components of the kernel are removed and the model is trained
and evaluated on 174/217 assays from the ProteinGym benchmark. The ablation column shows the
alteration to the GP formulation. The metrics are subtracted from Kermut to show the change in
performance. Positive ∆MSE values indicate drop in performance.

Description Ablation ∆MSE
Contig. Mod. Rand. Avg.

No structure kernel kstruct = 0 0.096 0.087 0.046 0.076
No sequence kernel kseq = 0 0.060 0.059 0.077 0.065
No inter-residue dist. kd = 1 0.058 0.060 0.011 0.043
No mut. prob./site comp. kp = kH = 1 0.046 0.040 0.024 0.036
Const. mean m(x) = α 0.042 0.036 0.015 0.030
No mut. prob. kp = 1 0.032 0.021 0.022 0.024
No site comp. kH = 1 0.005 0.009 0.008 0.006

Table F.2: Ablation results. Key components of the kernel are removed or altered and the model
is trained and evaluated on 174/217 assays from the ProteinGym benchmark. The ablation column
shows the alteration to the kernel formulation.

Description Ablation Spearman (↑) Std. err.
Contig. Mod. Rand. Avg.

No structure kernel kstruct = 0 0.523 0.550 0.710 0.594 0.009
No sequence kernel kseq = 0 0.565 0.582 0.695 0.614 0.006
No inter-residue dist. kd = 1 0.556 0.577 0.739 0.624 0.004
No mut. prob./site comp. kp = kH = 1 0.570 0.591 0.737 0.633 0.006
Const. mean m(x) = α 0.569 0.596 0.735 0.633 0.007
No mut. prob. kp = 1 0.583 0.609 0.738 0.643 0.004
No site comp. kH = 1 0.599 0.619 0.743 0.653 0.002
Kermut (SE in kH ) kH = kSE 0.598 0.621 0.745 0.655 0.002
Kermut (JSD in kH ) kH = kJSD 0.604 0.626 0.745 0.658 0.001
Kermut (Matérn in kseq) kseq = kMatérn5/2 0.608 0.629 0.746 0.661 0.002
Kermut (product) k = kstruct × kseq 0.606 0.632 0.750 0.662 0.003

Kermut 0.605 0.628 0.743 0.659 0.000
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Table F.3: Ablation results. Key components of the kernel are removed or altered and the model
is trained and evaluated on 174/217 assays from the ProteinGym benchmark. The ablation column
shows the alteration to the kernel formulation.

Description Ablation MSE (↓) Std. err.
Contig. Mod. Rand. Avg.

No structure kernel kstruct = 0 0.825 0.769 0.460 0.684 0.012
No sequence kernel kseq = 0 0.791 0.744 0.492 0.676 0.008
No inter-residue dist. kd = 1 0.789 0.743 0.426 0.652 0.006
No mut. prob./site comp. kp = kH = 1 0.775 0.722 0.436 0.644 0.007
Const. mean m(x) = α 0.770 0.718 0.429 0.639 0.005
No mut. prob. kp = 1 0.761 0.704 0.436 0.634 0.006
No site comp. kH = 1 0.735 0.691 0.421 0.616 0.002
Kermut (SE in kH ) kH = kSE 0.738 0.690 0.416 0.614 0.003
Kermut (JSD in kH ) kH = kJSD 0.731 0.684 0.415 0.610 0.002
Kermut (Matérn in kseq) kseq = kMatérn5/2 0.724 0.678 0.414 0.605 0.002
Kermut (product) k = kstruct × kseq 0.726 0.678 0.411 0.605 0.004

Kermut 0.730 0.683 0.420 0.611 0.000

Table F.4: Ablation results. Key components of the kernel are removed or altered and the model
is trained and evaluated on 174/217 assays from the ProteinGym benchmark. The ablation column
shows the alteration to the kernel formulation. Performance is shown per functional category.

Model name Ablation Spearman per function (↑)
Activity Binding Expression Fitness Stability

Const. mean m(x) = α 0.579 0.580 0.651 0.536 0.821
No site comp. kH = 1 0.590 0.619 0.664 0.574 0.820
No mut. prob. kp = 1 0.590 0.611 0.651 0.564 0.801
No mut. prob./site comp. kp = kH = 1 0.569 0.601 0.648 0.557 0.790
No inter-residue dist. kd = 1 0.562 0.560 0.634 0.546 0.818
No sequence kernel kseq = 0 0.578 0.616 0.611 0.547 0.716
No structure kernel kstruct = 0 0.531 0.529 0.614 0.519 0.778
Kermut (Matérn in kseq) kseq = kMatérn5/2 0.604 0.625 0.667 0.581 0.828
Kermut (SE in kH ) kH = kSE 0.593 0.623 0.664 0.576 0.818
Kermut (JSD in kH ) kH = kJSD 0.599 0.628 0.664 0.578 0.823
Kermut (product) k = kstruct × kseq 0.599 0.632 0.674 0.578 0.829

Kermut 0.602 0.625 0.665 0.578 0.824

Table F.5: Ablation results. Key components of the kernel are removed or altered and the model
is trained and evaluated on 174/217 assays from the ProteinGym benchmark. The ablation column
shows the alteration to the kernel formulation. Performance is shown per functional category.

Model name Ablation MSE per function (↓)
Activity Binding Expression Fitness Stability

Const. mean m(x) = α 0.672 0.932 0.575 0.710 0.304
No site comp. kH = 1 0.651 0.906 0.557 0.669 0.295
No mut. prob. kp = 1 0.651 0.923 0.584 0.682 0.327
No mut. prob./site comp. kp = kH = 1 0.672 0.933 0.586 0.688 0.343
No inter-residue dist. kd = 1 0.696 0.965 0.599 0.702 0.301
No sequence kernel kseq = 0 0.673 0.926 0.622 0.718 0.440
No structure kernel kstruct = 0 0.712 0.993 0.626 0.734 0.358
Kermut (Matérn in kseq) kseq = kMatérn5/2 0.636 0.891 0.555 0.662 0.283
Kermut (SE in kH ) kH = kSE 0.648 0.899 0.558 0.669 0.299
Kermut (JSD in kH ) kH = kJSD 0.642 0.893 0.558 0.667 0.291
Kermut (product) k = kstruct × kseq 0.643 0.884 0.548 0.667 0.283

Kermut 0.640 0.903 0.558 0.665 0.289
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G Results for multi-mutants in ProteinGym

69 of the datasets from the ProteinGym benchmark include multi-mutants. In addition to the
random, modulo, and contiguous split, these also have a fold_rand_multiples split. We here
show the results for Kermut in this setting. Of the 69 datasets, we select 52 which (due to the
cubic scaling of fitting GPs) include fewer than 7500 variant sequences. We additionally ignore
the GCN4_YEAST_Staller_2018 dataset which has a very large number of mutations. This leads
to a total of 51 datasets. All results where the training domain is "1M/2M→" are from models
trained using the above split. The "1M→" domain results correspond to training the model once on
single mutants and evaluating it on double mutants. In addition to Kermut, we include as a baseline
results from a GP using the sequence kernel operating on mean-pooled ESM-2 embeddings. This is
equivalent to setting the structure kernel to 0, kstruct = 0 as in Table 2. For results on the multi-mutant
GB1 landscape from FLIP [6], see Appendix H.

Table G.1: Results in multi-mutant setting. Each row corresponds to a different setting of training
and evaluation domain. Third row corresponds to the fold_rand_multiples split-scheme from
ProteinGym. Experiments are carried out on 51 datasets, corresponding to all datasets with multiple
mutants with less than 7500 variants in total with the exception of GCN4_YEAST_Staller_2018,
which has been removed due to its high mutation count. ∗: Constant mean.

Spearman (↑) MSE (↓)
Domain Kermut Kermut∗ kseq Kermut Kermut∗ kseq

1M/2M→1M 0.910 0.908 0.879 0.139 0.143 1.154
1M/2M→2M 0.895 0.895 0.873 0.103 0.103 1.044
1M/2M→1M/2M 0.938 0.937 0.913 0.116 0.118 1.092
1M→2M 0.650 0.660 0.648 0.805 0.580 0.506

H Results on GB1 landscape from the FLIP benchmark

To further investigate Kermut’s performance in a multi-mutant setting, we apply it to the GB1 fitness
landscape from FLIP [6]. The results can be seen in Table H.1. Kermut’s base configuration severely
underperforms in the 1-vs-rest split, while reaching similar correlation coefficients in the 2-vs-rest
and 3-vs-rest splits. A reason for the initial low score might be the that the accuracy of zero-shot
methods at different mutation orders tend to decrease with higher mutation count. Despite this, we
still see low performance compared to other models when removing the zero-shot mean function.

The GB1 landscape is comprised of 149,361 mutations at exactly four highly epistatic positions
in the GB1 binding domain of Protein G. This is a challenging task for Kermut, whose structural
kernel directly compares sites. With only four sites to compare, Kermut fails to accurately model the
fitness landscape. Additionally, as described in the main text, the only epistatic modeling in Kermut
is via the mean-pooled protein language model embeddings in the sequence kernel, which proves
insufficient to capture the interplay of these highly epistatic sites. Further experimentation is required
to thoroughly gauge Kermut’s performance across diverse multi-mutant assays where the number of
mutated residues is variable and epistatis plays a central role.
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Table H.1: Performance on FLIP’s GB1 landscape. ∗: Reference results from FLIP. Best and second
best scores per split has been highlighted.

Model 1-vs-rest 2-vs-rest 3-vs-rest low-vs-high

ESM-1b (per AA)∗ 0.28 0.55 0.79 0.59
ESM-1b (mean)∗ 0.32 0.36 0.54 0.13
ESM-1b (mut mean) ∗ -0.08 0.19 0.49 0.45
ESM-1v (per AA)∗ 0.28 0.28 0.82 0.51
ESM-1v (mean)∗ 0.32 0.32 0.77 0.10
ESM-1v (mut mean)∗ 0.19 0.19 0.80 0.49

ESM-untrained (per AA)∗ 0.06 0.06 0.48 0.23
ESM-untrained (mean)∗ 0.05 0.05 0.46 0.10
ESM-untrained (mut mean)∗ 0.21 0.21 0.57 0.13
Ridge∗ 0.28 0.59 0.76 0.34
CNN∗ 0.17 0.32 0.83 0.51

Levenshtein∗ 0.17 0.16 -0.04 -0.10
BLOSUM62∗ 0.15 0.14 0.01 -0.13

Kermut -0.14 0.52 0.77 0.35
Kermut (constant mean) 0.37 0.55 0.77 0.36
Baseline GP 0.40 0.57 0.73 0.42

I Histogram over assays for multi-mutant datasets

A histogram over normalized assay values for 51/69 dataset with multi-mutants (total fewer than
7500 sequences) can be seen in Figure I.1. The histograms are colored according to the number of
mutations per variant. The assay distribution belong to different modalities depending on the number
of mutations present, where double mutations often lead to a loss of fitness.
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Figure I.1: Histogram over normalized assay values for 51/69 datasets with multi-mutants. All
datasets with more than 7500 variants are ignored. The histograms are colored according to the
number of mutations per variant. The assay distribution belong to different modalities depending on
the number of mutations present, where double mutations commonly lead to a loss of fitness.

J Uncertainty calibration

J.1 Confidence interval-based calibration

Given a collection of mean predictions and uncertainties, we wish to gauge how well-calibrated the
uncertainties are. The posterior predictive mean and variance for each data point is interpreted as a
Gaussian distribution and symmetric intervals of varying confidence are placed on each prediction
[41]. In a well-calibrated model, approximately x % of predictions should lie within a x % confidence

26



interval, e.g., 50% of observations should fall in the 50% confidence interval. The confidence
intervals are discretized into K bins and the fraction of predictions falling within in bin is calculated.
The calibration curve then plots the confidence intervals vs. the fractions, whereby a diagonal
line corresponds to perfect calibration. Given the fractions and confidence intervals, the expected
calibration error (ECE) is calculated as

ECE =
1

K

K∑
i=1

|acc(i)− i|,

where K is the number of bins, i indicates the equally spaced confidence intervals, and acc(i) is the
fraction of predictions falling within the ith confidence interval.

J.2 Error-based calibration

An alternative method of gauging calibratedness is error-based calibration where the prediction
error is tied directly to predictions [41, 42]. The predictions are sorted according to their predictive
uncertainty and placed into K bins. For each bin, the root mean square error (RMSE) and root mean
variance (RMV) is computed. In error-based calibration, a well-calibrated model as equal RMSE
and RMV, i.e., a diagonal line. The x and y values in the resulting calibration plot are however
not normalized from 0 to 1 as in confidence interval-based calibration. The expected normalized
calibration error (ENCE) can be computed as

ENCE =
1

K

K∑
i=1

|RMV(i)− RMSE(i)|
RMV(i)

.

Additionally, we compute the coefficient of variation (cv) as

cv =

√∑N
n=1(σn−µσ)2

N−1

µσ
,

where µσ = 1
N

∑N
n=1 σn, and where n indexes the N data points [42].

J.3 Uncertainty calibration across all datasets

To quantitatively describe the calibratedness of Kermut across all datasets, we compute the above
calibration metrics for all split schemes and folds. We do this for Kermut and a baseline GP using the
sequence kernel on ESM-2 embeddings (equivalent to the sequence kernel from Equation (3) with a
constant mean). These values can be seen in Figure J.1 for each of the three main split-schemes, the
1M/2M→1M/2M split (“Multiples”), and the 1M→2M split (“Extrapolation”). For the three main
splits, we see that the calibratedness measured by the ENCE correlates with performance, where the
lowest values are seen in the random setting. Generally, we see that the inclusion of the structure
kernel improves not only performance (see Table 2) but also calibration, as the ECE and ENCE values
are consistently better for Kermut, with the exception of ENCE in the extrapolation domain. We
however see that the sequence kernel (squared exponential) consistently provide predictive variances
that themselves vary more, which is generally preferable.

Overall, we can conclude that Kermut appears to be well-calibrated both qualitatively and quantita-
tively. While the ECE values are generally small and similar, the ENCE values suggest a more nuanced
calibration landscape, where we can expect low errors when our model predicts low uncertainties,
particularly in the random scheme.

For each dataset, split, and fold, we perform a linear regression to the error-based calibration curves
and summarize the slope and intercept. As perfect calibration corresponds to a diagonal line, we want
the distribution over the slopes to be centred on one and the distribution over intercepts to be centred
on zero. Boxplots for this analysis can be seen in Appendix J.3. As indicated in (a), most of Kermut’s
calibration curves are well-behaved, while the baseline GP in (b) is generally poorly calibrated.
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Figure J.1: Calibration metrics per domain for Kermut and the sequence kernel on ESM-2 embed-
dings. Random, modulo, and contiguous domains are from the ProteinGym substitution benchmark.
Multiples corresponds to training and testing on both single and double mutants. Extrapolation
corresponds to training on singles and predicting on doubles. 51 datasets with multi-mutants was
used for the figure for all domains for comparability. The performance results for the multi-mutant
setting can be found in Table G.1. Errorbars correspond to standard error.
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Figure J.2: Boxplot of intercepts and slopes of error-based calibration curves for Kermut and a
baseline GP with the sequence kernel on ESM-2 embeddings. Perfect calibration has an intercept of
zero and a slope of one (indicated by dashed lines). The baseline GP has poor calibration compared
to Kermut. Horizontal lines indicate 0.9, 0.75, 0.5, 0.25, 0.1 quantiles.
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K Predicted vs. true values for calibration datasets

K.1 BLAT_ECOLX_Stiffler_2015
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Figure K.1: Predicted means (±2σ) vs. true values. Columns correspond to CV-schemes. Rows
correspond to test folds. Perfect prediction corresponds to dashed diagonal line (x = y).
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K.2 PA_I34A1_Wu_2015
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Figure K.2: Predicted means (±2σ) vs. true values. Columns correspond to CV-schemes. Rows
correspond to test folds. Perfect prediction corresponds to dashed diagonal line (x = y).
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K.3 TCRG1_MOUSE_Tsuboyama_2023
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Figure K.3: Predicted means (±2σ) vs. true values. Columns correspond to CV-schemes. Rows
correspond to test folds. Perfect prediction corresponds to dashed diagonal line (x = y).
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K.4 OPSD_HUMAN_Wan_2019

2.5

0.0

2.5

5.0

Pr
ed

ic
tio

n 
(f

ol
d 

1)

Random Modulo Contiguous

2.5

0.0

2.5

5.0

Pr
ed

ic
tio

n 
(f

ol
d 

2)

2.5

0.0

2.5

5.0

Pr
ed

ic
tio

n 
(f

ol
d 

3)

2.5

0.0

2.5

5.0

Pr
ed

ic
tio

n 
(f

ol
d 

4)

0 2 4
Target

2.5

0.0

2.5

5.0

Pr
ed

ic
tio

n 
(f

ol
d 

5)

0 2 4
Target

0 2 4
Target

Figure K.4: Predicted means (±2σ) vs. true values. Columns correspond to CV-schemes. Rows
correspond to test folds. Perfect prediction corresponds to dashed diagonal line (x = y).
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L Calibration curves for ProteinNPT

L.1 ProteinNPT details

We use ProteinNPT using the provided software in the paper with the default settings. We generate
the MSA Transformer embeddings manually using the provided software from ProteinNPT. During
evaluation, we predict using Monte Carlo dropout (with 25 samples, as described in the ProteinNPT
appendix). An uncertainty estimate per test sequence is obtained by taking the standard deviation
over the 25 samples as prescribed.

L.2 Calibration curves
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Figure L.1: Calibration curves for ProteinNPT on the four dataset from Table 3. Standard deviation
over CV folds is shown as vertical bars. Perfect calibration corresponds to diagonal lines (y = x) and
is shown as dashed lines in each plot. The predictive uncertainties for ProteinNPT are very small,
resulting in poor out-of-the-box calibration as seen on the x-axis in (b) and in Figures L.2 to L.5.
However, as indicated by the trend in both (a) and (b), the errors correlate with the magnitude of the
uncertainties. This suggests that a recalibration might be sufficient to achieve good calibration.

33



L.3 Predicted vs. true values for calibration datasets
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Figure L.2: Predicted means by ProteinNPT (±2σ) vs. true values. Columns correspond to CV-
schemes. Rows correspond to test folds. Perfect prediction corresponds to dashed diagonal line
(x = y). While the predictions are good, the model is very overconfident.
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L.3.2 PA_I34A1_Wu_2015
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Figure L.3: Predicted means by ProteinNPT (±2σ) vs. true values. Columns correspond to CV-
schemes. Rows correspond to test folds. Perfect prediction corresponds to dashed diagonal line
(x = y). Despite the relatively poor predictions, the model remains overconfident.
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L.3.3 TCRG1_MOUSE_Tsuboyama_2023
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Figure L.4: Predicted means by ProteinNPT (±2σ) vs. true values. Columns correspond to CV-
schemes. Rows correspond to test folds. Perfect prediction corresponds to dashed diagonal line
(x = y). While the predictions are good, the model is very overconfident. Despite the relatively poor
predictions, the model remains overconfident.
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L.3.4 OPSD_HUMAN_Wan_2019
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Figure L.5: Predicted means by ProteinNPT (±2σ) vs. true values. Columns correspond to CV-
schemes. Rows correspond to test folds. Perfect prediction corresponds to dashed diagonal line
(x = y).
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M Alternative zero-shot methods

Kermut uses a linear transformation of a variant’s zero-shot score as its mean function. In the main
results ESM-2 was used. We here provide additional results where different zero-shot methods are
used. The experiments are carried out as the ablation results in Section 4.1, i.e., on 174/217 datasets.
All zero-shot scores are pre-computed and are available via the ProteinGym suite.

Using a zero-shot mean function instead of a constant mean evidently leads to increased performance.
The magnitude of the improvement depends on the chosen zero-shot method, where the order roughly
corresponds to that of the zero-shot scores in ProteinGym. We do however see that opting for EVE
yields the largest performance increase.

Table M.1: Performance using alternate zero-shot methods. The experiments are carried out on
174/217 datasets. ∗: ESM-2 in this table is equivalent to Kermut from the main results in Table 1.

Zero-shot predictor Spearman (↑) MSE (↓)
Contig. Mod. Rand. Avg. Contig. Mod. Rand. Avg.

EVE 0.608 0.627 0.750 0.662 0.731 0.682 0.412 0.608
ESM-2∗ 0.605 0.628 0.743 0.659 0.730 0.683 0.420 0.611
GEMME 0.605 0.622 0.744 0.657 0.728 0.682 0.416 0.609
VESPA 0.606 0.623 0.742 0.657 0.737 0.698 0.424 0.620
TranceptEVE L 0.600 0.619 0.744 0.654 0.741 0.693 0.420 0.618
ESM-IF 0.583 0.606 0.738 0.642 0.757 0.708 0.424 0.630
ProteinMPNN 0.575 0.599 0.734 0.636 0.769 0.718 0.429 0.639
Constant mean 0.569 0.596 0.735 0.633 0.770 0.718 0.429 0.639
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N Hyperparameter visualization

N.1 Hyperparameter distributions

The distributions of Kermut’s hyperparameters across a number of datasets from ProteinGym can be
seen divided by split scheme in Figure N.1. λ is a scale parameter for the structure kernel, while π is
a balancing parameter which lets the model assign importance to the structure and sequence kernels,
respectively. γ1, γ2, and γ3 are scale coefficients in the kernels’ exponents. Their inverses are shown
to facilitate easier comparison with the squared exponential kernel’s lengthscale, lSE.
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Figure N.1: Distributions of Kermut’s hyperparameter across ProteinGym assays and splits. The
inverses of γ1, γ2, and γ3 are shown to facilitate easier comparison with the sequence kernel’s
lengthscale.
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N.2 Hyperparameters vs. dataset size
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Figure N.2: Distributions of Kermut’s hyperparameter across ProteinGym assays and splits visualized
against dataset sizes. The inverses of γ1, γ2, and γ3 are shown to facilitate easier comparison with
the sequence kernel’s lengthscale.

40



N.3 Hyperparameters vs. sequence length
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Figure N.3: Distributions of Kermut’s hyperparameter across ProteinGym assays and splits visualized
against sequence length. The inverses of γ1, γ2, and γ3 are shown to facilitate easier comparison with
the sequence kernel’s lengthscale.
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N.4 π vs. λ
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Figure N.4: The structure kernel scale hyperparameter, λ, is shown against the kernel balancing
hyperparameter, π.
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O Detailed results per DMS

We show the performance of Kermut and ProteinNPT per DMS assay in Figures O.1 to O.4. The
figures show the average performance and the performance per split, respectively.

O.1 Detailed results per DMS (average)

0.00 0.25 0.50 0.75 1.00

Q53Z42_HUMAN_McShan_2019_expression
CAPSD_AAV2S_Sinai_2021

DLG4_HUMAN_Faure_2021
POLG_DEN26_Suphatrakul_2023

ANCSZ_Hobbs_2022
PHOT_CHLRE_Chen_2023
SRC_HUMAN_Ahler_2019

YAP1_HUMAN_Araya_2012
CASP3_HUMAN_Roychowdhury_2020

KCNE1_HUMAN_Muhammad_2023_function
Q59976_STRSQ_Romero_2015

C6KNH7_9INFA_Lee_2018
D7PM05_CLYGR_Somermeyer_2022

TRPC_SACS2_Chan_2017
A0A2Z5U3Z0_9INFA_Doud_2016

NUD15_HUMAN_Suiter_2020
VKOR1_HUMAN_Chiasson_2020_abundance

S22A1_HUMAN_Yee_2023_activity
TADBP_HUMAN_Bolognesi_2019

OPSD_HUMAN_Wan_2019
PKN1_HUMAN_Tsuboyama_2023_1URF

RASK_HUMAN_Weng_2022_binding-DARPin_K55
MTH3_HAEAE_RockahShmuel_2015

FKBP3_HUMAN_Tsuboyama_2023_2KFV
CAR11_HUMAN_Meitlis_2020_lof

RASH_HUMAN_Bandaru_2017
NPC1_HUMAN_Erwood_2022_RPE1

SPIKE_SARS2_Starr_2020_binding
AMIE_PSEAE_Wrenbeck_2017

P53_HUMAN_Kotler_2018
BLAT_ECOLX_Jacquier_2013
RL40A_YEAST_Roscoe_2013

RAD_ANTMA_Tsuboyama_2023_2CJJ
RFAH_ECOLI_Tsuboyama_2023_2LCL

KKA2_KLEPN_Melnikov_2014
S22A1_HUMAN_Yee_2023_abundance

CP2C9_HUMAN_Amorosi_2021_abundance
PABP_YEAST_Melamed_2013

UBR5_HUMAN_Tsuboyama_2023_1I2T
SOX30_HUMAN_Tsuboyama_2023_7JJK

SPG1_STRSG_Wu_2016
P84126_THETH_Chan_2017

PSAE_SYNP2_Tsuboyama_2023_1PSE
ODP2_GEOSE_Tsuboyama_2023_1W4G

PR40A_HUMAN_Tsuboyama_2023_1UZC
POLG_PESV_Tsuboyama_2023_2MXD

PRKN_HUMAN_Clausen_2023
SBI_STAAM_Tsuboyama_2023_2JVG

NPC1_HUMAN_Erwood_2022_HEK293T
BCHB_CHLTE_Tsuboyama_2023_2KRU
SAV1_MOUSE_Tsuboyama_2023_2YSB
ISDH_STAAW_Tsuboyama_2023_2LHR

SPTN1_CHICK_Tsuboyama_2023_1TUD
DOCK1_MOUSE_Tsuboyama_2023_2M0Y
PITX2_HUMAN_Tsuboyama_2023_2L7M
THO1_YEAST_Tsuboyama_2023_2WQG

YAIA_ECOLI_Tsuboyama_2023_2KVT
SCIN_STAAR_Tsuboyama_2023_2QFF

RCRO_LAMBD_Tsuboyama_2023_1ORC
DN7A_SACS2_Tsuboyama_2023_1JIC

CUE1_YEAST_Tsuboyama_2023_2MYX
YNZC_BACSU_Tsuboyama_2023_2JVD

CP2C9_HUMAN_Amorosi_2021_activity
SPIKE_SARS2_Starr_2020_expression
ARGR_ECOLI_Tsuboyama_2023_1AOY

OTC_HUMAN_Lo_2023
P53_HUMAN_Giacomelli_2018_WT_Nutlin

CBPA2_HUMAN_Tsuboyama_2023_1O6X
OTU7A_HUMAN_Tsuboyama_2023_2L2D

CATR_CHLRE_Tsuboyama_2023_2AMI
SPA_STAAU_Tsuboyama_2023_1LP1

SRBS1_HUMAN_Tsuboyama_2023_2O2W
RS15_GEOSE_Tsuboyama_2023_1A32

NKX31_HUMAN_Tsuboyama_2023_2L9R
MBD11_ARATH_Tsuboyama_2023_6ACV

SPG2_STRSG_Tsuboyama_2023_5UBS
GRB2_HUMAN_Faure_2021

CBX4_HUMAN_Tsuboyama_2023_2K28
MYO3_YEAST_Tsuboyama_2023_2BTT

BLAT_ECOLX_Stiffler_2015
VILI_CHICK_Tsuboyama_2023_1YU5

BBC1_YEAST_Tsuboyama_2023_1TG0
HCP_LAMBD_Tsuboyama_2023_2L6Q

A4GRB6_PSEAI_Chen_2020
HECD1_HUMAN_Tsuboyama_2023_3DKM

BLAT_ECOLX_Firnberg_2014
FECA_ECOLI_Tsuboyama_2023_2D1U

MAFG_MOUSE_Tsuboyama_2023_1K1V
DNJA1_HUMAN_Tsuboyama_2023_2LO1
CSN4_MOUSE_Tsuboyama_2023_1UFM

EPHB2_HUMAN_Tsuboyama_2023_1F0M
VG08_BPP22_Tsuboyama_2023_2GP8

RCD1_ARATH_Tsuboyama_2023_5OAO
OBSCN_HUMAN_Tsuboyama_2023_1V1C
UBE4B_HUMAN_Tsuboyama_2023_3L1X

PIN1_HUMAN_Tsuboyama_2023_1I6C
VRPI_BPT7_Tsuboyama_2023_2WNM

RD23A_HUMAN_Tsuboyama_2023_1IFY
SDA_BACSU_Tsuboyama_2023_1PV0

TCRG1_MOUSE_Tsuboyama_2023_1E0L
TNKS2_HUMAN_Tsuboyama_2023_5JRT
AMFR_HUMAN_Tsuboyama_2023_4G3O
RBP1_HUMAN_Tsuboyama_2023_2KWH
SR43C_ARATH_Tsuboyama_2023_2N88

SQSTM_MOUSE_Tsuboyama_2023_2RRU
RPC1_BP434_Tsuboyama_2023_1R69

PPARG_HUMAN_Majithia_2016
NUSA_ECOLI_Tsuboyama_2023_1WCL
NUSG_MYCTU_Tsuboyama_2023_2MI6

ProteinNPT Kermut

(a) Top half

0.00 0.25 0.50 0.75 1.00

HIS7_YEAST_Pokusaeva_2019
A0A1I9GEU1_NEIME_Kennouche_2019

SCN5A_HUMAN_Glazer_2019
CALM1_HUMAN_Weile_2017

ENV_HV1B9_DuenasDecamp_2016
CAS9_STRP1_Spencer_2017_positive

AICDA_HUMAN_Gajula_2014_3cycles
ENVZ_ECOLI_Ghose_2023

ENV_HV1BR_Haddox_2016
TPK1_HUMAN_Weile_2017

F7YBW8_MESOW_Aakre_2015
PA_I34A1_Wu_2015

F7YBW7_MESOW_Ding_2023
RAF1_HUMAN_Zinkus-Boltz_2019

B2L11_HUMAN_Dutta_2010_binding-Mcl-1
REV_HV1H2_Fernandes_2016

VKOR1_HUMAN_Chiasson_2020_activity
GCN4_YEAST_Staller_2018

CBS_HUMAN_Sun_2020
A0A140D2T1_ZIKV_Sourisseau_2019

KCNJ2_MOUSE_Coyote-Maestas_2022_function
CCDB_ECOLI_Tripathi_2016

CCR5_HUMAN_Gill_2023
HSP82_YEAST_Cote-Hammarlof_2020_growth-H2O2

GFP_AEQVI_Sarkisyan_2016
A0A2Z5U3Z0_9INFA_Wu_2014

HEM3_HUMAN_Loggerenberg_2023
TAT_HV1BR_Fernandes_2016

GDIA_HUMAN_Silverstein_2021
BRCA2_HUMAN_Erwood_2022_HEK293T

MK01_HUMAN_Brenan_2016
UBE4B_MOUSE_Starita_2013

Q6WV13_9MAXI_Somermeyer_2022
MSH2_HUMAN_Jia_2020
NCAP_I34A1_Doud_2015

CD19_HUMAN_Klesmith_2019_FMC_singles
GLPA_HUMAN_Elazar_2016

I6TAH8_I68A0_Doud_2015
ACE2_HUMAN_Chan_2020

TPOR_HUMAN_Bridgford_2020
RPC1_LAMBD_Li_2019_high-expression

NRAM_I33A0_Jiang_2016
OXDA_RHOTO_Vanella_2023_activity

KCNJ2_MOUSE_Coyote-Maestas_2022_surface
SYUA_HUMAN_Newberry_2020
PAI1_HUMAN_Huttinger_2021

HSP82_YEAST_Flynn_2019
KCNH2_HUMAN_Kozek_2020

A4D664_9INFA_Soh_2019
SHOC2_HUMAN_Kwon_2022

RDRP_I33A0_Li_2023
Q8WTC7_9CNID_Somermeyer_2022

CAR11_HUMAN_Meitlis_2020_gof
A0A247D711_LISMN_Stadelmann_2021

AACC1_PSEAI_Dandage_2018
DYR_ECOLI_Nguyen_2023

PTEN_HUMAN_Mighell_2018
ADRB2_HUMAN_Jones_2020
DYR_ECOLI_Thompson_2019

POLG_CXB3N_Mattenberger_2021
HXK4_HUMAN_Gersing_2023_abundance

POLG_HCVJF_Qi_2014
SRC_HUMAN_Chakraborty_2023_binding-DAS_25uM

LYAM1_HUMAN_Elazar_2016
UBC9_HUMAN_Weile_2017

SUMO1_HUMAN_Weile_2017
TPMT_HUMAN_Matreyek_2018

OXDA_RHOTO_Vanella_2023_expression
BRCA1_HUMAN_Findlay_2018

SERC_HUMAN_Xie_2023
IF1_ECOLI_Kelsic_2016

TRPC_THEMA_Chan_2017
SRC_HUMAN_Nguyen_2022

RPC1_LAMBD_Li_2019_low-expression
BLAT_ECOLX_Deng_2012

MTHR_HUMAN_Weile_2021
ESTA_BACSU_Nutschel_2020
DLG4_RAT_McLaughlin_2012
HSP82_YEAST_Mishra_2016
RL40A_YEAST_Roscoe_2014

PTEN_HUMAN_Matreyek_2021
RL40A_YEAST_Mavor_2016

ERBB2_HUMAN_Elazar_2016
MET_HUMAN_Estevam_2023

SPG1_STRSG_Olson_2014
Q2N0S5_9HIV1_Haddox_2018

KCNE1_HUMAN_Muhammad_2023_expression
HXK4_HUMAN_Gersing_2022_activity

A0A192B1T2_9HIV1_Haddox_2018
ILF3_HUMAN_Tsuboyama_2023_2L33

PPM1D_HUMAN_Miller_2022
Q837P4_ENTFA_Meier_2023
SC6A4_HUMAN_Young_2021

P53_HUMAN_Giacomelli_2018_Null_Etoposide
Q837P5_ENTFA_Meier_2023
HMDH_HUMAN_Jiang_2019

CASP7_HUMAN_Roychowdhury_2020
MLAC_ECOLI_MacRae_2023
GAL4_YEAST_Kitzman_2015

RNC_ECOLI_Weeks_2023
R1AB_SARS2_Flynn_2022
A4_HUMAN_Seuma_2022

RASK_HUMAN_Weng_2022_abundance
Q53Z42_HUMAN_McShan_2019_binding-TAPBPR

RL20_AQUAE_Tsuboyama_2023_1GYZ
P53_HUMAN_Giacomelli_2018_Null_Nutlin

LGK_LIPST_Klesmith_2015
CCDB_ECOLI_Adkar_2012

ProteinNPT Kermut

(b) Bottom half

Figure O.1: Spearman’s correlation per DMS assay, averaged over the three split schemes. The figure
has been split in two to fit.
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O.2 Detailed results per DMS (random)
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Figure O.2: Spearman’s correlation per DMS assay in the random split scheme. The figure has been
split in two to fit. The performance difference between Kermut and ProteinNPT for the random split
is smallest (a), i.e., for the assays where the performance is high.
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O.3 Detailed results per DMS (modulo)
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Figure O.3: Spearman’s correlation per DMS assay in the modulo split scheme. The figure has been
split in two to fit. In the modulo split we see the clear improvement that the structure kernel offers,
where performance increase over ProteinNPT is significantly higher in for many datasets.
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O.4 Detailed results per DMS (contiguous)
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Figure O.4: Spearman’s correlation per DMS assay in the contiguous split scheme. The figure has
been split in two to fit.

P Ethics

We have introduced a general framework to predict variant effects given labeled data. The intent of
our work is to use the framework to model and subsequently optimize proteins. We acknowledge
that – in principle – any protein property can be modeled (depending on the available data), which
means that potentially harmful proteins can be engineered using our method. We encourage the
community to use our proposed method for beneficial purposes only, such as the engineering of
efficient enzymes or for the characterization of potentially pathogenic variants for the betterment of
biological interpretation and clinical treatment.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The contributions are listed in the introduction (Section 1) and match the
results (Section 4) as described in the discussion (Section 5).
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitations are outlined in the discussion (Section 5).
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: See Section 3.3 for theoretical results and Appendix B for further details and
proofs.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Implementation details (both software and data) can be found in Appendix C.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: The full codebase can be found in an attached zip archive, while a public
GitHub repository will be made available when anonymity is no longer an issue. All data is
extracted directly from the ProteinGym repository, according to their instructions.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: All experimental details are described in Appendix C.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: The figures containing errorbars explicitly state which type of errorbar is
shown. For the main results, the non-parametric bootstrap error is included in Table E.2.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Both computer resources and examples of execution time are described in
Appendix C.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Ethical considerations are discussed in Appendix P.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Broader impacts of our model are discussed in Appendix P.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [No]
Justification: We have not described safeguards due to the low risk of misuse, while we
however describe potential misuse in Appendix P.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: Credit is given to the benchmark data and software in Appendix D.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The codebase falls under the open source MIT Licence (Appendix A). Docu-
mentation can be found throughout the codebase and specifically in the README file in the
anonymous zip archive.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: No crowdsourcing or research with human subjects was done in this study.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The study did not include any participants.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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