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ABSTRACT
This work tackles the persistent challenge of image-text retrieval,
a key problem at the intersection of computer vision and natural
language processing. Despite significant advancements facilitated
by large-scale Contrastive Language-Image Pretraining (CLIP) mod-
els, we found that existing methods fall short in bridging the fine-
grained semantic gap between visual and textual representations,
particularly in capturing the nuanced interplay of local visual de-
tails and the textual descriptions. To address the above pitfalls, we
propose a general framework called Local and Generative-driven
Modality Gap Correction (LG-MGC), which devotes to simultane-
ously enhancing representation learning and alleviating the modal-
ity gap in cross-modal retrieval. Specifically, the proposed model
consists of two main components: a local-driven semantic comple-
tion module, which complements specific local context information
that overlooked by traditional models within global features, and
a generative-driven semantic translation module, which leverages
generated features as a bridge to mitigate the modality gap. This
framework not only tackles the granularity of semantic correspon-
dence and improves the performance of existing methods without
requiring additional trainable parameters, but is also designed to be
plug-and-play, allowing for easy integration into existing retrieval
models without altering their architectures. Extensive qualitative
and quantitative experiments demonstrate the effectiveness of LG-
MGC by achieving consistent state-of-the-art performance over
strong baselines. The code is included in the supplementary material.

1 INTRODUCTION
Image and text are two pivotal information carriers to help human
and intelligent agents to better understand the real world. Numer-
ous studies [20, 28, 51, 55] have been undertaken in both the fields
of computer vision and natural language processing to bridge these
two modalities. As a fundamental yet intricate topic, image-text
retrieval benefits a variety of applications such as person search,
sketch-based image retrieval, and food recipe retrieval, to name but
a few [2, 19, 25, 42, 46, 59].

Although Image-text retrieval has garnered significant attention
in recent years [15, 20, 55], the fundamental challenges, such as
accurately and efficiently learning cross-modal embeddings and
bridging the inter-modality gap between images and texts, are far
from being resolved. The former challenge stems from the complex
visual appearances of images, contrasted with the abstract semantics
of texts. Specifically, characterized by rich details and contextual
scene information, it is challenging to effectively capture and distill
the visual information into a meaningful and discriminative repre-
sentation. Furthermore, textual data often represent the same visual
concept in abstract and variable ways. This misalignment necessi-
tates sophisticated feature extraction and representation learning
techniques to effectively capture these nuances. The latter challenge,
intrinsic to cross-modal tasks, arises from inherent representation dis-
parities between vision and language. Vision-based models typically

Ours

CLIP

A 
constructio
n worker is 
standing in 
the street 

and holding 
a red flag.

Image Text

ImageText 0.3246 GirlWorker 0.3353 BoyWorker 0.3390 BearWorker 0.3038 LawnStreet 0.2711

ImageText 0.4282 GirlWorker 0.3537 BoyWorker 0.3640 BearWorker 0.3347 LawnStreet 0.2840

Figure 1: Similarity maps from the vanilla CLIP and our
proposed model on Flickr30K test set. From left to right, the
maps illustrates the smooth patch-wise similarity between
the image patches and the original text, along with four mod-
ified texts (i.e., worker→{girl, boy, bear} and street→lawn).
The brighter the color, the higher the value.

process inputs as continuous and multi-dimensional arrays of pixel
values, making the visual information fundamentally different from
the discrete textual data. Bridging this heterogeneous gap requires
not only mapping different modality data to a common feature
space but also doing so in a way that aligns semantic related but
representation distinct entities.

In addressing the challenges, prevailing image-text retrieval
methods can be classified into two paradigms. The first, known as
the score-based matching approach [3, 6, 27], involves cross-modal
interaction between local visual and textual features to obtain a
cumulative similarity score. However, due to the large depth of in-
teraction between modalities, such methods significantly lag in pro-
cessing speed, making them suboptimal for large-scale cross-modal
retrieval. In response, the embedding-based matching approach,
which employs a dual-encoder architecture, has become increas-
ingly favored for its efficiency in facilitating retrieval [20, 34, 47].
This approach first employs two dedicated encoders to generate
features for images and texts separately, and then cultivates a joint
image-text embedding space by constraining the coarse-grained
alignment between global image and text features. Nevertheless,
this coarse-grained alignment constraint tends to overlook the
intricate semantics of images and texts, ultimately constraining the
image-text matching performance.

Fortunately, recentworks using the large-scale Contrastive Langu
age-Image Pretraining (CLIP) model [4] have shown great potential
in improving the performance of the embedding-based methods
through learning robust features (addressing the first challenge).
However, studies [1, 38] also find that although the performance
of the cross-modal retrieval task is greatly improved, it is still chal-
lenging to learn specific fine-grained visual and textual concepts.
Furthermore, we found that the CLIP model [4] tends to be biased
toward dominant pixels, which causes micro-objects containing
critical information to be represented at greater distances from
the textual representation than the background. To validate this
conclusion, we calculate the similarity between a given image and
the corresponding original text description, as well as with texts
where key information within the image have been altered, such



117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

ACM MM, 2024, Melbourne, Australia Paper ID 1163

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

196

197

198

199

200

201

202

203

204

205

206

207

208

209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

as replacing ‘worker’ with ‘girl’ , ‘boy’, and ‘bear’. The similarity
map with the score is shown in Fig. 1. From the results in the first
four columns (in the first row) of the figure, it is evident that CLIP
is insensitive to local changes, because the similarity between the
image and its altered text descriptions aligns with, or is even higher
than (when ‘worker’ is replaced with ‘girl’ and ‘boy’), the similarity
with the original text. However, replacing words in the text that
describe background elements, such as substituting ‘street’ with
‘lawn’, leads to a noticeable decline in the similarity score, dropping
from 0.3246 to 0.2711. Our analysis of the underlying causes behind
this phenomenon highlights that the CLIP model, trained via con-
trastive loss, aims to match an image with the text based on global
features derived from the class token, without explicitly capturing
local features. Although it incorporates numerous self-attention
modules to enhance information exchange among different image
patches, it tends to overlook patches that do not contain dominant
pixels, such as the object ‘worker’. Yet, this oversight is crucial for
fine-grained cross-modal retrieval, particularly in the real-world
scenarios. Therefore, to overcome this pitfall, making the retrieval
model sensitive to both local and global information is worthy of
exploration. In this paper, we propose a straightforward yet potent
approach for the simultaneous explicit and implicit integration of
local information into the global representation.

Furthermore, in addressing the second challenge, namely the
heterogeneous modality gap, existing CLIP models primarily rely
on contrastive loss to narrow the distance between paired data and
widen the gap between unpaired data. In this way, it can map the
image and text into a shared representation space. However, recent
study [32] suggests that the inherent inductive bias of deep neural
architectures leads to a phenomenon known as the ‘cone effect’, and
different encoders will create different cones, which exacerbates
the modality gap in image-text retrieval. Additionally, it also shows
that relying solely on the naive global-focused contrastive learning
that frequently employed by multi-modal models fails to adequately
bridge this gap. In this case, a common solution is to translate data
from one modality to another, and then measure the similarities in
the transformed space. Existing methods often involve training an
additional mapping model to project data from one modality to an-
other. However, fine-tuning the over-parameterized CLIP has posed
significant challenges. Increasing the model’s training parameters
would not only raises the training time and cost, but it may also ex-
acerbates the risk of overfitting and produces unsatisfactory results.
Thus, to address this pitfall, mapping data from different modalities
to the same space without introducing extra parameters is of great
importance. Recently, diffusion-based text-to-image generation
methods have seen significant advancement and been adopted in
various applications, such as semantic segmentation [37, 48], image
captioning [33], and video anomaly detection [50]. This inspires
us to resort to the diffusion model to mitigate the heterogeneous
modality gap between image and text.

Inspired by above discussions, we propose a general Local and
Generative-driven Modality Gap Correction (LG-MGC) mechanism
to capture fine-grained semantics and alleviate the heterogeneous
modality gap for image-text retrieval, which is designed in a plug-
and-play manner for ease of integration. Specifically, the LG-MGC
comprises two main modules: the first is a Local-driven Semantic
Completion (LSC) module, designed to integrate effective local

information into the global representation in both explicit and
implicit manners. Consequently, more comprehensive visual and
textual representations can be learned (addressing challenge 1). To
mitigate the modality gap in the image-text retrieval, we further
develop a Generative-driven Semantic Translation (GST) module
based on a fixed diffusion model. This module is responsible for
the transmission of global semantics, ensuring that the overall
semantic flow can be effectively transferred and aligned across dif-
ferent modalities, thereby narrowing the modality gap (addressing
challenge 2). Through clever collaboration between the LSC and
GST, as shown in the bottom row in Fig.1, our proposed model
significantly enhances the performance of existing cross-modal
retrieval models. Notably, it achieves these improvements without
introducing additional trainable parameters, paving the way for a
more intuitive and effective retrieval process.

The main contributions of this paper are three-fold. (1) We
intuitively unveil the pitfalls of embedding-based image-text re-
trieval approaches and propose a model-agnostic method named
Local and Generative driven Modality Gap Correction (LG-MGC),
which serves as a plug-and-play module to enhance dual-encoder
vision-language frameworks for image-text retrieval. (2) By in-
troducing two semantic enhancement techniques, Local-driven
Semantic Completion (LSC) and Generative-driven Semantic Trans-
lation (GST), we can effectively capture fine-grained cross-modal
information and mitigate the heterogeneous modality gap, without
adding additional trainable parameters to the baseline image-text re-
trieval model. (3) Extensive qualitative and quantitative experiments
have demonstrated the effectiveness of our LG-MGC, achieving
significant performance gains over the original CLIP and other
state-of-the-art methods across two typical benchmarks.

2 RELATEDWORK
2.1 Image-Text Retrieval
Image-Text Retrieval is a typical cross-modal task, whose main
challenge is to learn a shared representation of images and texts
and accuratelymeasure their similarity [7, 16, 20]. According to how
the cross-modal interaction is implemented, image-text matching
methods can be divided into two categories, i.e., score-based and
embedding-based matching. Specifically, in the domain of score-
based approaches, fine-grained cross-modal interactions and se-
mantic alignments occur between local fragments, followed by the
computation of a cumulative similarity score [3, 6, 11, 27, 56]. For
instance, SCAN [27] introduces a cross-modal attention mechanism
to calculate the similarity between words and local areas of an
image, facilitating local semantic alignment. IMRAM [3] delineates
an iterative network designed to enhance multiple stages cross-
modal interaction. NAAF [56] employs dual matching mechanisms
to evaluate both similarity and dissimilarity degrees, thereby en-
abling a comprehensive inference of the overall similarity. In spite
of the effectiveness of these methods, their efficiency is compro-
mised mainly due to reliance on mechanisms such as cross-modal
attention, iterative matching, and graph-based relationship rea-
soning, making them challenging to apply in large-scale cross-
modal retrieval tasks. In the embedding-based matching methods,
there typically contains a text encoder and an image encoder. The
images and texts are encoded independently into a unified em-
bedding space, with semantic similarity assessed through cosine
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similarity [4, 8, 14, 20, 34, 47]. For example, VSE++ [14] designs
a two-stream global feature learning network for fast image-text
matching. GPO [4] proposes a learnable pooling operation to project
local features into the global embedding. Benefiting the simple
calculation method, the embedding-based retrieval model usually
has a fast retrieval speed. However, due to the limited interaction
between images and texts, these models primarily focus on holistic
information during training and align image and text through con-
trastive learning, struggling to capture fine-grained cross-modal
knowledge. Thereby, they face challenges in coping with the intri-
cate heterogeneous modality gap, resulting in lower performance
compared to the score-based methods. Our method leverages a local-
driven semantic completion module learn fine-grained visual and
textual representations. Furthermore, a fixed diffusion model is
utilized to enhance the embedding-based methods through directly
translating textual semantics into the visual domain. By harnessing
external knowledge provided by the pre-trained visual-language
model, our approach not only ensures fast retrieval speeds but also
significantly enhances the model’s retrieval performance.
2.2 Visual Language Pre-training
Vision Language Pre-training (VLP) aims to learn semantic corre-
spondence between vision and language modalities by pre-training
on large-scale image-text pairs. Inspired by the success of Trans-
former based [45] pre-training language model (such as BERT) [10]
and Vision Transformer (ViT) [12], Vision-Language Pre-training
(VLP) has emerged as the prevailing paradigm in learning mul-
timodal representations, demonstrating strong results on down-
stream tasks such as image captioning [9, 33, 40], cross-modal re-
trieval [18, 29, 58], and visual question answering [17, 24, 44]. Most
of these approaches utilize transformer based architectures, which
can be categorized as single-stream and dual-stream pre-training,
depending on their model structure. Specifically, in the single-stream
models [21, 26, 49, 54, 57] , text and visual features are concatenated
and then fed into a single transformer encoder. Although this archi-
tecture consistently achieves high accuracy in downstream tasks,
it exhibits slow retrieval speeds during the inference stage. This
slowdown occurs because it needs to predict the similarity score for
all possible image-text pairs, making it impractical for large-scale
cross-modal retrieval tasks. Instead, dual-stream models [13, 22, 38]
use two separate encoders to extract the textual and visual features
independently, and these two transformer encoders do not share
parameters, making it possible to calculate similarities of image-text
pairs in the linear time complexity. Typical work, such as CLIP [4],
exploits cross-modal contrastive pre-training by encoding image
and text separately. This method allows image and text features to
be computed offline, enabling efficient calculation of similarities
between large-scale image-text pairs. Although this technique sig-
nificantly improves the performance of cross-modal retrieval tasks
by million-scale image-text contrastive pre-training, as discussed in
Sec. 1 (Introduction), the dual-stream method remains challenging
and ineffective for learning specific fine-grained concepts, espe-
cially when the objects do not occupy dominant pixels in the image.
By contrast, our method could incorporate local information into
the global visual and textual representations in both explicit and
implicit manners. Furthermore, it can obtain fine-grained cross-
modal information by the dual-stream models without introducing
additional trainable parameters into them.

3 PROPOSED METHOD
The overall architecture of our proposed Local and Generative-
driven Modality Gap Correction (LG-MGC) model is structured as
a dual-encoder framework as illustrated in Fig. 2, which makes it
practical for large-scale cross-modal retrieval tasks. This architec-
ture utilizes separate comprehensive transformer-based unimodal
encoders to encode the image and text before the computation of
cross-modal contrastive losses. Meanwhile, we further design two
pivotal modules to strengthen the semantic representation learning
and cross-modal alignment, i.e., the Local-driven Semantic Comple-
tion (LSC) module, and the Generative-driven Semantic Translation
(GST) module. Specifically, the LSC focuses on complementing
specific local context information within global features with two
criteria. The first criterion calculates the similarity between the
patch (or word) token and the corresponding global embedding,
and selectively injectes the most dissimilar local information into
the global feature to explicitly enhance the local details. The sec-
ond criterion selects the features with the highest values on each
channel to implicitly encode local information. As a result, our
method leverages both holistic and local representation for effective
image-text retrieval. Furthermore, due to the inherent inductive
bias within deep neural architectures, the intrinsic modality gap
challenge has never been effectively resolved. Therefore, we further
propose the GST module tasked with transmitting global semantics.
This module ensures that the overall semantic content is effectively
transferred and aligned across various modalities. Through the
strategic integration of the LSC and GST, our proposed method sig-
nificantly boosts the performance of existing cross-modal retrieval
models without requiring additional parameters.
Problem formulation. Given a set of image and text pairs, the
vision and text encoder aim to encode the image𝑉 and text𝑇 . After
that, the model is required to generate a similarity score 𝑆 (𝑡,𝑉 )
between a text query 𝑡 ∈ 𝑇 and each image based on the relevance
of the textual representation and the visual feature.
3.1 Vanilla Image-Text Retrieval Model
Capitalizing on the renowned simplicity and substantial knowledge
transfer potential of the CLIP model [38], we initialize the proposed
model with the full CLIP image and text encoder to ensure it with
preliminary cross-modal alignment capability, thereby establishing
a solid foundational baseline.

Image Encoder. Following the success of vision transformer
[12], the image encoder directly takes image patches as the input.
By slicing an image into multiple patches, a patch sequence 𝑉 =

[𝑣1, 𝑣2, ..., 𝑣𝑛] is used to form a simple linear projection of pixels. To
enhance the relationships among the patches, the class token [CLS]
embedding is inserted into the sequence. Positional embedding is
added to each patch token to encode the spatial information. The
image encoder consists of a stack of 𝐿𝑣 transformer layers. Let 𝐹 𝑣

𝑙
be the input sequence of the 𝑙-th vision transformer layer, and then
the transformation at this layer produces an output sequence that
subsequently becomes the input for the next layer (𝑙 + 1):

𝐹 𝑣
𝑙+1 = 𝐹

𝑣
𝑙
+𝑀𝐿𝑃 (𝐿𝑁 (𝐹 𝑣

𝑙
)), 𝐹 𝑣

𝑙
= 𝐹 𝑣

𝑙
+𝑀𝐻𝑆𝐴(𝐿𝑁 (𝐹 𝑣

𝑙
)), (1)

where𝑀𝑆𝐻𝐴(·) is themulti-head self-attention layer,𝑀𝐿𝑃 (·)means
the multi-layer perception network, and 𝐿𝑁 (·) denotes the layer
normalization. The input of the first transformer block is just the
patch sequence 𝑉 . Finally, the output of the last vision transformer
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Figure 2: The pipeline of our framework includes two key components: LSC and GST. The LSC focuses on complementing
specific local information within global representations in both explicit and implicit manners. Meanwhile, the GST is dedicated
to transmitting global semantics into a unified feature space to mitigate the modality gap between image and text.

layer can be represented as 𝐹 𝑣 = {𝑓 𝑣
𝑐𝑙𝑠
, 𝑓 𝑣1 , ..., 𝑓

𝑣
𝑛 }, where 𝑓 𝑣𝑐𝑙𝑠 de-

notes the global feature from the class token [CLS], and 𝑓 𝑣
𝑖
denotes

the local feature from 𝑖-th patch token. Finally, the 𝑓 𝑣
𝑐𝑙𝑠

is linearly
projected into the image-text embedding space to obtain the ulti-
mate global visual representation 𝐺𝑣 .

Text Encoder. Similar to the vision encoder, we utilize the CLIP
text encoder to extract the textual representation, which contains
a stack of 𝐿𝑡 standard transformer layers modified by Radford et
al. [38]. Following CLIP, the lower-cased byte pair encoding with a
49, 152 vocab size [43] is firstly employed to tokenize the input text
description. In this way, we can convert the input text into a token
sequence 𝑇 = [𝑡1, 𝑡2, ..., 𝑡𝑚]. Then, the text description bracketed
with [SOS] and [EOS] tokens to indicate the start and end of the se-
quence 𝑇 . After that, the tokenized text 𝑇 = [𝑡𝑠𝑜𝑠 , 𝑡1, 𝑡2, ..., 𝑡𝑚, 𝑡𝑒𝑜𝑠 ]
is fed into the transformer and exploits correlations of each word
by masked self-attention, resulting in a transformed textual repre-
sentation 𝐹𝑇 = {𝑓 𝑡𝑠𝑜𝑠 , 𝑓 𝑡1 , ..., 𝑓

𝑡
𝑚, 𝑓

𝑡
𝑒𝑜𝑠 }. Finally, the [EOS] token 𝑓 𝑡𝑒𝑜𝑠

is linearly projected into the image-text embedding space to obtain
the ultimate text representation 𝐺𝑡 .

Contrastive Learning.After the feature extracting, mainstream
methods for image-text retrieval typically rely on the global visual
and textual feature𝐺𝑣 and𝐺𝑡 for similarity calculation. The model
is then fine-tuned using a contrastive learning loss as follows:

L𝑜𝑟𝑖 =
1
2
(L𝑣2𝑡 + L𝑡2𝑣), (2)

with

𝐿𝑣2𝑡 = − 1
𝑁

𝑁∑︁
𝑖=1

𝑙𝑜𝑔
𝑒𝑥𝑝 ((𝐺𝑣

𝑖
)⊤𝐺𝑡

𝑖
/𝜏1)∑𝑁

𝑗=1 𝑒𝑥𝑝 ((𝐺𝑣𝑖 )
⊤𝐺𝑡

𝑗
/𝜏1)

,

𝐿𝑡2𝑣 = − 1
𝑁

𝑁∑︁
𝑖=1

𝑙𝑜𝑔
𝑒𝑥𝑝 ((𝐺𝑡

𝑖
)⊤𝐺𝑣

𝑖
/𝜏1)∑𝑁

𝑗=1 𝑒𝑥𝑝 ((𝐺𝑡𝑖 )
⊤𝐺𝑣

𝑗
/𝜏1)

,

(3)

where 𝑁 is the number of matched image-text pairs. 𝜏1 denotes the
temperature hyperparameter, which is a trainable variable. By the

contrastive loss, the model can maximize the similarity between
positive image-text pairs and minimize the similarity between neg-
ative pairs, thereby realizing cross-modal retrieval.
3.2 Local-Driven Semantic Completion
Despite the success of previous methods, we found that relying on
global embeddings to establish semantic correspondence between
an entire image and a complete sentence can cause the model to
overlook detailed image and text semantics. This oversight conse-
quently impedes performance improvements in image-text retrieval.
As shown in Fig. 1, we can observe that background patches in
the image consistently exhibit higher similarity with the global
visual representation in the vanilla CLIP model. This phenomenon
indicates that the global-based image-text contrasting tends to rely
heavily on dominant pixels (e.g., the background), while neglecting
some significant local object information (e.g., the worker). As a
result, the learned retrieval model is insensitive to the variance of
objects, further making the model struggles to achieve satisfied
fine-grained cross-modal retrieval performance.

Therefore, we design a local-driven semantic completion mech-
anism, enabling the model to simultaneously leverage global and
local information during the optimization process. Instead of di-
rectly concatenating features extracted from patch and word to-
kens with the global feature, we meticulously develop two criteria
to integrate local information into the global features, employ-
ing both explicit and implicit strategies, respectively. Specifically,
in the explicit manner, given the encoded visual representation
𝐹 𝑣 = {𝑓 𝑣

𝑐𝑙𝑠
, 𝑓 𝑣1 , ..., 𝑓

𝑣
𝑛 } from the image encoder, we first calculate

the similarity 𝑆𝑣 =< 𝑓 𝑣
𝑐𝑙𝑠
, {𝑓 𝑣

𝑖
}𝑛
𝑖=1 > between each local feature

𝑓 𝑣
𝑖
and the global feature 𝑓 𝑣

𝑐𝑙𝑠
, and 𝑆𝑣 ∈ 𝑅1×𝑛 . After that, we sort

the 𝑆𝑣 ∈ 𝑅1×𝑛 in ascending order, and opt to integrate the first 𝐾
local region features into the global feature 𝑓 𝑣

𝑐𝑙𝑠
. In other words,

the 𝐾 local features most dissimilar to the global feature 𝑓 𝑣
𝑐𝑙𝑠

are
selected to enhance it. This process is straightforward and makes
sense, because the local features that do not have a high similarity to
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global features inevitably contain the ignored information. Through
this strategy, we can explicitly integrate the overlooked local visual
representations into the global feature, thereby obtaining a refined
global feature 𝐹 𝑣𝑒𝑥𝑝 ∈ 𝑅𝑛×2𝑑 that is explicitly enhanced based on
the selected local regions 𝐹 𝑣

𝑠𝑒𝑙
∈ 𝑅𝐾×𝑑 :

𝐹 𝑣
𝑠𝑒𝑙

= {𝑓 𝑣
𝑘
}𝑆
𝑣
𝐾

𝑘=𝑆𝑣1
, 𝑤𝑖𝑡ℎ 𝑆𝑣 = 𝑠𝑜𝑟𝑡𝑛 (𝑆𝑣),

𝐹 𝑣𝑒𝑥𝑝 = 𝐶𝑜𝑛𝑐𝑎𝑡𝑑 (𝑓 𝑣𝑐𝑙𝑠 , 𝑀𝑒𝑎𝑛𝑘 (𝐹
𝑣
𝑠𝑒𝑙

)),
(4)

where 𝑠𝑜𝑟𝑡𝑛 (·), 𝐶𝑜𝑛𝑐𝑎𝑡𝑑 (·), and 𝑀𝑒𝑎𝑛𝑘 (·) denote the similarity
ranking, feature concatenation, and mean pooling operation along
the dimension 𝑛, 𝑑 , and 𝐾 , respectively.

In the implicit manner, we automatically select the features with
the greatest values on each channel. These features are expected to
contain local information about important visual concepts and key
entities for image-text contrasting, regardless of the foreground
and background. Specifically, as shown in Fig. 2 (top), given the
encoded local visual feature 𝐹 𝑣

𝑙𝑜𝑐
= {𝑓 𝑣1 , ..., 𝑓

𝑣
𝑛 } ∈ 𝑅𝑛×𝑑 , we first

sort them in descending order along dimension 𝑑 , and choose to
incorporate the forefront𝑀 responses into the global feature:

𝐹𝑠𝑒𝑙
𝑙𝑜𝑐

= {[𝐹 𝑣
𝑙𝑜𝑐

]𝑚}1≤𝑚≤𝑀 , 𝑤𝑖𝑡ℎ 𝐹 𝑣
𝑙𝑜𝑐

= 𝑠𝑜𝑟𝑡𝑑 (𝐹 𝑣𝑙𝑜𝑐 ),

𝐹 𝑣𝑖𝑚𝑝 = 𝐶𝑜𝑛𝑐𝑎𝑡𝑑 (𝑓 𝑣𝑐𝑙𝑠 , 𝐹
𝑠𝑒𝑙
𝑙𝑜𝑐

) .
(5)

Through this strategy, we can integrate the local region features
into the global feature 𝑓 𝑣

𝑐𝑙𝑠
with an implicit manner, and obtain-

ing a global feature 𝐹 𝑣
𝑖𝑚𝑝

that is implicitly enhanced by the local
information. Similarly, we apply the same process for the textual
representation 𝐹𝑇 = {𝑓 𝑡𝑠𝑜𝑠 , 𝑓 𝑡1 , ..., 𝑓

𝑡
𝑚, 𝑓

𝑡
𝑒𝑜𝑠 }, and obtain the explicit

and implicit local-enhanced texture feature 𝐹 𝑡𝑒𝑥𝑝 and 𝐹 𝑡
𝑖𝑚𝑝

. Subse-
quently, we can calculate the local-driven contrastive loss L𝑙𝑜𝑐1 and
L𝑙𝑜𝑐2 regarding with the enhanced visual feature 𝐹 𝑣𝑒𝑥𝑝 , 𝐹 𝑣𝑖𝑚𝑝 , and
the texture feature 𝐹 𝑡𝑒𝑥𝑝 , 𝐹 𝑡𝑖𝑚𝑝 by Eq. (2) and Eq. (3), respectively.
3.3 Generative-driven Semantic Translation
Recent studies reveal that the inherent inductive bias within deep
neural architectures results in varying embedding cones across
different encoders, highlighting the intrinsic challenge in the image-
text retrieval, i.e., the heterogeneous modality gap. Moreover, ex-
clusive reliance on contrastive learning has been demonstrated
to be insufficient for overcoming this challenge effectively [32].
Thus, it becomes imperative to identify and develop strategies to
mitigate the modality gap, with the ultimate objective of enhancing
the performance of image-text retrieval. Although one modality’s
representation can be mapped to another modality’s feature space
through a complex learnable mapping network, this approach not
only increases training time but also adds to the complexity of
the model. Especially when data is scarce, it may lead to model
overfitting and result in a decline in the retrieval performance. In
fact, our ablation studies in Sec. 4.3 have also demonstrated this
point. Therefore, we design a generative-driven semantic trans-
lation module based on an off-the-shelf text-to-image generation
model [39], which can narrow the modality gap without increasing
any trainable parameters on the vanilla CLIP model.

The objective of the GST is to directly generate the corresponding
image embedding for any given text query. Subsequently, the re-
trieval model is optimized using both the original visual and textual
representations along with the generated image embedding. This

involves two sub-problems: how to perform cross-modal generation
from text to image, and how to align the generated visual representa-
tionwith the featuremanifold of the original visual data. For the first
problem, we propose harnessing the superior generative capabilities
of the DALL-E 2 [39] to translate textual features into the visual
domain. Recently, this model has demonstrated excellent perfor-
mance in text-to-image generation, pushing state-of-the-art across
a broad spectrum of vision and language tasks [33, 37]. Furthermore,
because it consists of two-stages (i.e., a prior stage that generates
CLIP image embedding given a text description, and a decoder stage
that synthesizes an image conditioned on the image embedding),
we can easily obtain translated textual feature under CLIP image
embedding space with its prior stage. In this way, we can mitigate
potential noises introduced during the image generation process
and ensure a more seamless and accurate semantic translation.
Technically, given a text 𝑇 , its translated image embedding 𝑇𝑔𝑒𝑛
can be calculated as follows:

𝑇𝑔𝑒𝑛 = 𝑓𝜃 (𝑇
(𝑒 )
𝑔𝑒𝑛 , 𝑒,𝑇 ), 𝑤𝑖𝑡ℎ 𝑒 ∼ [1, 𝐸], (6)

where 𝑓𝜃 (·) is a Gaussian diffusion model, which can generate an
image embedding conditioned on the text 𝑇 . 𝑒 means the iteration
time, 𝑇 (𝑒 )

𝑔𝑒𝑛 denotes the generated image embedding at time 𝑒 , and
𝑇
(0)
𝑔𝑒𝑛 ∼ N(0, 1) means the randomly sampled Gaussian noise.
Through the diffusion model, we can translate the textual fea-

ture into the visual domain. However, this off-the-shelf process
cannot guarantee that the translated image embedding is under
the unified feature distribution with the original image features,
thereby imposing limitations onmodel optimization (i.e., the second
sub-problem). Therefore, to establish connection between the gen-
erated embedding and the original visual feature, as shown in Fig. 2
(right), we introduce a projection layer𝑀𝐿𝑃𝑠 (·) after the diffusion
model, which mirrors the architecture and shares parameters with
the terminal layer of the image encoder. The transformed image
embedding 𝑇𝑔𝑒𝑛 can be derived as:

𝑇𝑔𝑒𝑛 = 𝑀𝐿𝑃𝑠 (𝑇𝑔𝑒𝑛) . (7)

Finally, we take the transformed image embedding𝑇𝑔𝑒𝑛 as a bridge,
and conduct contrastive learning between the 𝑇𝑔𝑒𝑛 and the global
visual and textual features 𝐺𝑣 and 𝐺𝑡 , respectively. Overall, the
generative-driven loss can be defined as:

L𝑔𝑒𝑛 =
1
2
(L𝑔2𝑡 + L𝑔2𝑣), (8)

with

𝐿𝑔2𝑡 = − 1
𝑁

𝑁∑︁
𝑖=1

𝑙𝑜𝑔
𝑒𝑥𝑝 ((𝑇 𝑖𝑔𝑒𝑛)⊤𝐺𝑡𝑖 /𝜏2)∑𝑁
𝑗=1 𝑒𝑥𝑝 ((𝑇 𝑖𝑔𝑒𝑛)⊤𝐺𝑡𝑗/𝜏2)

,

𝐿𝑔2𝑣 = − 1
𝑁

𝑁∑︁
𝑖=1

𝑙𝑜𝑔
𝑒𝑥𝑝 (((𝑇 𝑖𝑔𝑒𝑛)⊤𝐺𝑣𝑖 /𝜏2)∑𝑁
𝑗=1 𝑒𝑥𝑝 ((𝑇 𝑖𝑔𝑒𝑛)⊤𝐺𝑣𝑗 /𝜏2)

,

(9)

where 𝜏2 denotes the trainable temperature hyperparameter.
3.4 Training and Inference
During training, we apply a combination of the original, local-
driven, and generative-driven losses to fine-tune the image and text
encoder in the CLIP model for fine-grained cross-modal retrieval,
formulated as follows:

L𝑡𝑜𝑡𝑎𝑙 = L𝑜𝑟𝑖 + 𝛼L𝑙𝑜𝑐1 + 𝛽L𝑙𝑜𝑐2 + 𝛾L𝑔𝑒𝑛, (10)
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where 𝛼 , 𝛽 , and 𝛾 are the hyper-parameter to balance the four loss
items. Jointly optimizing the network by Eq. (10), we could finally
learn local-sensitive cross-modal representation and effectively
mitigate the heterogeneous modality gap. Our method is plug-
and-play and does not alter the architecture of the dual-encoder
CLIP model. During inference, like the vanilla CLIP, we extract the
representation of a given query (image or text) using the corre-
sponding encoder, and find the best matching target in the database
by comparing cosine distances between all combinations.

4 EXPERIMENTAL RESULTS
4.1 Experimental Setup
Datasets & Evaluation Metrics.We evaluate the proposed frame-
work on the typical Flickr30K [53] and MS-COCO [5] datasets,
where each image is annotated with 5 texts. Following the dataset
split in [3, 27], the Flickr30K dataset contains 29, 000, 1, 000, and
1, 014 images for training, testing, and validation, respectively. The
MS-COCO dataset contains 123, 287 images. Following [35], we use
113, 287 images for training, 5, 000 images for validation, and 5, 000
images for testing. As a common practice in information retrieval,
we measure the performance by the Recall at K (R@K) and RSUM.
The higher R@K indicates better performance.

Implementation Details. Our method is designed to be plug-
and-play, meaning it can be easily applied to existing image-text
retrieval models without changing their original architectures. To
validate the improved performance of our method in cross-modal
retrieval, we conduct main experiments based on the popular pre-
trained dual-encoder framework CLIP, including both ViT-B/16
and ViT-L/14 configurations [38]. The diffusion model (in Sec. 3.3)
pertains to DALL-E 2 [39]. During training, the parameters of the
image encoder and text encoder in CLIP are updated by the original
contrastive loss, as well as the proposed local-driven and generative-
driven loss. The image size is standardized at 224 × 224, while the
maximum length of the text token sequence is defined as 77. We fine-
tune the model for 6 epochs with batch size of 32. Adam Optimizer
is used as the training optimizer, with an initial learning rate of
1 × 10−5, and the cosine learning rate decay is applied [23]. As the
investigation in Sec. 4.3, the hyperparameters 𝐾 ,𝑀 , 𝛼 , 𝛽 , and 𝛾 are
set to 20, 5, 1, 0.98, and 0.01, respectively. More details of our model
can be found in the Code.

4.2 Comparison with State-of-the-art Methods
ComparedMethods. To validate the effectiveness of our approach,
we evaluate our method by comparing its performance with a
number of state-of-the-art methods including without pre-training
(i.e., SCAN [27], IMRAM [3], VSE [4], SGRAF [11], NAAF [56],
CHAN [36], HREM [16], and NUIF [55]), partial pre-training (i.e.,
VSE [4], VSRN++ [30], MV-VSE [31], CHAN [36], HREM [16], and
NUIF [55]), and pre-training (CLIP𝑉𝑖𝑡−𝐵/16 and CLIP𝑉𝑖𝑡−𝐿/14) [38]
methods. Specifically, the methods without pre-training usually
employ the Faster RCNN [41] and ResNet-101 as the image encoder
to extract region visual features, and adopt the 𝐵𝑖𝐺𝑅𝑈 as the text
encoder to learn textual feature. The partial pre-trainingmethods re-
place the text encoder in the without pre-training with a pre-trained
𝐵𝐸𝑅𝑇 [10]. The pre-training models have been optimized with
amounts of text-image pairs, and show promising alignment ability
compared with the without pre-training and partial pre-training

methods. We adopt the typical dual-encoder work 𝐶𝐿𝐼𝑃 [38] as
the baseline, and integrate the proposed modules into it. Note that,
the proposed method is plug-and-play, which does not affect the
architecture of the 𝐶𝐿𝐼𝑃 model.
Results Analysis. Table 1 shows the performance comparison
with the state-of-the-art without pre-training, partial pre-training,
and pre-training cross-modal retrieval models. From the table, we
can draw the following conclusions: (1) Among all the methods,
the approaches without pre-training usually achieve low retrieval
results. Compared with these approaches, although the partial
pre-training methods just replace the text encoder with the pre-
trained BERT model [10], they achieve remarkable improvements
across both datasets, which indicates that making reasonable use
of external knowledge is beneficial to facilitate the comprehension
of complex data. Furthermore, by substituting the image encoder
of the partial pre-training methods with the pre-trained model, the
retrieval results can experience further enhancement. (2) We apply
the proposed framework to partial pre-training method VSE∞ [4]
and pre-training method 𝐶𝐿𝐼𝑃 [38] (denoted as +𝐿𝐺-𝑀𝐺𝐶). The
results are annotated with the purple background, which reveal
that the proposed method can improve the performance of all
baseline models, and achieve new state-of-the-art results on almost
all metrics. Specifically, on the Flickr30K test set, we increase the
RSUM of VSE∞ [4], CLIP𝑉𝑖𝑡−𝐵/16, and CLIP𝑉𝑖𝑡−𝐿/14 by 3.2%, 10%,
and 7.2%, respectively. On the MS-COCO test set, our method can
also exceed the baselines with satisfactory improvements from 1.7%
to 11.1% in terms of the RSUM. Note that, in the 𝐶𝐿𝐼𝑃+𝐿𝐺-𝑀𝐺𝐶
method, consistent with the vanilla CLIP model, we just utilize the
features derived from the class tokens for testing. The gains indicate
that our method is capable of extracting local knowledge beneficial
for fine-grained cross-modal retrieval and mitigating the modality
gap between the image and text, proving the effectiveness of the
proposed approach. (3) By integrating the retrieval results derived
from global representations with the results based on local features,
we observe further performance enhancements, as illustrated at
the bottom of Table 1 marked with pink background. Additionally,
we find that the ensemble results closely align with those from
𝐶𝐿𝐼𝑃+𝐿𝐺-𝑀𝐺𝐶 , further demonstrating that the proposed modality
gap correction module has already enhanced the CLIP model’s
ability to capture local information. Due to limited space, more
quantitative results can be found in our supplementary material.

4.3 Ablation Studies
Influence of Different Network Components. To analyze our
proposed method and show the benefits of each module, we design
several variants of our approach. Specifically,

(1) Baseline: we adopt the typical 𝐶𝐿𝐼𝑃𝑉𝑖𝑇−𝐵/16 [38] as the
Baseline model, and fine-tune it on the Flickr30K dataset.

(2) +Local𝑒𝑥𝑝 : this variant incorporates the explicit LSC module
into the Baseline model. By comparing it with the Baseline, we
can evaluate the effect of the proposed strategy that explicitly
incorporates the local representation into the global features.

(3) +Local𝑓 𝑢𝑙𝑙 : this variant incorporates the implicit LSC mod-
ule into the +Local𝑒𝑥𝑝 . Since both the explicit and implicit LSC
modules do not add any trainable parameters to the Baseline, we
can conveniently explore the influence of local information by
comparing it with the Baseline. Furthermore, by comparing it with
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Table 1: Comparisons with state-of-the-art methods on Flickr30k and MSCOCO. † denotes the improved results by the authors
compared to the original paper, while ‡ means ensemble results of two models.

Data Split→ Flickr30K (1K) MS-COCO (5K)
Eval Task→ Image-to-Text Text-to-Image RSUM Image-to-Text Text-to-Image RSUMMethod ↓ R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10
(Faster-RCNN, ResNet-101, BiGRU, without pre-training)
SCAN(𝐸𝐶𝐶𝑉 ′18) [27] 67.4 90.3 95.8 48.6 77.7 85.2 465.0 50.4 82.2 90.0 38.6 69.3 80.4 410.9
IMRAM(𝐶𝑉𝑃𝑅′20) [3] 74.1 93.0 96.6 53.9 79.4 87.2 484.2 53.7 83.2 91.0 39.7 69.1 79.8 416.5
SGRAF(𝐴𝐴𝐴𝐼 ′21) [11] 78.4 94.6 97.5 58.2 83.0 89.1 500.8 55.8 83.0 91.0 42.0 72.4 82.1 426.3
VSE∞(𝐶𝑉𝑃𝑅′21) [4] 76.5 94.2 97.7 56.4 83.4 89.9 498.1 56.6 83.6 91.4 39.3 69.9 81.1 421.9
NAAF(𝐶𝑉𝑃𝑅′22) [56] 81.9 96.1 98.3 61.0 85.3 90.6 513.2 58.9 85.2 92.0 42.5 70.9 81.4 430.9
CHAN(𝐶𝑉𝑃𝑅′23) [36] 79.7 94.5 97.3 60.2 85.3 90.7 507.8 60.2 85.9 92.4 41.7 71.5 81.7 433.4
HREM(𝐶𝑉𝑃𝑅′23) [16] 81.4 96.5 98.5 60.9 85.6 91.3 514.3 60.6 86.4 92.5 41.3 71.9 82.4 435.1
NUIF(𝐴𝐴𝐴𝐼 ′24) [55] 84.3 96.3 98.0 60.7 85.0 90.7 515.1 61.8 86.8 93.1 43.3 72.4 82.6 439.8
(Faster-RCNN, ResNet-101, BERT, partial pre-training)
VSRN++(𝑇𝑃𝐴𝑀𝐼 ′22) [30] 79.2 94.6 97.5 60.6 85.6 91.4 508.9 54.7 82.9 90.9 42.0 72.2 82.7 425.4
MV-VSE(𝐼 𝐽𝐶𝐴𝐼 ′22) [31] 82.1 95.8 97.9 63.1 86.7 92.3 517.5 59.1 86.3 92.5 42.5 72.8 83.1 436.3
CHAN(𝐶𝑉𝑃𝑅′23) [36] 80.6 96.1 97.8 63.9 87.5 92.6 518.5 59.8 87.2 93.3 44.9 74.5 84.2 443.9
HREM(𝐶𝑉𝑃𝑅′23) [16] 84.0 96.1 98.6 64.4 88.0 93.1 524.2 64.0 88.5 93.7 45.4 75.1 84.3 450.9
NUIF(𝐴𝐴𝐴𝐼 ′24) [55] 85.6 97.2 98.6 69.8 90.4 94.4 535.9 67.8 89.8 94.8 49.9 77.9 86.7 439.8
VSE†∞(𝐶𝑉𝑃𝑅′21) [4] 80.5 96.1 98.0 61.3 85.9 91.5 513.3 59.1 85.1 92.2 42.4 73.0 83.0 434.8
+LG-MGC (Ours) 82.4 95.8 98.0 61.5 86.9 91.9 516.5 59.0 85.8 92.4 42.8 73.1 83.4 436.5
(Dual-Encoder, pre-traning)
CLIP†

𝑉𝑖𝑡−𝐵/16 88.4 98.7 99.5 76.1 94.6 97.2 554.5 65.2 87.3 92.2 50.3 76.0 84.2 455.2
+LG-MGC (Ours) 92.6 99.5 99.7 78.9 95.5 98.2 564.5 67.6 88.5 93.8 51.2 77.9 86.4 465.3
CLIP†

𝑉𝑖𝑡−𝐿/14 90.7 99.0 99.6 77.3 94.6 97.7 558.9 65.7 87.2 92.8 50.2 76.6 84.9 457.4
+LG-MGC (Ours) 92.4 99.2 99.6 80.3 96.2 98.4 566.1 66.3 87.7 93.4 51.6 77.2 85.7 461.9
CLIP‡

𝑉𝑖𝑡−𝐵/16 (Ensemble) 93.1 99.7 99.8 78.9 95.5 98.2 565.2 68.1 88.6 94.0 51.1 77.8 86.3 466.0
CLIP‡

𝑉𝑖𝑡−𝐿/14 (Ensemble) 92.7 99.2 99.6 80.3 96.3 98.3 566.4 67.3 87.6 93.8 51.6 77.1 85.7 463.1

the +Local𝑒𝑥𝑝 , we can evaluate the effect of the implicit LSC module
on the retrieval task.

(4) +G𝑡𝑟𝑎𝑖𝑛 : this variant adds the GST module into the Baseline,
in which the generative model (i.e., the DALL-E 2 [39]) is trained
with the Baseline in an end-to-end manner.

(5) +G𝑓 𝑖𝑥 : this variant fixes the parameters of the generative
model in +G𝑡𝑟𝑎𝑖𝑛 , leaving the rest unchanged. By comparing it with
the Baseline, the effectiveness of the proposed GST can be verified.
Furthermore, by contrasting it with the +G𝑡𝑟𝑎𝑖𝑛 , we can evaluate
the influence of varying generative mechanisms.

(6) +Local𝑓 𝑢𝑙𝑙&G𝑓 𝑖𝑥 (Ours): this variant integrates both the
explicit and implicit LSC module along with the fixed GST module
into the Baseline, thereby allowing us to verify the effectiveness of
our proposed approach.

Table 2: Ablation studies on Flickr30K dataset.

Eval Task→ Image-to-Text Text-to-Image RSUMMethod ↓ R@1 R@5 R@10 R@1 R@5 R@10
CLIP†

𝑉𝑖𝑡−𝐵/16 88.4 98.7 99.5 76.1 94.6 97.2 554.5
+Local𝑒𝑥𝑝 91.8 98.8 99.9 76.9 94.9 97.4 559.8
+Local𝑎𝑙𝑙 91.9 99.1 99.7 77.6 95.6 98.0 561.9
+G𝑡𝑟𝑎𝑖𝑛 88.2 98.2 99.8 75.9 94.3 97.7 552.9
+G𝑓 𝑖𝑥 91.9 99.3 99.8 78.1 95.3 98.1 562.4
+Local𝑎𝑙𝑙&𝐺𝑓 𝑖𝑥 92.6 99.5 99.7 78.9 95.5 98.2 564.5

Table 2 shows the ablation study results. From the table, we can
conclude the following observations: (1) as expected, among all the
variants, the Baseline gets theweakest performance, and ourmethod
could improve the base model by a clear margin. By comparing
it with the +Local𝑒𝑥𝑝 , +Local𝑓 𝑢𝑙𝑙 , and G𝑓 𝑖𝑥 , we can infer that the
performance of the Baseline is constrained due to its inadequate
depiction of the fine-grained information and the inefficient ability
in mitigating the modality gap. (2) The results from +Local𝑒𝑥𝑝 and
+Local𝑓 𝑢𝑙𝑙 indicate that capturing the local information, especially
in the explicit manner, is critical for the fine-grained image-text

retrieval task. (3) Compared with the Baseline and G𝑓 𝑖𝑥 , the variant
+G𝑡𝑟𝑎𝑖𝑛 demonstrates a clear decline in terms of the RSUM. We
speculate that this phenomenon primarily arises from the neces-
sity of sufficient paired data to fully train the generative model.
Otherwise, fine-tuning the model without extra design may lead
to overfitting, thereby affecting the performance. (4) The results
shown in the last line in Table 2 are from our full model. As can
be seen, it consistently outperforms other incomplete solutions,
which indicates that both the LSC and GST module help improve
the alignment of cross-modal embeddings.
Influence of the Size of Local Information. We investigate the
influence of two main parameters involved in our proposed local-
driven semantic completion strategy: the number of local region
features𝐾 and the response𝑀 that integrated into the global feature
in Sec. 3.2. Specifically, we train models for𝐾 ∈ {5, 10, 20, 30, 40, 50}
and 𝑀 ∈ {1, 3, 5, 7, 9, 11}, and the results are depicted in Fig. 3.
From Fig. 3 (a), we can observe that with more local information
incorporated (5→20), better retrieval results can be obtained, and
the performance converges at 𝐾 = 20. The results in Fig. 3 (b)
suggest that with the increase of the local response (1→5), the
performance raises accordingly. When more local information is
added, the final performance exhibits a certain degree of decline.
Therefore, we set 𝐾 = 20 and𝑀 = 5 in our experiments.
Influence of Different Hyperparameters. Fig. 4 shows the effect
of the tradeoff parameters 𝛼 , 𝛽 , and 𝛾 in Eq. (10). Specifically, we
vary 𝛼 from 0.7 to 1.2 (in increments of 0.1), vary 𝛽 from 0.94 to 1.00
(in increments of 0.01), and vary𝛾 from 0.005 to 0.025 (in increments
of 0.005) to control the weight of the explicit and implicit local-
driven losses, as well as the generative-driven loss. From Fig. 4 (a),
we find that the model performance increases with the increment
of 𝛼 and the optimal value is 1.0, while the performance decreases
when 𝛼 goes beyond the optimal value. Additionally, from Fig. 4
(b) and (c), we can observe that the optimal value of the 𝛽 and 𝛾
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are 0.98, and 0.01, respectively. We finally set 𝛼 = 1.0, 𝛽 = 0.98 and
𝛾 = 0.01 in our experiments.(a) (b)

(a) (b)
Figure 3: Performance variation with respect to different
sizes of local information, 𝐾 and𝑀 , on Flickr30K dataset.

(a) (b) (c)

(a) (b)

Figure 4: Performance variation with respect to different
parameters 𝛼 , 𝛽 , and 𝛾 on Flickr30K dataset.

4.4 Visualization
Visualization of the Patch-Wise Similarity Maps. To quali-
tatively verify whether the proposed method can effectively in-
corporate fine-grained local features into the global embeddings,
following [52], we calculate the similarity between each image
patch and the global textual feature, which could be interpreted
as the contribution of each patch feature to the global feature. For
each sample, we visualized the similarity maps based on both the
CLIP𝑉𝑖𝑡−𝐵/16 and our model, and the results are shown in Fig. 5.
Note that, in the figure, a brighter color indicates higher similarity,
and a darker color means lower similarity. Specifically, from the
qualitative results between each patch and the global feature (the
first column of Fig. 5), we can observe that our method can pre-
cisely capture both objects (e.g., man and women) and environment
information, while the CLIP𝑉𝑖𝑡−𝐵/16 tends to focus on the domi-
nated scenes. Correspondingly, compared with the CLIP𝑉𝑖𝑡−𝐵/16,
our method can obtain a higher similarity (indicated by the blue
rectangular) between the image and text. Furthermore, when we
replace the word man in the text with girl, boy, and panda (in the
middle three columns), the proposed method shifts its focus away
from the image areas that containman. In contrast, the results from
CLIPVit-B/16 show almost no change compared to the similarity
with the original text, indicating its insensitivity to fine-grained
local information. Additionally, when we replace the word lake
with grassland (in the last column), the CLIP model completely
ignores all areas of the image, whereas our method still accurately
focuses on objects related to the unchanged words, such asmen and
women. Due to limited space, more qualitative results and detailed
analysis are reported in the supplementary material.

Visualization of the Modality Gap. To testify whether our
method can alleviate the heterogeneous modality gap, we com-
pute the cross-modal distance and visualize it following the recipe
from [32] in Fig. 6. Specifically, given 1000 image-text pairs from
the test set of Flickr30K dataset, we first calculate the similarity
between different samples based on euclidean distance (i.e., the

BoyMan 0.3981

GirlMan 0.3523 PandaMan 0.3421ImageText 0.3550 BoyMan 0.3609

GirlMan 0.3793 PandaMan 0.3971ImageText 0.4430

A woman dressed in a
purple sweater is leaning
back on a park bench.

A young shirtless man
in red and black shorts

stands on a snowy cliff and
looks out over the lake.

BoyWomen 0.2641 GirlWomen 0.2720 KangarooWomen 0.2689 BeachPark 0.2421

BoyWomen 0.2552 KangrooWomen 0.2326 BeachPark 0.2613

ImageText 0.2713

ImageText 0.3395

GrasslandLake 0.3214

GrasslandLake 0.3653

GirlWomen 0.2786

CLIP

CLIP

Ours

Ours

Figure 5: Similarity maps from the vanilla CLIP and our
proposed model on Flickr30K test set. The brighter the color,
the higher the value.

CLIP - (gap: 0.81) Ours - (gap: 0.62)

(a) (b)

Figure 6: Visualization of the modality gap for the CLIP (a)
and our proposed method (b).
distance between the blue dots and orange dots in Fig. 6). More-
over, the modality gap (shown in the top of Fig. 6) is assessed as
the the difference between the center of image embeddings and
text embeddings by Δ𝑔𝑎𝑝 = 1

𝑛

∑𝑛
𝑖=1 𝑓

𝑣
𝑐𝑙𝑠𝑖

− 1
𝑛

∑𝑛
𝑖=1 𝑓

𝑡
𝑒𝑜𝑠𝑖

. From the
comparison between Figure 6 (a) and (b), we can observe that the
proposed model could clearly reduce the gap between different
modalities. A possible explanation for this behavior could be that
mapping textual features directly into the visual feature space can
more effectively reduce the distance between them.

5 CONCLUSIONS
In this paper, to learn fine-grained semantic information and es-
tablish robust correspondence between image and text, we design
a plug-and-play approach called LG-MGC. Our proposed model
comprises two main components: a LSC module that supplements
specific local context informationwithin global representations, and
a GST module that leverages the superior generative capabilities
of a fixed diffusion model to translate textual features into the
visual domain to enhance semantic flow. Through the innovative
integration of the LSC and GST, our proposed model significantly
enhances the performance of existing cross-modal retrieval models
without adding extra trainable parameters, paving the way for a
more intuitive and effective retrieval process. Extensive qualita-
tive and quantitative experiments demonstrate the effectiveness
of our proposed LG-MGC, achieving consistent state-of-the-art
performances against strong baselines.



929

930

931

932

933

934

935

936

937

938

939

940

941

942

943

944

945

946

947

948

949

950

951

952

953

954

955

956

957

958

959

960

961

962

963

964

965

966

967

968

969

970

971

972

973

974

975

976

977

978

979

980

981

982

983

984

985

986

Overcoming the Pitfalls of Vision-Language Model
for Image-Text Retrieval ACM MM, 2024, Melbourne, Australia

987

988

989

990

991

992

993

994

995

996

997

998

999

1000

1001

1002

1003

1004

1005

1006

1007

1008

1009

1010

1011

1012

1013

1014

1015

1016

1017

1018

1019

1020

1021

1022

1023

1024

1025

1026

1027

1028

1029

1030

1031

1032

1033

1034

1035

1036

1037

1038

1039

1040

1041

1042

1043

1044

REFERENCES
[1] Walid Bousselham, Felix Petersen, Vittorio Ferrari, and Hilde Kuehne. 2023.

Grounding Everything: Emerging Localization Properties in Vision-Language
Transformers. arXiv preprint arXiv:2312.00878 (2023).

[2] Abhra Chaudhuri, Ayan Kumar Bhunia, Yi-Zhe Song, and Anjan Dutta. 2023.
Data-Free Sketch-Based Image Retrieval. In Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition (CVPR). 12084–12093.

[3] Hui Chen, Guiguang Ding, Xudong Liu, Zijia Lin, Ji Liu, and Jungong Han. 2020.
Imram: Iterative matching with recurrent attention memory for cross-modal
image-text retrieval. In Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition (CVPR). 12655–12663.

[4] Jiacheng Chen, Hexiang Hu, Hao Wu, Yuning Jiang, and Changhu Wang. 2021.
Learning the best pooling strategy for visual semantic embedding. In Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR). 15789–
15798.

[5] Xinlei Chen, Hao Fang, Tsung-Yi Lin, Ramakrishna Vedantam, Saurabh Gupta,
Piotr Dollár, and C Lawrence Zitnick. 2015. Microsoft coco captions: Data
collection and evaluation server. arXiv preprint arXiv:1504.00325 3 (2015), 1–
7.

[6] Yuxin Chen, Zongyang Ma, Ziqi Zhang, Zhongang Qi, Chunfeng Yuan, Ying
Shan, Bing Li, Weiming Hu, Xiaohu Qie, and Jianping Wu. 2023. ViLEM: Visual-
Language Error Modeling for Image-Text Retrieval. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition (CVPR). 11018–11027.

[7] Mengjun Cheng, Yipeng Sun, Longchao Wang, Xiongwei Zhu, Kun Yao, Jie Chen,
Guoli Song, JunyuHan, Jingtuo Liu, Errui Ding, et al. 2022. Vista: Vision and scene
text aggregation for cross-modal retrieval. In Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition (CVPR). 5184–5193.

[8] Sanghyuk Chun, Seong Joon Oh, Rafael Sampaio De Rezende, Yannis Kalantidis,
and Diane Larlus. 2021. Probabilistic embeddings for cross-modal retrieval. In
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition
(CVPR). 8415–8424.

[9] Roberto Dessì, Michele Bevilacqua, Eleonora Gualdoni, Nathanaël Carraz Rako-
tonirina, Francesca Franzon, and Marco Baroni. 2023. Cross-domain image
captioning with discriminative finetuning. In Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition (CVPR). 6935–6944.

[10] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2018. Bert:
Pre-training of deep bidirectional transformers for language understanding. In
Proceedings of the 2019 Conference of the North American Chapter of the Association
for Computational Linguistics: Human Language Technologies (NAACL-HLT). 4171–
4186.

[11] Haiwen Diao, Ying Zhang, Lin Ma, and Huchuan Lu. 2021. Similarity reasoning
and filtration for image-text matching. In Proceedings of the AAAI Conference on
Artificial Intelligence (AAAI). 1218–1226.

[12] Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov, Dirk Weissenborn, Xi-
aohua Zhai, Thomas Unterthiner, Mostafa Dehghani, Matthias Minderer, Georg
Heigold, Sylvain Gelly, et al. 2021. An image is worth 16x16 words: Transformers
for image recognition at scale. In Proceedings of the International Conference on
Learning Representations (ICLR). 1–12.

[13] Zi-Yi Dou, Yichong Xu, Zhe Gan, Jianfeng Wang, Shuohang Wang, Lijuan Wang,
Chenguang Zhu, Pengchuan Zhang, Lu Yuan, Nanyun Peng, et al. 2022. An
empirical study of training end-to-end vision-and-language transformers. In
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition
(CVPR). 18166–18176.

[14] Fartash Faghri, David J Fleet, Jamie Ryan Kiros, and Sanja Fidler. 2018. Vse++:
Improving visual-semantic embeddings with hard negatives. In British Machine
Vision Conference (BMVC). 12.

[15] Zheren Fu, Zhendong Mao, Yan Song, and Yongdong Zhang. 2023. Learning
Semantic Relationship Among Instances for Image-Text Matching. In Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR). 15159–
15168.

[16] Zheren Fu, Zhendong Mao, Yan Song, and Yongdong Zhang. 2023. Learning
semantic relationship among instances for image-text matching. In Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR). 15159–
15168.

[17] Jiaxian Guo, Junnan Li, Dongxu Li, Anthony Meng Huat Tiong, Boyang Li,
Dacheng Tao, and Steven Hoi. 2023. From images to textual prompts: Zero-shot
visual question answering with frozen large language models. In Proceedings of
the IEEE Conference on Computer Vision and Pattern Recognition (CVPR). 10867–
10877.

[18] Haochen Han, Qinghua Zheng, Guang Dai, Minnan Luo, and Jingdong Wang.
2024. Learning to Rematch Mismatched Pairs for Robust Cross-Modal Retrieval.
In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition
(CVPR). 1–10.

[19] Ziniu Hu, Ahmet Iscen, Chen Sun, Zirui Wang, Kai-Wei Chang, Yizhou Sun,
Cordelia Schmid, David A. Ross, and Alireza Fathi. 2023. REVEAL: Retrieval-
Augmented Visual-Language Pre-TrainingWith Multi-Source Multimodal Knowl-
edge Memory. In Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition (CVPR). 23369–23379.

[20] Hailang Huang, Zhijie Nie, Ziqiao Wang, and Ziyu Shang. 2024. Cross-Modal
and Uni-Modal Soft-Label Alignment for Image-Text Retrieval. In Proceedings of
the AAAI Conference on Artificial Intelligence (AAAI). 18298–18306.

[21] Zhicheng Huang, Zhaoyang Zeng, Yupan Huang, Bei Liu, Dongmei Fu, and Jian-
long Fu. 2021. Seeing out of the box: End-to-end pre-training for vision-language
representation learning. In Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition (CVPR). 12976–12985.

[22] Chao Jia, Yinfei Yang, Ye Xia, Yi-Ting Chen, Zarana Parekh, Hieu Pham, Quoc Le,
Yun-Hsuan Sung, Zhen Li, and Tom Duerig. 2021. Scaling up visual and vision-
language representation learning with noisy text supervision. In Proceedings of
the International Conference on Machine Learning (ICML). 4904–4916.

[23] Ding Jiang and Mang Ye. 2023. Cross-modal implicit relation reasoning and
aligning for text-to-image person retrieval. In Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition (CVPR). 2787–2797.

[24] Jingjing Jiang and Nanning Zheng. 2023. MixPHM: Redundancy-Aware
Parameter-Efficient Tuning for Low-Resource Visual Question Answering. In
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition
(CVPR). 24203–24213.

[25] Minsu Kim, Seungryong Kim, Jungin Park, Seongheon Park, and Kwanghoon
Sohn. 2023. Partmix: Regularization strategy to learn part discovery for visible-
infrared person re-identification. In Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition (CVPR). 18621–18632.

[26] Wonjae Kim, Bokyung Son, and Ildoo Kim. 2021. Vilt: Vision-and-language
transformer without convolution or region supervision. In Proceedings of the
International Conference on Machine Learning (ICML). 5583–5594.

[27] Kuang-Huei Lee, Xi Chen, Gang Hua, Houdong Hu, and Xiaodong He. 2018.
Stacked cross attention for image-text matching. In Proceedings of the European
conference on computer vision (ECCV). 201–216.

[28] Haoxuan Li, Yi Bin, Junrong Liao, Yang Yang, and Heng Tao Shen. 2023. Your
negative may not be true negative: Boosting image-text matching with false
negative elimination. In Proceedings of the 31st ACM International Conference on
Multimedia (ACM MM). 924–934.

[29] Hao Li, Jingkuan Song, Lianli Gao, Xiaosu Zhu, and Hengtao Shen. 2024.
Prototype-based Aleatoric Uncertainty Quantification for Cross-modal Retrieval.
In Proceedings of the Advances in Neural Information Processing Systems (NIPS).
1–14.

[30] Kunpeng Li, Yulun Zhang, Kai Li, Yuanyuan Li, and Yun Fu. 2022. Image-text
embedding learning via visual and textual semantic reasoning. IEEE Transactions
on Pattern Analysis and Machine Intelligence (TPAMI) 45 (2022), 641–656.

[31] Zheng Li, Caili Guo, Zerun Feng, Jenq-Neng Hwang, and Xijun Xue. 2022.
Multi-View Visual Semantic Embedding. In Proceedings of the International Joint
Conferences on Artificial Intelligence (IJCAI). 1130–1136.

[32] Victor Weixin Liang, Yuhui Zhang, Yongchan Kwon, Serena Yeung, and James Y
Zou. 2022. Mind the gap: Understanding the modality gap in multi-modal con-
trastive representation learning. Proceedings of the Advances in Neural Information
Processing Systems (NIPS) 35 (2022), 17612–17625.

[33] Jianjie Luo, Yehao Li, Yingwei Pan, Ting Yao, Jianlin Feng, Hongyang Chao, and
Tao Mei. 2023. Semantic-conditional diffusion networks for image captioning. In
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition
(CVPR). 23359–23368.

[34] Ziyang Luo, Pu Zhao, Can Xu, Xiubo Geng, Tao Shen, Chongyang Tao, Jing Ma,
Qingwei Lin, and Daxin Jiang. 2023. LexLIP: Lexicon-Bottlenecked Language-
Image Pre-Training for Large-Scale Image-Text Sparse Retrieval. In Proceedings
of the IEEE International Conference on Computer Vision (ICCV). 11206–11217.

[35] Zhengxin Pan, Fangyu Wu, and Bailing Zhang. 2023. Fine-Grained Image-Text
Matching by Cross-Modal Hard Aligning Network. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition (CVPR). 19275–19284.

[36] Zhengxin Pan, Fangyu Wu, and Bailing Zhang. 2023. Fine-grained image-text
matching by cross-modal hard aligning network. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition (CVPR). 19275–19284.

[37] Koutilya PNVR, Bharat Singh, Pallabi Ghosh, Behjat Siddiquie, and David Jacobs.
2023. LD-ZNet: A Latent Diffusion Approach for Text-Based Image Segmentation.
In Proceedings of the IEEE International Conference on Computer Vision (ICCV).
4157–4168.

[38] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh,
Sandhini Agarwal, Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark,
et al. 2021. Learning transferable visual models from natural language supervision.
In Proceedings of the 38th International Conference on Machine Learning (ICML).
8748–8763.

[39] Aditya Ramesh, Prafulla Dhariwal, Alex Nichol, Casey Chu, and Mark Chen.
2022. Hierarchical text-conditional image generation with clip latents. arXiv
preprint arXiv:2204.06125 1 (2022), 3.

[40] Rita Ramos, Bruno Martins, Desmond Elliott, and Yova Kementchedjhieva. 2023.
Smallcap: lightweight image captioning prompted with retrieval augmentation.
In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition
(CVPR). 2840–2849.

[41] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian Sun. 2015. Faster r-cnn:
Towards real-time object detection with region proposal networks. In Proceedings



1045

1046

1047

1048

1049

1050

1051

1052

1053

1054

1055

1056

1057

1058

1059

1060

1061

1062

1063

1064

1065

1066

1067

1068

1069

1070

1071

1072

1073

1074

1075

1076

1077

1078

1079

1080

1081

1082

1083

1084

1085

1086

1087

1088

1089

1090

1091

1092

1093

1094

1095

1096

1097

1098

1099

1100

1101

1102

ACM MM, 2024, Melbourne, Australia Paper ID 1163

1103

1104

1105

1106

1107

1108

1109

1110

1111

1112

1113

1114

1115

1116

1117

1118

1119

1120

1121

1122

1123

1124

1125

1126

1127

1128

1129

1130

1131

1132

1133

1134

1135

1136

1137

1138

1139

1140

1141

1142

1143

1144

1145

1146

1147

1148

1149

1150

1151

1152

1153

1154

1155

1156

1157

1158

1159

1160

of the Advances in Neural Information Processing Systems (NIPS). 91–99.
[42] Aneeshan Sain, Ayan Kumar Bhunia, Pinaki Nath Chowdhury, Subhadeep Koley,

Tao Xiang, and Yi-Zhe Song. 2023. Clip for all things zero-shot sketch-based
image retrieval, fine-grained or not. In Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition (CVPR). 2765–2775.

[43] Rico Sennrich, Barry Haddow, and Alexandra Birch. 2016. Neural machine
translation of rare words with subword units. In Proceedings of the 54th Annual
Meeting of the Association for Computational Linguistics (ACL). 1715–1725.

[44] Zhenwei Shao, Zhou Yu, MengWang, and Jun Yu. 2023. Prompting large language
models with answer heuristics for knowledge-based visual question answering.
In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition
(CVPR). 14974–14983.

[45] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones,
Aidan N Gomez, Łukasz Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In Proceedings of the Advances in Neural Information Processing Systems
(NIPS). 5998–6008.

[46] Hao Wang, Guosheng Lin, Steven CH Hoi, and Chunyan Miao. 2022. Learning
structural representations for recipe generation and food retrieval. IEEE Transac-
tions on Pattern Analysis and Machine Intelligence (TPAMI) 45 (2022), 3363–3377.

[47] Zheng Wang, Zhenwei Gao, Kangshuai Guo, Yang Yang, Xiaoming Wang, and
Heng Tao Shen. 2023. Multilateral Semantic Relations Modeling for Image Text
Retrieval. In Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition (CVPR). 2830–2839.

[48] Jiarui Xu, Sifei Liu, Arash Vahdat, Wonmin Byeon, Xiaolong Wang, and Shalini
De Mello. 2023. Open-Vocabulary Panoptic Segmentation With Text-to-Image
Diffusion Models. In Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition (CVPR). 2955–2966.

[49] Hongwei Xue, Yupan Huang, Bei Liu, Houwen Peng, Jianlong Fu, Houqiang Li,
and Jiebo Luo. 2021. Probing inter-modality: Visual parsing with self-attention
for vision-and-language pre-training. In Proceedings of the Advances in Neural
Information Processing Systems (NIPS). 4514–4528.

[50] Cheng Yan, Shiyu Zhang, Yang Liu, Guansong Pang, and Wenjun Wang. 2023.
Feature Prediction Diffusion Model for Video Anomaly Detection. In Proceedings
of the IEEE International Conference on Computer Vision (ICCV). 5527–5537.

[51] Michal Yarom, Yonatan Bitton, Soravit Changpinyo, Roee Aharoni, Jonathan
Herzig, Oran Lang, Eran Ofek, and Idan Szpektor. 2024. What you see is what
you read? improving text-image alignment evaluation. In Proceedings of the
Advances in Neural Information Processing Systems (NIPS). 1–14.

[52] Muyang Yi, Quan Cui, HaoWu, Cheng Yang, Osamu Yoshie, andHongtao Lu. 2023.
A simple framework for text-supervised semantic segmentation. In Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR). 7071–
7080.

[53] Peter Young, Alice Lai, Micah Hodosh, and Julia Hockenmaier. 2014. From image
descriptions to visual denotations: New similarity metrics for semantic infer-
ence over event descriptions. Transactions of the Association for Computational
Linguistics (TACL) 2 (2014), 67–78.

[54] Fei Yu, Jiji Tang, Weichong Yin, Yu Sun, Hao Tian, Hua Wu, and Haifeng Wang.
2021. Ernie-vil: Knowledge enhanced vision-language representations through
scene graphs. In Proceedings of the AAAI Conference on Artificial Intelligence
(AAAI). 3208–3216.

[55] Huatian Zhang, Lei Zhang, Kun Zhang, and Zhendong Mao. 2024. Identification
of Necessary Semantic Undertakers in the Causal View for Image-Text Matching.
In Proceedings of the AAAI Conference on Artificial Intelligence (AAAI). 7105–7114.

[56] Kun Zhang, Zhendong Mao, Quan Wang, and Yongdong Zhang. 2022. Negative-
aware attention framework for image-text matching. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition (CVPR). 15661–15670.

[57] Pengchuan Zhang, Xiujun Li, Xiaowei Hu, Jianwei Yang, Lei Zhang, LijuanWang,
Yejin Choi, and Jianfeng Gao. 2021. Vinvl: Revisiting visual representations in
vision-language models. In Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition (CVPR). 5579–5588.

[58] Shuai Zhao, XiaohanWang, Linchao Zhu, and Yi Yang. 2024. Test-time adaptation
with clip reward for zero-shot generalization in vision-language models. In
Proceedings of the International Conference on Learning Representations (ICLR).
1–10.

[59] Chang Zou, Zeqi Chen, Zhichao Cui, Yuehu Liu, and Chi Zhang. 2023. Dis-
crepant and Multi-Instance Proxies for Unsupervised Person Re-Identification.
In Proceedings of the IEEE International Conference on Computer Vision (ICCV).
11058–11068.


	Abstract
	1 Introduction
	2 Related Work
	2.1 Image-Text Retrieval
	2.2 Visual Language Pre-training

	3 Proposed Method
	3.1 Vanilla Image-Text Retrieval Model
	3.2 Local-Driven Semantic Completion
	3.3 Generative-driven Semantic Translation
	3.4 Training and Inference

	4 Experimental Results
	4.1 Experimental Setup
	4.2 Comparison with State-of-the-art Methods
	4.3 Ablation Studies
	4.4 Visualization

	5 Conclusions
	References

