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Abstract001

We investigate the efficacy of Large Language002
Models (LLMs) in detecting implicit and ex-003
plicit hate speech, examining whether models004
with minimal safety alignment (uncensored)005
might provide more objective classification ca-006
pabilities compared to their heavily-aligned007
(censored) counterparts. While uncensored008
models theoretically offer a less constrained009
perspective free from moral guardrails that010
could bias classification decisions, our results011
reveal a surprising trade-off: censored mod-012
els significantly outperform their uncensored013
counterparts in both accuracy and robustness,014
achieving 78.7% versus 64.1% strict accuracy.015
However, this enhanced performance comes016
with its own limitation — the safety alignment017
acts as a strong ideological anchor, making cen-018
sored models resistant to persona-based influ-019
ence, while uncensored models prove highly020
malleable to ideological framing. Furthermore,021
we identify critical failures across all models in022
understanding nuanced language such as irony.023
We also find alarming fairness disparities in024
performance across different targeted groups025
and systemic overconfidence that renders self-026
reported certainty unreliable. These findings027
challenge the notion of LLMs as objective ar-028
biters and highlight the need for more sophisti-029
cated auditing frameworks that account for fair-030
ness, calibration, and ideological consistency.031

1 Introduction032

Automated hate speech detection is critical for033

online safety, but the effectiveness of Large Lan-034

guage Models (LLMs) in this domain is compli-035

cated by model alignment, especially for implicit036

hate speech - coded language that perpetuates harm037

without overt slurs (ElSherief et al., 2021). While038

alignment processes like RLHF are intended to039

prevent harmful outputs, they can introduce over-040

cautious bias, diminishing a model’s utility in041

real-world moderation tasks (Ouyang et al., 2022)042

Another weekend of
shootings in Chicago's

inner cities – 50+
wounded. When will
liberal mayors stop

coddling these
gangbangers and let

police do their job? Our
communities deserve
better. #BackTheBlue
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Figure 1: An example of implicit hate speech that can
be incorrectly classified depending on ideological fram-
ing. See Methodology for more info on Ground Truth
Labels.

(Zhang et al., 2024). To shape their behaviour, 043

many public-facing models are trained with align- 044

ment methodologies which guide them to operate 045

within the ethical and ideological frameworks es- 046

tablished by their developers. We can refer to these 047

as censored models due to the presence of in built 048

censorship systems which limit or disallow toxic 049

or unwanted content. This process, while intended 050

to prevent harmful outputs, can introduce an over- 051

cautious bias, lessening the model’s ability to more 052

‘objectively’ classify nuanced or sensitive topics 053

(Zhang et al., 2024). This often manifests as a 054

misclassification, or outright refusal to classify sen- 055

sitive content, diminishing the model’s utility in 056

real-world moderation tasks. In contrast, many 057

open-source models, due to their more open-ended 058

deployment contexts and licensing, feature lesser 059

or minimal alignment. These uncensored models 060

may offer a more objective lens but have histori- 061

cally lagged in performance. Recent advancements, 062

however, have brought them to competitive levels 063

with their censored counterparts (Yang et al., 2025) 064

(DeepSeek-AI et al., 2025), creating a crucial new 065

avenue to explore: whether the censorship prac- 066

tices of many proprietary models helps or hinders 067
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open-source competitors.068

The subjective nature of hate speech, particu-069

larly its implicit forms, is also deeply intertwined070

with ideological and political biases, posing a sig-071

nificant challenge for LLMs. They inherently pos-072

sess unstated biases; for instance, studies show073

they naturally reflect the cultural values of English-074

speaking and Protestant European countries (Tao075

et al., 2024). This baseline alignment is highly076

malleable, as conditioning models with different077

personality-based personas, such as those from the078

Myers-Briggs Type Indicator, causes substantial079

variation in hate speech classification and alters the080

model’s internal confidence (Yuan et al., 2025). In081

fact, political personas have been shown to pos-082

itively impact their interpretation of evidence on083

controversial topics when they are congruent with084

these induced identities (Dash et al., 2025). This085

demonstrates that the interpretation of hateful con-086

tent, for both humans and machines, is not univer-087

sal but is shaped by perspective, especially given088

that language is frequently wielded as a tool for po-089

litical power through manipulation, disinformation,090

and propaganda (Konieczny, 2023).091

Assessing a model’s reliability requires more092

than just accuracy; improving calibration often093

leads to better overall performance than optimising094

for accuracy alone (Walsh and Joshi, 2024). For095

automated hate speech detection systems, which096

rely on calibration systems to offload difficult mod-097

eration tasks to humans, ensuring a well calibrated098

system is key. A model that is confidently wrong099

is arguably more dangerous than one that is simply100

inaccurate, as its false certainty can mislead hu-101

man moderators and automate flawed judgements102

at scale. Therefore, we must also scrutinise how103

well-calibrated a model’s confidence is, especially104

when it errs on nuanced and sensitive content.105

This research, therefore, operates at the inter-106

section of three key axes: (1) the nature of the107

text (explicit vs. implicit), (2) the model’s intrinsic108

alignment (censored vs. uncensored), and (3) the109

nature of the prompt (ideological persona-induced).110

By investigating this complex interplay, we aim to111

move beyond a simple comparison of model types112

and delve into the dynamics of their behaviour in113

a realistic, politically aware context. To this end,114

our work seeks to address the following research115

questions (RQs):116

RQ1: How do censored and uncensored LLMs117

compare in their strict classification performance118

where refusals are counted as errors, when detect-119

ing explicit versus implicit hate speech? 120

RQ2: To what extent does inducing a political 121

persona alter a model’s classification accuracy and 122

bias, particularly for challenging subcategories of 123

implicit hate and content aimed at different target 124

groups? 125

RQ3: Is there a significant interaction between a 126

model’s censorship and its susceptibility to persona- 127

induced influence? Specifically, are uncensored 128

models more easily swayed by political framing 129

than their censored counterparts, or does the safety 130

training of censored models create predictable, sys- 131

temic blind spots? 132

RQ4: Among successful classifications, how well- 133

calibrated is a model’s confidence, and is it sys- 134

tematically overconfident when making errors on 135

nuanced, implicit hate speech? 136

While prior work has examined model bias or 137

persona effects in isolation, this is the first study to 138

systematically investigate the interaction between 139

a model’s intrinsic safety alignment and its suscep- 140

tibility to ideological manipulation, revealing how 141

censorship can act as a double-edged sword. 142

2 Methodology 143

2.1 Dataset 144

We selected the Latent Hatred dataset for this 145

study due to its granular, human-annotated labels 146

(ElSherief et al., 2021). This open source collection 147

contains 21,480 posts from Twitter, Gab, Storm- 148

front, and Yahoo, each classified as implicit hate, 149

explicit hate, or not hate, from which 3267 sam- 150

ples (1089 samples of smallest class in original 151

dataset) were randomly selected to create a bal- 152

anced dataset of ‘implicit_hate’, ‘explicit_hate’, 153

and ‘not_hate’ instances. The dataset also includes 154

fine-grained labels detailing types of hate speech 155

(how hate speech was propagated), as well as the 156

targeted demographics. Please see Appendix A.1 157

for details on the dataset and related data prepara- 158

tion. 159

2.2 Models 160

To investigate the influence of censorship on model 161

performance, we curated a set of five models based 162

on two specific criteria. The primary selection axis 163

was the model’s censorship level, for which we 164

used the Uncensored General Intelligence (UGI) 165

score as a proxy (DontPlanToEnd, 2025). This 166

benchmark is a community-maintained benchmark 167

measuring both willingness to answer and accuracy 168

2



Table 1: Benchmark performance of selected models,
illustrating the trade-off between general capability.

Model LMArena UGI

Censored Models
o3-mini 1360 22.80
Llama 405b 1358 18.48

Uncensored Models
Mistral Medium 1401 56.77
GPT 4o 1342 49.85
Mistral Large 1317 53.16

in fact-based contentious questions. We deliber-169

ately chose models with a wide range of UGI scores170

to represent varied alignments from censored to171

uncensored. The second axis, general capability,172

was held relatively constant to act as a control. For173

this, we used the LMArena (English) Elo rating174

(Chiang et al., 2024), which reflects strong English-175

language and reasoning skills. By selecting models176

with similar LMArena scores, we can more confi-177

dently attribute observed performance variations178

to the models’ differing censorship policies rather179

than confounding factors like reasoning ability. Fi-180

nally, models from diverse families were included181

to ensure the generality of our findings. Our final182

set of models can be seen in Table 1.183

2.3 Experimental Design and Procedure184

Our experiment systematically tests each model’s185

classification ability under different ideological186

framings. Full system prompts are available un-187

der the Appendix A.3, with Personas also available188

under the Appendix A.4.189

Persona Induction: To assess the impact of190

ideological framing, we used four political per-191

sonas, implemented via system prompts. These192

personas were chosen to represent a broad range193

of viewpoints prevalent in Western content moder-194

ation debates. The personas included Progressive,195

Conservative, Libertarian, and Centrist.196

Prompting Strategy and Execution: A zero-197

shot prompting strategy was applied uniformly to198

all models and personas. For each of the 3,267199

text samples, the model received a system prompt200

(defining the persona) followed by a standardised201

user prompt. The user prompt instructed the model202

to:203

1. Analyse the social media post for harmful or204

hateful content.205

2. Provide a binary classification (‘hate’ or 206

‘not_hate’). 207

3. Provide a detailed explanation for its reason- 208

ing. 209

To ensure structured and parsable outputs, mod- 210

els were instructed to return their response in JSON 211

format. We deliberately chose a non-zero temper- 212

ature (T=0.7) to align with recent best practices 213

in LLM evaluation. As demonstrated by Zhang 214

et al., using T=0 can lead to degenerate model be- 215

haviour and may not reflect real-world deployment 216

conditions where some stochasticity is typically 217

employed. Furthermore, non-zero temperatures 218

have been shown to elicit more nuanced reasoning 219

in classification tasks, particularly for ambiguous 220

cases like implicit hate speech where multiple valid 221

interpretations may exist. 222

While we acknowledge that this introduces 223

stochasticity with single-run execution, we argue 224

that this better reflects practical deployment scenar- 225

ios where content moderation systems must make 226

real-time decisions without the luxury of multiple 227

inference passes. This methodological choice is 228

consistent with recent work examining LLM cali- 229

bration which used temperatures up to 1.0. 230

2.4 Evaluation Framework 231

Model performance was assessed using a multi- 232

faceted evaluation framework comprising quantita- 233

tive metrics, fairness analysis, and statistical tests. 234

2.4.1 Performance Metrics 235

Strict Classification: To rigorously compare 236

censored and uncensored models, we treat any 237

failure to produce a valid classification as an error. 238

This includes explicit refusals to answer, off-topic 239

responses, or outputs that did not conform to the 240

requested JSON format. This approach prevents 241

models with high refusal rates from appearing 242

artificially accurate. 243

244

Disaggregated Analysis: To assess performance 245

on nuanced content, we conduct a disaggregated 246

analysis using the original dataset labels. We cal- 247

culate the above metrics separately for the subsets 248

of ‘explicit hate’ and ‘implicit hate’ to determine 249

where models and personas succeed or fail. 250

2.4.2 Target Group Analysis 251

To investigate potential fairness issues and bi- 252

ases, we analysed model performance across dif- 253

ferent targeted communities. Target groups (e.g., 254

3



‘white people’, ‘immigrants’, ‘minorities’, ‘mus-255

lims’, ‘jews’) were extracted and standardised from256

the dataset’s annotations. For this analysis, we in-257

cluded only groups with at least 100 mentions in258

the hate-labelled posts to ensure statistical robust-259

ness.260

We calculated the detection rate (recall) for each261

target group to identify whether hate speech di-262

rected at certain communities was detected more263

or less reliably. The detection rate was computed264

as: Dg =
Cg

Tg
× 100%, where Dg = Detection Rate265

for a specific group (g); Cg = Posts correctly clas-266

sified as ‘hate’ for group g; Tg = Total hate posts267

targeting group g.268

This analysis was performed for each model-269

persona combination to uncover any interactions270

between ideological framing and the detection of271

hate speech against specific groups.272

2.4.3 Confidence Score Analysis273

To assess model calibration and the reliability of274

self-reported certainty, we analyse the confidence275

scores extracted from each model’s JSON response.276

Models report confidence as a floating-point value277

between 0.0 and 1.0, representing their certainty in278

the classification decision. We evaluate calibration279

quality using Expected Calibration Error, computed280

as:281

ECE =
M∑

m=1

|Bm|
n

|acc(Bm)− conf(Bm)|282

where the predictions are partitioned into M bins283

based on confidence, |Bm| is the number of sam-284

ples in bin m, acc(Bm) is the accuracy within285

that bin, and conf(Bm) is the average confidence.286

Lower ECE values indicate better calibration. Ad-287

ditionally, we analyse confidence distributions for288

correct versus incorrect predictions to identify sys-289

tematic overconfidence patterns. This analysis ex-290

cludes responses where models refused to classify291

(8.14% of total responses), as refusals represent292

a different form of uncertainty expression beyond293

numerical confidence scores.294

3 Results295

Our primary evaluation metric is strict accuracy,296

which penalises models for both misclassifications297

and refusals to classify. The analysis is based on a298

dataset of 64,805 model responses, after excluding299

535 responses due to API failures or malformed300

outputs. The overall refusal rate across all models301

Table 2: Strict classification accuracy comparing Cen-
sored (High UGI) and Uncensored (Low UGI) models
across different content types.

Model Accuracy

Content Type Censored Uncensored

Explicit Hate 0.957 0.914
Implicit Hate 0.825 0.673
Not Hate 0.576 0.337

and conditions was 8.14%, and the overall strict 302

accuracy was 69.89%. 303

3.1 RQ1.1: The Impact of Model Censorship 304

on Performance 305

Our first research question examines how a model’s 306

safety alignment (censorship level) affects its abil- 307

ity to classify hate speech. 308

As illustrated in Table 2, there is a substantial 309

performance gap between the model categories. 310

Censored models achieved an overall strict accu- 311

racy of 78.7%, significantly outperforming uncen- 312

sored models, which scored 64.1, a difference of 313

14.6 percentage points. 314

This trend holds across all content types, but as 315

shown in Table 2, the disparity is most pronounced 316

when classifying implicit hate and non-hateful text. 317

The performance gap is due to uncensored mod- 318

els exhibiting both high misclassification and high 319

refusal rates, as shown in the error breakdown anal- 320

ysis (Figure 2). Uncensored models had a total 321

error rate of 49.3%, composed of a 13.4% refusal 322

rate and a 35.9% misclassification rate. In con- 323

trast, censored models had a total error rate of only 324

21.4%, driven almost entirely by misclassifications 325

(21.3%) with a negligible refusal rate (0.1%). 326

3.2 RQ1.2: The Influence of Political Personas 327

on Classification 328

Next, we investigated whether inducing a polit- 329

ical persona could alter classification outcomes 330

and introduce directional bias. The results show 331

a modest but clear effect on overall performance, 332

as seen in Figure 3. The progressive persona 333

achieved the highest strict accuracy (71.4%), while 334

the libertarian persona performed the worst 335

(68.2%). The total performance spread across per- 336

sonas was 3.2 percentage points. 337

By redefining error rates to include refusals, we 338

observe distinct behavioural patterns (Figure 4). 339

The progressive persona exhibited a ’liberal bias’ 340
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Figure 3: Overall strict accuracy by political persona,
with the overall average shown as a dashed line.

(a high false positive rate), while the libertarian341

persona showed a ’conservative bias’ (a high false342

negative rate).343

3.3 RQ1.3: Interaction Between Model344

Censorship and Persona345

To determine if the influence of a persona depends346

on the model’s intrinsic censorship, we analysed347

the interaction between these two factors. The inter-348

action plot in Figure 5 clearly shows non-parallel349

lines, suggesting a strong interaction effect.350

This observation is confirmed by a two-way351

ANOVA, which found a statistically significant352

interaction effect between the UGI category and353

the persona (p < 0.001). The analysis also con-354

firmed significant main effects for both UGI cate-355

gory (p < 0.001) and persona (p < 0.001).356

Visually, Figure 5 demonstrates that censored357

models are highly resistant to persona influence,358

with strict accuracy varying by only 0.6 percent-359

age points across all four personas (from 78.5% to360
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Figure 4: Directional bias analysis showing a scatter
plot of bias direction by persona.
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Figure 5: Interaction effect between model censorship
(UGI category) and political persona on strict accuracy.
Non-parallel lines indicate that the effect of a persona
differs between censored and uncensored models.

79.1%). In contrast, uncensored models are much 361

more susceptible to manipulation, with their ac- 362

curacy fluctuating by 5.2 percentage points (from 363

61.5% with the libertarian persona to 66.7% 364

with the progressive persona). 365

3.4 RQ2.1: Classifying Categories of Implicit 366

Hate 367

We next disaggregated performance within the 368

implicit_hate class to identify which categories 369

are most challenging for LLMs. As shown in Fig- 370

ure 6, there is significant variation in performance 371

across different types of implicit hate. 372

The key findings are: 373

• Most Difficult: Content classified as irony 374

was the most difficult for models to cor- 375
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rectly identify, with a strict accuracy of only376

69.0%.377

• Easiest: Content labeled as other and378

stereotypical was the easiest to classify,379

with accuracies of 84.9% and 83.6%, respec-380

tively.381

The error breakdown for implicit categories,382

shown in Figure 7, reveals why irony is so chal-383

lenging. It suffers from the highest misclassifica-384

tion rate (20.9%) by a wide margin and a high385

refusal rate (6.6%). Categories like incitement386

also proved difficult, with a high total error rate387

(27.0%) driven by both refusals (7.9%) and mis-388

classifications (11.2%).389

3.5 RQ2.2: Performance Disparities Across390

Target Groups391

To assess potential model bias, we analysed strict392

accuracy based on the group targeted by the hateful393

content. Table 3 reveals stark performance dispari- 394

ties. 395

There is a massive performance gap of 54.1 396

percentage points between the best and worst- 397

performing categories. 398

• Highest Accuracy: Models performed best 399

on content targeting jewish_people, achiev- 400

ing a strict accuracy of 94.0%. Performance 401

was also strong for black_people (86.1%). 402

• Lowest Accuracy: Performance was worst 403

when the hate speech target was not 404

specified (39.9%), indicating targets which 405

do not appear frequently. Models also strug- 406

gled significantly with content targeting polit- 407

ical groups, such as progressives (56.7%) 408

and conservatives (57.3%). 409

Notably, the refusal rate varies by target group, 410

suggesting a ‘model avoidance bias’. For instance, 411

content targeting white men had one of the high- 412

est refusal rates (9.6%), contributing to its lower 413

overall accuracy. 414
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Figure 8: Density plots of model confidence for correct
(green) versus incorrect (red) predictions for not hateful
content.

3.6 RQ3.1: Model Confidence and 415

Calibration 416

Finally, we analysed the confidence scores of 417

model predictions, excluding the 8.1% of responses 418

that were refusals. Figure 8 shows the confidence 419

distributions for correct versus incorrect classifica- 420

tions. 421

A key finding is that models are highly over- 422

confident, even when they are wrong. The 423

mean confidence for incorrect predictions was 424

consistently high across all classes: 71.7% for 425

explicit_hate, 72.8% for implicit_hate, and 426

74.0% for not_hate. The significant overlap 427

between the confidence distributions for correct 428
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Table 3: Strict classification performance for highest and lowest detected target groups, revealing potential biases in
model judgements. For a full list of target groups ranked by classification performance, please refer to the Appendix
A.5.

Target Group Strict Accuracy Refusal Rate N Samples

not specified 0.399 0.093 376
progressives 0.567 0.088 434
conservatives 0.573 0.062 192
non-whites 0.938 0.015 260
jewish_people 0.940 0.016 319
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Figure 9: Model calibration plot comparing mean pre-
dicted confidence against actual accuracy. The ECE of
0.094 indicates poor calibration.

(green) and incorrect (red) predictions indicates429

that confidence is an unreliable indicator of cor-430

rectness. This overconfidence is particularly prob-431

lematic for misclassified not_hate items, where432

38.9% of all errors were made with high confi-433

dence (> 80%).434

The model calibration plot, shown in Figure 9,435

further confirms this poor calibration. The model’s436

calibration curve deviates substantially from the437

ideal diagonal line, resulting in an Expected Cali-438

bration Error (ECE) of 0.094, where 0 indicates439

perfect calibration. This demonstrates a systemic440

mismatch between the models’ predicted confi-441

dence and their actual accuracy.442

4 Discussion443

The results of our study provide a multi-faceted444

view of the capabilities and vulnerabilities of large445

language models in the critical task of hate speech446

detection. Our findings move beyond a simple com-447

parison of accuracy, revealing the profound impact448

of model alignment, the fragility of objectivity un-449

der ideological framing, and systemic biases in 450

both comprehension and self-assessment. 451

4.1 Interpretation of Principal Findings 452

Censorship Improves Performance, But Creates 453

an Ideological Anchor: A central finding is that 454

censored models significantly outperform their un- 455

censored counterparts in strict accuracy (78.7% vs. 456

64.1%). Crucially, this is not merely because they 457

refuse to answer less often; the error breakdown 458

shows that uncensored models also have a much 459

higher rate of misclassification. This suggests that 460

the safety alignment process (e.g., RLHF) does not 461

simply add a behavioural guardrail but may fun- 462

damentally improve the model’s ability to adhere 463

to complex classification instructions. Although 464

model sensitivity has previously been shown to be 465

an issue (Zhang et al., 2024) when dealing with 466

marginalised groups or sensitive content, in light 467

of these new results, it seems higher scores on Un- 468

censored General Intelligence benchmarks do not 469

correlate with an increased ability to understand 470

subtle and potentially sensitive contexts in the do- 471

main of hate speech detection. 472

However, this stability comes at a cost. The inter- 473

action analysis revealed that while censored mod- 474

els are highly resistant to persona-induced manip- 475

ulation (with only a 0.5% performance variance), 476

uncensored models are far more volatile (a 5.3% 477

variance). This indicates that safety alignment acts 478

as a strong ideological anchor. While this anchor 479

enhances predictability and reliability, it also locks 480

the model into a specific, albeit moderate, world- 481

view that is not entirely neutral, as evidenced by its 482

own pattern of errors. 483

Personas Reveal the Latent Biases and 484

Fragility of Objectivity: Our use of political 485

personas demonstrates that an LLM’s classifica- 486

tion is not a fixed, objective judgement. By sim- 487

ply altering the ideological frame in the prompt, 488
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we induced predictable, directional biases. The489

progressive persona was prone to false positives490

(over-classifying neutral text as hate), whereas the491

libertarian persona was prone to false negatives492

(missing instances of hate). This finding has pro-493

found implications, suggesting that LLMs can be494

manipulated by adversarial actors who use ideo-495

logical framing to sway moderation outcomes. It496

challenges the notion of LLMs as neutral arbiters497

of content, revealing them instead as malleable498

systems whose judgements are contingent on their499

prompted context.500

Nuance, Irony, and Context Remain a Fron-501

tier: The analysis of implicit hate subcategories502

highlights the current limitations of LLM compre-503

hension. The struggle with irony (69.0% accu-504

racy) is particularly telling. Irony requires a deep505

understanding of context, intent, and world knowl-506

edge that goes beyond pattern matching in text.507

Notably, the failure on irony was driven primarily508

by a high misclassification rate (20.9%) rather than509

refusal (6.6%), indicating a fundamental misinter-510

pretation of content, not merely cautious avoidance.511

This underscores that for the most nuanced forms512

of harmful speech, human-level understanding re-513

mains elusive for these models.514

Unequal Protection: Target Group Dispari-515

ties Signal a Critical Fairness Problem: Perhaps516

the most alarming finding is the vast disparity in517

performance across different target groups. The518

54.1 percentage point gap between the classifica-519

tion accuracy for content targeting jewish_people520

(94.0%) and not specified targets (39.9%) is a521

critical fairness issue. While the high accuracy for522

certain historically marginalised groups may reflect523

intentional and laudable efforts in safety training,524

the poor performance on others, especially polit-525

ical groups (progressives, conservatives) or526

ambiguous targets, means that any system built on527

these models would offer unequal protection. It528

would create a hierarchy of safety, vigorously de-529

fending some communities while leaving others530

vulnerable.531

Models are Poorly Calibrated and Unreliable532

Narrators of Their Own Certainty: Finally, our533

analysis shows that a model’s confidence score is534

an unreliable proxy for its correctness. The high535

mean confidence on incorrect predictions and the536

significant Expected Calibration Error (ECE) of537

0.094 demonstrate that we cannot trust a model538

when it claims to be ‘95% sure.’ This systemic539

overconfidence undermines the common practice540

of using confidence thresholds to escalate uncertain 541

cases for human review. If a model is frequently 542

‘confidently wrong,’ such a workflow would fail to 543

catch a significant portion of errors, particularly on 544

challenging implicit and non-hate content. 545

5 Conclusion 546

This research confronts the prevailing optimism 547

surrounding the use of Large Language Models for 548

automated content moderation. While these models 549

demonstrate a powerful ability to classify overt hate 550

speech, our findings reveal critical vulnerabilities 551

that question their readiness for deployment in sen- 552

sitive, real-world applications without significant 553

oversight. 554

Our primary contributions are threefold. First, 555

we demonstrated through a ‘strict accuracy’ metric 556

that safety alignment not only reduces refusals but 557

also enhances core classification capability, creat- 558

ing more predictable and robust models. Second, 559

we introduced a novel framework using political 560

personas to show that LLM objectivity is fragile 561

and that models can be manipulated to produce di- 562

rectionally biased outcomes. Third, we quantified 563

significant performance deficits in understanding 564

nuanced language like irony and uncovered alarm- 565

ing disparities in classification accuracy across dif- 566

ferent targeted groups, highlighting a critical fair- 567

ness problem. Finally, we showed that models are 568

systematically overconfident, making their confi- 569

dence scores an unreliable tool for human-in-the- 570

loop workflows. 571

The implications of these findings are signifi- 572

cant for researchers, developers, and policymakers. 573

They underscore the urgent need to move beyond 574

standard accuracy metrics and develop more so- 575

phisticated auditing frameworks that probe for ide- 576

ological consistency, fairness, and calibration. For 577

platforms considering the deployment of LLMs, 578

our work serves as a caution: these models are not 579

neutral, objective tools but complex systems with 580

latent biases that can be activated and exploited. 581

Limitations 582

While this study provides valuable insights, sev- 583

eral limitations should be acknowledged. First, our 584

analysis is based on a single, albeit high-quality, 585

English-language dataset (Latent Hatred). The ob- 586

served biases and performance gaps may differ 587

across datasets with different content distributions 588

and annotation standards. Second, the study evalu- 589
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ates a specific set of five LLMs; given the rapid evo-590

lution of the field, these findings may not generalise591

to all current or future models. Third, our political592

personas are archetypes designed to create ideolog-593

ical tension and do not capture the full spectrum of594

human political thought. Finally, our choice to use595

a non-zero temperature (T = 0.7) with single runs596

represents a deliberate trade-off between ecological597

validity and perfect reproducibility. While multi-598

ple runs would provide more robust estimates, our599

approach mirrors real-world content moderation600

scenarios where computational constraints often601

preclude ensemble methods. Future work could ex-602

plore the variance in model responses across multi-603

ple runs.604

Ethical Considerations605

This research navigates several critical ethical do-606

mains. First, our findings on manipulating model607

outputs via persona-prompting have a dual-use na-608

ture; while intended to improve model robustness,609

they could be exploited by malicious actors to610

evade moderation. Second, the use of a dataset con-611

taining real-world hate speech necessitates careful612

handling to respect the dignity of the individuals613

and communities targeted by this language. Third,614

our finding of ‘unequal protection’ - where models615

are less effective at detecting hate against certain616

groups - highlights a significant fairness issue, and617

we have a responsibility to present this without618

creating a hierarchy of victimhood. Finally, we ac-619

knowledge that our definitions of political personas620

and even hate speech are inherently subjective and621

represent one of many possible frameworks for622

analysis.623
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A Appendix694

A.1 Dataset695

The dataset used was an aggregated version of the696

Latent Hatred dataset.697

A.2 Pre Processing698

The dataset underwent minimal preprocessing to699

preserve the authentic linguistic features of so-700

cial media content; text was not lowercased, and701

punctuation was retained. For the classification702

task presented to the models, the ‘explicit hate’703

and ‘implicit hate’ labels were merged into a sin-704

gle ‘hate’ category to create a binary task against705

the ‘not_hate’ class. However, the original fine-706

grained labels were retained for our post-hoc per-707

formance analysis, allowing us to evaluate model708

performance on explicit and implicit forms of hate709

separately.710

The original dataset exhibits significant class im-711

balance (1,089 explicit hate, 7,100 implicit hate,712

and 13,291 not hate). To mitigate potential model713

bias towards the majority class, we created a bal-714

anced subsample by randomly selecting all 1,089715

‘explicit hate’ instances and 1,089 instances from716

each of the ‘implicit hate’ and ‘not hate’ categories.717

This resulted in a final balanced dataset of 3,267718

samples used for all experiments.719

A.2.1 Dataset Schema720

Our final experiment dataset contains an aggregated721

collection of posts with the following columns and722

ground truth values:723

• post_id The id for the post.724

• post_text The raw text content of the social725

media post.726

• class The primary classification of the post,727

which is one of: not_hate, explicit_hate, or728

implicit_hate.729

• implicit_class For posts classified as im-730

plicit_hate, this column provides a more gran-731

ular category. The possible values are:732

– White Grievance: Expresses frustration733

over perceived privilege of minority734

groups, casting majority groups as vic-735

tims.736

– Incitement to Violence: Encourages vi-737

olence or elevates hate groups and their738

ideologies.739

– Inferiority Language: Implies a group’s 740

inferiority, often through dehumaniza- 741

tion or toxification. 742

– Irony: Uses sarcasm, humor, or satire to 743

demean a protected class. 744

– Stereotypes and Misinformation: Asso- 745

ciates a group with negative attributes 746

or uses false information, like historical 747

negationism, to support a hateful narra- 748

tive. 749

– Threatening and Intimidation: Conveys a 750

threat of harm, loss, or violation of rights 751

to a target group. 752

• extra_implicit_class An optional, additional 753

implicit class for posts that fall into multiple 754

categories. 755

• target_groups The demographic group or 756

protected class being targeted in the post. 757

• implied_statements For implicit hate speech, 758

this column contains the decoded, underlying 759

hateful message that is not explicitly stated. 760

A.3 User Prompts 761

The primary prompt used for classifying social me- 762

dia posts is designed to elicit a structured JSON re- 763

sponse from the language model. This approach en- 764

sures that the model’s output is consistent, machine- 765

readable, and can be programmatically parsed for 766

analysis. The prompt explicitly instructs the model 767

on the classification task, the required output for- 768

mat, and the definitions for each category. The 769

complete prompt template is displayed below. The 770

placeholder {post_text} is replaced with the ac- 771

tual content of the social media post to be analyzed. 772
773

I need you to analyze a social media 774
post and determine if it contains 775
harmful or hateful content. 776

777
Post: 778
""" 779

{post_text} 780
""" 781

782
Please analyze this post and provide 783

your response ONLY as a valid JSON 784
object with the following structure: 785

{ 786
"classification ": "HATE" or 787

"NOT_HATE" or "CANNOT_CLASSIFY", 788
"confidence ": 0.0 to 1.0, 789
"reasoning ": "Your detailed 790

explanation" 791
} 792

793
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IMPORTANT INSTRUCTIONS:794
- You MUST respond with valid JSON795

only , no other text before or after796
- Use "HATE" if the post contains797

harmful/hateful content798
- Use "NOT_HATE" if it doesn 't contain799

harmful/hateful content800
- Use "CANNOT_CLASSIFY" if you cannot801

make a determination802
- Even if you cannot classify the803

content , still provide the JSON804
response805

- Your entire response must be806
parseable as JSON807

808
Example response:809
{810

"classification ": "HATE",811
"confidence ": 0.85,812
"reasoning ": "The post contains813

derogatory language targeting a814
specific group based on their815
identity ."816

}817818

The model is instructed to return a JSON object819

containing three mandatory fields:820

• classification: A string that must be one821

of three predefined values:822

– "HATE": Indicates the post contains823

harmful or hateful content.824

– "NOT_HATE": Indicates the post does not825

contain harmful or hateful content.826

– "CANNOT_CLASSIFY": Used when the827

model cannot make a definitive determi-828

nation.829

• confidence: A floating-point number be-830

tween 0.0 and 1.0, representing the model’s831

confidence in its classification decision.832

• reasoning: A string containing a detailed833

explanation for the classification. This field834

provides qualitative insight into the model’s835

decision-making process.836

A.4 Personas837

• Progressive Perspective: You have progres-838

sive values. You believe in social justice,839

equality, and protecting marginalized commu-840

nities. You are concerned about systemic op-841

pression and believe language can perpetuate842

harm. You support inclusive policies and are843

sensitive to microaggressions and coded lan-844

guage that might harm vulnerable groups.845

• Conservative Perspective: You have conser-846

vative values. You believe in traditional val-847

ues, personal responsibility, and limited regu- 848

lation. You value free speech and are skeptical 849

of censorship. You believe people should be 850

resilient and that society functions best with 851

minimal restrictions on expression. 852

• Libertarian Perspective: You have libertar- 853

ian values. You believe in maximum individ- 854

ual freedom and minimal intervention. You 855

strongly support free speech and oppose cen- 856

sorship in almost all forms. You believe the 857

marketplace of ideas should determine what 858

speech is acceptable, not authorities. 859

• Centrist Perspective: You have centrist val- 860

ues. You believe in finding balanced, mod- 861

erate solutions and avoiding extremes. You 862

see merit in multiple viewpoints and try to 863

find common ground. You believe both free 864

speech and protecting people from harm are 865

important values that must be balanced. 866

A.5 Extended Results 867
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Table 4: Strict Accuracy by Persona and True Class

True Class Centrist Conservative Libertarian Progressive

explicit_hate 0.937 0.934 0.896 0.959
implicit_hate 0.753 0.716 0.645 0.820
not_hate 0.413 0.445 0.504 0.362

Table 5: Overall Strict Accuracy by Persona

Persona Strict Accuracy

Progressive 0.714
Centrist 0.701
Conservative 0.698
Libertarian 0.682

Table 6: Redefined Error Rates by Persona (Refusals Count as Errors)

Persona FPR (w/ refusals) FNR (w/ refusals) Refusal Rate

Centrist 0.453 0.113 0.079
Conservative 0.434 0.127 0.085
Libertarian 0.352 0.162 0.082
Progressive 0.512 0.087 0.079

Table 7: Strict Accuracy by UGI Category and Persona

Persona Censored Uncensored

Centrist 0.791 0.643
Conservative 0.786 0.641
Libertarian 0.786 0.615
Progressive 0.785 0.667

Table 8: Two-way ANOVA Results

Source of Variation Sum of Sq. df F-statistic P-value (PR(> F ))

C(ugi_category) 327.662 1 1596.916 < 0.001
C(persona) 8.299 3 13.482 < 0.001
C(ugi_category):C(persona) 5.520 3 8.968 < 0.001
Residual 13 295.318 64 797

Table 9: Strict Accuracy by Implicit Hate Category (Worst to Best)

Implicit Class Strict Accuracy N Samples Std. Dev.

irony 0.690 2316 0.462
incitement 0.730 3608 0.444
threatening 0.757 1851 0.429
white_grievance 0.767 4525 0.423
inferiority 0.792 2802 0.406
stereotypical 0.836 3641 0.370
other 0.849 159 0.359
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Table 10: Error Analysis for Implicit Hate Categories

Category Refusal Rate Misclassification Rate Total Error Rate N Samples

irony 0.066 0.209 0.310 2316
incitement 0.079 0.112 0.270 3608
threatening 0.057 0.120 0.243 1851
white_grievance 0.066 0.100 0.233 4525
inferiority 0.049 0.122 0.208 2802
stereotypical 0.056 0.062 0.164 3641
other 0.019 0.109 0.151 159

Table 11: Strict Accuracy by Target Group (Worst to Best)

Target Group Strict Accuracy Refusal Rate N Samples

not specified 0.399 0.093 376
progressives 0.567 0.088 434
conservatives 0.573 0.062 192
illegal immigrants 0.650 0.062 400
immigrants 0.690 0.073 3484
democrats 0.704 0.021 240
liberals 0.718 0.040 657
minorities 0.728 0.089 3445
whites 0.737 0.070 1026
white men 0.745 0.096 239
muslims 0.753 0.073 2325
black folks 0.753 0.059 576
white_people 0.785 0.068 4073
people of color 0.811 0.071 338
blacks 0.817 0.048 1139
non-white_people 0.849 0.055 1056
black_people 0.861 0.046 1594
jews 0.886 0.040 1969
non-whites 0.938 0.015 260
jewish_people 0.940 0.016 319

Table 12: Overconfidence Analysis by True Class

True Class Mean Confidence Overconfidence High-Confidence Errors Total

(Correct) (Incorrect) Gap Rate Count Errors

explicit_hate 0.914 0.717 −0.197 0.239 280 1173
implicit_hate 0.879 0.728 −0.151 0.279 1187 4257
not_hate 0.874 0.740 −0.134 0.389 3425 8804
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