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Abstract

We study the behavior of deterministic methods

for solving inverse problems in imaging. These

methods are commonly designed to achieve two

goals: (1) attaining high perceptual quality, and

(2) generating reconstructions that are consistent

with the measurements. We provide a rigorous

proof that the better a predictor satisfies these

two requirements, the larger its Lipschitz constant

must be, regardless of the nature of the degrada-

tion involved. In particular, to approach perfect

perceptual quality and perfect consistency, the

Lipschitz constant of the model must grow to

infinity. This implies that such methods are nec-

essarily more susceptible to adversarial attacks.

We demonstrate our theory on single image super-

resolution algorithms, addressing both noisy and

noiseless settings. We also show how this unde-

sired behavior can be leveraged to explore the

posterior distribution, thereby allowing the deter-

ministic model to imitate stochastic methods.

1. Introduction

Inverse problems arise in numerous imaging applications.

Indeed, the images we use on our phones, in medical di-

agnosis devices, and in remote sensing systems, are all

created by algorithms that reconstruct and enhance raw,

low-quality observations. Examples include image denois-

ing, super-resolution, magnetic resonance imaging (MRI)

reconstruction, and any image-to-image translation task.

Denoting a natural image as a random vector X , the de-

graded measurement as Y , and their joint distribution as

pX,Y , a deterministic image restoration algorithm1 X̂ (an es-

timator) often strives to generate outputs of high perceptual
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1An algorithm that always produces the same output per input.
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Figure 1: Qualitative illustration of Theorem 4.1. In any

restoration task with a non-invertible degradation (Defini-

tion 3.1), the Lipschitz constant K of a deterministic estima-

tor X̂ = f(Y ) is lower bounded by a function that grows to

infinity as the Wasserstein distance between pX̂,Y and pX,Y

decreases to zero.

quality that are also consistent with the input measurements.

Perceptual quality is commonly measured by the extent to

which human observers cannot distinguish between the esti-

mator’s outputs and natural images (Isola et al., 2017; Dahl

et al., 2017; Denton et al., 2015; Guadarrama et al., 2017;

Iizuka et al., 2016; Salimans et al., 2016; Zhang et al., 2016;

2017). This can be quantified by the statistical distance be-

tween the distributions pX̂ and pX (Blau & Michaeli, 2018).

Of course, perceptual quality by itself does not necessarily

indicate the usefulness of an algorithm. For instance, an

estimator that completely ignores the input and outputs sam-

ples from pX attains perfect perceptual quality (pX̂ = pX ),

but is obviously useless. Indeed, a good estimator is one

whose outputs are also consistent with the measurements.

Consistency with the measurements is best understood in

the case where the degradation is deterministic, such that

Y = D(X). In this case, X̂ is perfectly consistent if

D(X̂) = Y , and as a measure, consistency is typically quan-

tified by the discrepancy between D(X̂) and Y (Lugmayr

et al., 2021; 2022). As with perceptual quality, consistency

by itself is not a sufficient indication that an algorithm is

useful. Indeed, the fact that the outputs are consistent with

the measurements does not guarantee that they look natu-

ral. Moreover, consistency becomes a questionable concept

in the setting of stochastic degradations: What can be re-

garded as a consistent reconstruction when many different

measurements can emerge from the same source image?
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To circumvent these complexities and address all types of

degradations, we integrate perceptual quality and consis-

tency into a single concept. Specifically, we refer to the joint

perceptual quality of an estimator as the extent to which hu-

man observers cannot distinguish between pairs of restored

outputs and degraded inputs, and pairs of natural images

and degraded measurements. This can be quantified by the

statistical distance between pX̂,Y and pX,Y . In Section 3.3

we explain why attaining perfect perceptual quality and

perfect consistency is equivalent to attaining perfect joint

perceptual quality, making it a useful stand-alone measure.

In this paper we rigorously prove that, whenever the degra-

dation is not invertible2, the Lipschitz constant of a de-

terministic estimator is bounded from below by a factor

inversely proportional to the Wasserstein distance between

pX̂,Y and pX,Y (see Figure 1 for a qualitative illustration).

This means that the Lipschitz constant must grow to in-

finity as the Wasserstein distance between pX̂,Y and pX,Y

approaches zero. An immediate practical implication of this

result is that the higher the joint perceptual quality of an

estimator (i.e., the better its perceptual quality and consis-

tency), the more susceptible it is to input adversarial attacks,

which is a clear disadvantage. On the positive side, we

demonstrate that this behavior can be leveraged to explore

the posterior distribution by slightly perturbing its input.

It is important to note that studying deterministic estima-

tors of this type is not a pursuit of mere theoretical interest.

In fact, estimators that satisfy pX̂,Y ≈ pX,Y
3 appear fre-

quently in the literature and are being used across many

types of inverse problems, e.g., in tasks where the esti-

mator is a Conditional Generative Adversarial Network

(CGAN) (Mirza & Osindero, 2014; Isola et al., 2017; Park

et al., 2019; Shaham et al., 2021; Wang et al., 2018a; Ma

et al., 2018; Ohayon et al., 2021; Man et al., 2023; Yi &

Babyn, 2018; Kim & Lee, 2020; Sun et al., 2023; Agustsson

et al., 2023; Islam et al., 2020).

Our work is closely related to a previous study by Ohayon

et al. (2023). Here, we generalize and extend the results

in (Ohayon et al., 2023) by considering any type of degra-

dation, by replacing intuitive claims with a formal proof,

and by demonstrating the predicted behaviors on a slew of

estimators (see Section 2.1 for a thorough discussion). To

conclude, our main contributions are the following:

1. We rigorously prove that any deterministic estimator X̂
that satisfies pX̂,Y ≈ pX,Y must possess a high Lips-

chitz constant. Specifically, we show that the Lipschitz

constant of X̂ is bounded from below by a factor in-

versely proportional to the Wasserstein distance between

2A degradation is invertible when X can be reconstructed from
Y with zero error. See Definition 3.1.

3By pX̂,Y ≈ pX,Y we mean that the statistical distance (e.g.,
Wasserstein) between pX̂,Y and pX,Y is small.

pX̂,Y and pX,Y (Theorem 4.1).

2. Through experiments on popular deterministic image

super-resolution methods (Section 4.2), we demonstrate

that a lower statistical distance between pX̂,Y and pX,Y

indicates worse average robustness to adversarial attacks.

Our measure of average robustness is effectively a lower

bound of the Lipschitz constant of an estimator. These

experiments thereby validate Theorem 4.1.

3. To demonstrate the practical relevance of Theorem 4.1,

we show in Section 4.3 how an adversary can exploit the

instability of a deterministic method (with high joint per-

ceptual quality) to alter the results of an image decision-

making pipeline. In Section 4.4 we also demonstrate

how the erratic behavior of this estimator can practically

be leveraged to explore the posterior distribution.

The paper is organized as follows. In Section 2 we pro-

vide background and motivation, explore the requirement

pX̂,Y ≈ pX,Y , and draw its connection to the literature.

In Section 3 we formulate the image restoration task and set

mathematical notations. In Section 4 we present our main

result (Theorem 4.1) and illustrate its practical implications.

In Section 5 we summarize our paper. Finally, in Section 6

we discuss the limitations of this work and propose ideas

for future research.

2. Motivation and Related Works

2.1. Deterministic Degradations

In the setting of deterministic degradations, a fundamental

property desired from an image restoration algorithm X̂ is

that its outputs be perfectly consistent with its inputs, i.e.,

D(X̂) = Y . As Ohayon et al. (2023) explain, this condition

is equivalent to pY |X̂ = pY |X . Such a property stems from

the definition of solving an inverse problem (Kirsch, 2011)

and is quite intuitive, as it implies that the estimated solution

X̂ is a valid explanation for the measurements. Another

highly desired property of image restoration algorithms is to

attain perfect perceptual quality, so that humans could not

distinguish between the restored outputs and natural images.

This property is equivalent to attaining pX̂ = pX (Blau &

Michaeli, 2018).

Can a deterministic estimator satisfy pY |X̂ = pY |X (perfect

consistency) and pX̂ = pX (perfect perceptual quality) si-

multaneously? By making a simple use Bayes’ rule, Ohayon

et al. (2023) showed that the answer is negative. An esti-

mator X̂ satisfies these two conditions if and only if it is a

posterior sampler, one that satisfies pX̂|Y = pX|Y (equiva-

lently, pX̂,Y = pX,Y ), and thus, a deterministic estimator

cannot concurrently attain both of these properties (only a

stochastic sampler from the posterior can). Since both of

these properties are desired, it is therefore important to ask
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what would be the consequences if a deterministic estimator

still tries to satisfy them. As Ohayon et al. (2023) empir-

ically demonstrate, a deterministic estimator X̂ that satis-

fies pX̂ ≈ pX (high perceptual quality) and pY |X̂ = pY |X

should be erratic4 and sensitive to input adversarial attacks.

While considering estimators that produce perfectly consis-

tent outputs is important, it is often practically sufficient

that the distance between D(X̂) and Y would just be very

small (Lugmayr et al., 2021; 2022), in which case pY |X is

not precisely equal to pY |X̂ . Indeed, image restoration al-

gorithms with only near-perfect consistency are much more

prevalent in practice (e.g., (Ledig et al., 2017; Wang et al.,

2018b; Lugmayr et al., 2021; 2022)). Does the aforemen-

tioned sensitivity issue holds for deterministic restoration

algorithms that strive for high perceptual quality and only

near-perfect consistency? Instead of breaking down this

question into separate discussions on perceptual quality and

consistency, we can more generally explore the behavior

of deterministic estimators that satisfy pX̂,Y ≈ pX,Y . This

includes estimators with high perceptual quality produc-

ing outputs with either perfect or near-perfect consistency.

As we show in Theorem 4.1 below, estimators that satisfy

pX̂,Y ≈ pX,Y must indeed behave erratically.

2.2. Stochastic Degradations

While deterministic degradations are prevalent in academic

discussions, real-world degradations often involve a stochas-

tic component (noise, random motion blur, etc.). Our The-

orem 4.1 holds for any form of pY |X (including stochastic

measurements). Therefore, not only do we confirm the re-

sult of Ohayon et al. (2023) with a rigorous proof, but we

also extend it to any type of degradation.

One may wonder why we are interested in deterministic es-

timators that satisfy pX̂,Y ≈ pX,Y in the case of stochastic

degradations. Our motivation to explore such estimators

stems from a practical observation: Aiming for this objec-

tive, whether implicitly or explicitly, is a recurring trend in

the literature when using deterministic estimators in stochas-

tic degradation settings, as we describe next.

2.3. CGAN Image Restoration Algorithms

CGANs have become highly popular for solving im-

age inverse problems, such as image-to-image translation

tasks (Isola et al., 2017; Wang et al., 2018a; Park et al., 2019;

Shaham et al., 2021), image denoising (Yi & Babyn, 2018;

Ma et al., 2018; Kim & Lee, 2020; Ohayon et al., 2021;

Wang et al., 2021a; Chen et al., 2021; Sun et al., 2023),

motion deblurring (Kupyn et al., 2018; 2019; Zhang et al.,

2020), JPEG decoding (Man et al., 2023; Agustsson et al.,

2023), and more. Their popularity can be partly attributed

4By erratic we mean that the Lipschitz constant of X̂ is high.

to the fact that they do not require a problem-specific loss, a

model of the prior distribution, nor any assumptions about

the relation between X and Y . To train a CGAN, one only

needs a dataset of paired i.i.d. samples from pX,Y .

In the image restoration literature, the term CGAN is com-

monly used to describe models that are trained with two

different types of optimization frameworks. Some models

use this term because the discriminator receives either pairs

of natural images and their degraded measurements (“real”

examples), or pairs of estimated outputs and the correspond-

ing degraded inputs (“fake” examples) (Isola et al., 2017;

Park et al., 2019; Shaham et al., 2021; Wang et al., 2018a;

Ma et al., 2018; Ohayon et al., 2021; Man et al., 2023; Yi &

Babyn, 2018; Kim & Lee, 2020; Sun et al., 2023; Agusts-

son et al., 2023; Islam et al., 2020). This approach follows

from the original definition of a CGAN (Mirza & Osindero,

2014). Theoretically, the optimal solution of a parametric

model trained solely with such an adversarial discriminator

is a stochastic estimator X̂ which satisfies pX̂,Y = pX,Y .

Other models use the term CGAN simply because the

estimator is regarded as a conditional “generator” (con-

ditioned on the degraded measurement), trained together

with an adversarial discriminator which does not receive

the degraded measurements as an additional input (Kupyn

et al., 2018; 2019; Wang et al., 2018c; Wang et al.; Zhang

et al., 2020; Zhu et al., 2017; Liang et al., 2021; Chen

et al., 2022; Muhammad Umer et al., 2020; Zhang et al.,

2021). Although these models do not explicitly aim to attain

pX̂,Y = pX,Y , in Section 4.2 we demonstrate that they still

attain a relatively small statistical distance between pX̂,Y

and pX,Y . Therefore, according to our Theorem 4.1 they

must possess a high Lipschitz constant, which we indeed

demonstrate through experiments. It is important to note

that the means by which a small distance between pX̂,Y and

pX,Y is obtained is irrelevant. Any deterministic estimator

with high joint perceptual quality must be erratic.

Lastly, it is important to note that many CGAN-based image

restoration algorithms make use of a deterministic estimator

(even though the optimal solution is a stochastic one). One

reason is that, in practice, the estimator often becomes nearly

deterministic anyway, mapping each input to (almost) a sin-

gle output (Mathieu et al., 2016; Isola et al., 2017; Ohayon

et al., 2021; Park et al., 2019; Yang et al., 2019). Thus, many

implementations simply omit the use of input random seed,

anticipating that the estimator will likely ignore it. Another

reason to omit the use of such a random seed is that in some

applications it is not desirable to obtain a stochastic esti-

mator, but rather to provide a point estimate which simply

“corresponds” to the input measurement. See Appendix A

for the motivation to use deterministic estimators.

We further address other related works in Appendix B, e.g.,

studies that discuss a tradeoff between robustness and dis-
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tortion for deterministic restoration algorithms.

3. Problem Formulation

We adopt the Bayesian perspective for solving inverse prob-

lems (Davison, 2003; Kaipio & Somersalo, 2005; Blau &

Michaeli, 2018), where a natural image x ∈ R
nx is regarded

as a realization of a random vector X with probability den-

sity function pX . The degraded measurement y ∈ R
ny is

related to x via the conditional density pY |X . We are deal-

ing with non-invertible degradations, where x cannot be

retrieved from y with zero-error. Formally:

Definition 3.1. A degradation is invertible if pX|Y (·|y) is a

Dirac delta function for almost every y ∈ supp pY .

The task of an estimator X̂ is to estimate X from Y , i.e.,

X → Y → X̂ is a Markov chain (X and X̂ are statistically

independent given Y ). We say that X̂ is a deterministic esti-

mator if it can be written as a function of Y , i.e. X̂ = f(Y ).
This means that pX̂|Y (·|y) is a Dirac delta function for any y.

If this does not hold, then the algorithm is stochastic.

We say that the degradation is deterministic if pY |X(·|x) is

a Dirac delta function for almost any x, and otherwise it

is a stochastic degradation. In this paper we consider any

form of pY |X , including both deterministic degradations

(e.g., JPEG compression, down-sampling) and stochastic

degradations (e.g., additive noise, random blur, color-jitter).

3.1. Lipschitz Continuity

We define the robustness of a deterministic estimator

X̂ = f(Y ) using the well known notion of Lipschitz con-

tinuity. Formally, X̂ is said to be Lipschitz continuous

(or K-Lipschitz) if there exists K ≥ 0 such that

∥f (y1)− f (y2)∥ ≤ K ∥y1 − y2∥ (1)

for every y1, y2 ∈ supp pY , and we denote Lip(X̂) := K.

When saying that a deterministic estimator X̂ is robust, it is

meant that Lip(X̂) is small. Similarly, when a deterministic

estimator is said to be erratic, it means that Lip(X̂) is very

large (it may be∞).

3.2. Joint Perceptual Quality

We focus on the case where statistical distances between dis-

tributions are measured via the Wasserstein distance defined

on a norm-induced metric space. The Wasserstein distance

between pX̂,Y and pX,Y is defined by

Wp(pX,Y , pX̂,Y )

= inf
pX1,Y1,X2,Y2

∈V

{

(

E

[∥

∥

∥

∥

(

X1

Y1

)

−
(

X2

Y2

)∥

∥

∥

∥

p])
1

p

}

,

(2)

where V = {pX1,Y1,X2,Y2
: pX1,Y1

=pX,Y , pX2,Y2
=pX̂,Y }

and the notation ( z1z2 ) refers to concatenation of the vectors

z1, z2. We refer to the statistical distance between pX̂,Y

and pX,Y as the joint perceptual index of X̂ . When this

index is small, we say that the estimator attains high joint

perceptual quality.

3.3. Consistency

Ohayon et al. (2023) considered only the case of de-

terministic degradations, where one can write Y =
D(X), i.e., pY |X(y|x) = δ(y −D(x)) for all x, y. In

this case, X̂ is said to produce perfectly consistent out-

puts if D(X̂) = Y . This condition holds if and only

if pY |X̂(·|x) = pY |X(·|x) for almost every x ∈ supp pX̂ ,

which we write as pY |X̂ = pY |X in short. Since here we

consider any type of degradation, we generalize the notion

of perfect consistency and say that X̂ produces perfectly

consistent outputs if pY |X̂ = pY |X , regardless of the form

of pY |X . In Appendix D.2.2 we discuss the meaning of

this definition of consistency for degradations of the form

Y = X +N , where X and N are statistically independent.

While Ohayon et al. (2023) discussed estimators that sat-

isfy pY |X̂ = pY |X (where the degradation is deterministic),

here we also consider estimators that do not necessarily

satisfy this equality. Yet, we avoid referring to consistency

as a stand-alone property of an estimator, but rather con-

sider perceptual quality and consistency jointly via the joint

perceptual index. When the joint perceptual index is zero

(pX̂,Y = pX,Y ), from Bayes’ rule we have that X̂ attains

perfect perceptual quality and perfect consistency according

to the previous notations, pX̂ = pX and pY |X̂ = pY |X . In

that sense, minimizing the joint perceptual index means ap-

proaching perfect perceptual quality and perfect consistency.

4. The Perception-Robustness Tradeoff

We move on to provide the main result of our paper.

Theorem 4.1. Consider any joint probability density func-

tion pX,Y of the random variables X and Y , such that the

degradation is not invertible (according to Definition 3.1).

For every γ > 0, there exist constants m1,m2 > 0 such

that

Lip(X̂) ≥ m1
√

Wp(pX,Y , pX̂,Y )
−m2, (3)

for any deterministic estimator X̂ = f(Y ) of X from Y
with joint perceptual index Wp(pX,Y , pX̂,Y ) ≤ γ.

Proof. See Appendix C.

Note that when the degradation is not invertible, a deter-
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Figure 2: An illustration of Theorem 4.1 on the toy example from Section 4.1. On the left, we plot the Lipschitz constant

lower bound K versus the JEMD (joint perceptual index) of X̂λ = fλ(Y ), for several values of λ (the coefficient of the

robustness loss). On the right, we present contour plots of the density pX,Y (blue concentric ellipses) and outputs from X̂λ

as a function of Y , for several values of λ. We clearly see that X̂λ is more erratic for smaller values of λ, as anticipated

by Theorem 4.1. Refer to Section 4.1 for more details.

ministic estimator X̂ cannot satisfy pX̂,Y = pX,Y (Ohayon

et al., 2023), so we always have Wp(pX,Y , pX̂,Y ) > 0.

Theorem 4.1 shows that the Lipschitz constant of X̂ is

bounded from below by a function that strictly increases

when Wp(pX,Y , pX̂,Y ) decreases. Thus, as long as the joint

perceptual index Wp(pX,Y , pX̂,Y ) is small, X̂ is not robust,

and this is regardless of the nature of the degradation, the

model architecture, the distribution of the images, etc. We

next demonstrate Theorem 4.1 on a toy example and on

widely recognized image super-resolution models.

4.1. Toy Example Illustration

Consider a simple example where X ∼ N (0, 1),
N ∼ N (0, 1), X and N are statistically independent,

and Y = X +N . Our goal is to predict X from Y . To do

so, we train a deterministic denoiser X̂λ = fλ(Y ) (a neural

network) by optimizing the objective

LCGAN + λLR. (4)

Here, LCGAN is a CGAN loss (Mirza & Osindero, 2014),

where the discriminator is conditioned on both X and Y ,

so LCGAN is theoretically minimized only when pX̂λ,Y
=

pX,Y (such an objective promotes low joint perceptual in-

dex). The loss LR is defined by

LR = E

[

∥fλ(Y )− fλ(Y + Z)∥22
]

, (5)

where Z ∼ N (0, 0.2) is statistically independent of Y . This

loss drives the outputs originating from Y and from (ran-

domly chosen) inputs close to Y to be roughly equal, i.e.,

such an objective promotes robustness, and the level of

robustness is controlled with the coefficient λ ≥ 0. See Ap-

pendix D for more training details.

Lipschitz Constant Lower Bound. We compute the av-

erage of K(y, yadv) =
∥fλ(y)−fλ(yadv)∥2

∥y−yadv∥2

over the entire

validation set, where y is the original input, yadv = y + z,

and z is independently sampled from pZ . The result is de-

noted by K, and serves as a lower bound on the Lipschitz

constant of the estimator.

Joint Perceptual Index. We measure the Earth Mover’s

Distance (EMD) between pX̂λ,Y
and pX,Y , which is the

Wasserstein 1-distance between these distributions, and de-

note the result by Joint-EMD (JEMD). To compute this

distance, we sample 10,000 points from pX̂λ,Y
and pX,Y ,

compute the pairwise L1 distances between each pair of

points, and then use the ot.emd2 function from (Flamary

et al., 2021) to compute the JEMD. Each sample from pX,Y

is obtained by independently sampling a point x from pX
and a point n from pN , and concatenating x with y = x+n.

The samples from pX̂λ,Y
are obtained by concatenating

fλ(y) to each y.

In Figure 2 we plot K versus the JEMD for several choices

of λ. As anticipated by Theorem 4.1, we clearly see that the

lower the value of JEMD, the higher the value of K. We also

present the outputs of X̂λ, and indeed see that X̂λ is more

erratic for smaller values of λ. We further discuss this toy

example in Appendix D, revealing additional observations

and ideas for future research.

Note that, while K is indeed a lower bound of Lip(X̂λ), it

is not necessarily equal to the lower bound provided in The-

orem 4.1. However, we demonstrate that K still exhibits

the behavior anticipated by the theorem: It grows inversely

proportional to the joint perceptual index. This inverse pro-

portionality between K and the joint perceptual index offers

a valuable insight. A large value of K suggests that X̂λ is

unstable near many different inputs, rather than just near a

single point (as a large value of Lip(X̂λ) implies). Thus, our

experiments suggest that deterministic estimators achieving

a low joint perceptual index are likely to be unstable near

many inputs.
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Figure 3: Quantitative demonstration of Theorem 4.1. We plot K versus
√

JFID of several image super-resolution algorithms

evaluated on several degradations. (a) Results on the Track2 challenge degradation by Lugmayr et al. (2019). (b) Results

on the Track1 challenge degradation by Lugmayr et al. (2020). (c) Results on the standard bicubic ×4 down-sampling

degradation. As anticipated by Theorem 4.1, we see a tradeoff between K and
√

JFID for all three degradations, i.e., the

Lipschitz constant is lower bounded by a function that increases as the joint perceptual index decreases (See Section 4.2).

4.2. Quantitative Demonstration

We support Theorem 4.1 via a quantitative evaluation on

the task of image super-resolution, by showing that algo-

rithms that attain a lower joint perceptual index tend to

behave more erratically. The algorithms we evaluate are

RealESRGAN (Wang et al.), BSRGAN and BSRNet (Zhang

et al., 2021), FeMaSR (Chen et al., 2022), DAN (setting

2) (Luo et al., 2020), ESRGAN and RRDB (Wang et al.,

2018c), RealSR-JPEG and RealSR-DPED (Ji et al., 2020),

FSSR-JPEG and FSSR-DPED (Fritsche et al., 2019), SR-

ResCGAN (Muhammad Umer et al., 2020), SwinIR-GAN

and SwinIR-PSNR (Liang et al., 2021), all of which perform

4× up-scaling. We use the DIV2K (Agustsson & Timofte,

2017; Timofte et al., 2017) test set with the degradations

from the Track1 and Track2 challenges in (Lugmayr et al.,

2019), as well as the common 4× bicubic down-sampling.

Lipschitz Constant Lower Bound. We conduct the ℓ∞
I-FGSM basic attack (Choi et al., 2019; Kurakin et al.,

2017) on each algorithm and each input y using α = 1/255

and compute the ratio K(y, yadv) =
∥f(y)−f(yadv)∥2

∥y−yadv∥2

, where

f(·) is the model and yadv is the attacked version of y. We

specifically choose a small value of α in order to assess the

rate of change in each algorithm’s output while using inputs

that remain within supp pY (this constraints the attacked

outputs to be in supp pX̂ ). Indeed, at α = 1/255, the dif-

ference between each pixel in y and yadv is at most 1 gray

level, i.e., the PSNR between y and yadv is at least 48.13dB,

making this a minor change for images. We compute the

average of K(y, yadv) over all pairs (y, yadv) and denote

the result by K, which serves as a lower bound on the Lips-

chitz constant. Besides, by taking the average, we can better

determine if an algorithm exhibits erratic behavior across

many inputs rather than being influenced by a single outlier.

Note that K has an intuitive scale: Changing the input pixels

by an average of 1 gray levels leads to an average change of

K gray levels in the output pixels.

Joint Perceptual Index. We approximate the joint per-

ceptual index with a slightly tweaked version of the Fréchet

Inception Distance (FID) (Heusel et al., 2017) for joint dis-

tributions. Given pairs (x, y) of source images and their

degraded versions, we construct pairs (x̂, y) using each al-

gorithm f(·), where x̂ = f(y). We extract all patches of

size 32 × 32 with stride 16 from each y, and all the corre-

sponding patches of size 128× 128 with stride 64 from x
and x̂. From the 100 images of the DIV2K test set, this leads

to a set of N = 46, 500 pairs of patches {(x(i), y(i))}Ni=1,

and N pairs of patches {(x̂(i), y(i))}Ni=1. We then feed each

x(i), y(i) and x̂(i) into the Inception-V3 network (Szegedy

et al., 2016) and obtain their features x
(i)
F , y

(i)
F , and x̂

(i)
F

from the last pooling layer, each of which is a vector of size

2048. Lastly, we compute

FID





{(

x
(i)
F

y
(i)
F

)}N

i=1

,

{(

x̂
(i)
F

y
(i)
F

)}N

i=1



 (6)

and denote the result by Joint-FID (JFID).

In Figure 3 we present the plot of K versus
√

JFID for

each degradation. We take the square-root of JFID so that

both axes have the same scale. The results clearly show

that smaller values of
√

JFID correspond to larger values

of K. For a better view of the tradeoff between K and√
JFID, notice that in each plot we omit the algorithms

which are too far-off from the tradeoff. In Appendix E we

provide complementary figures that include all the evalu-

ated algorithms, as well as distortion-perception plots of

RMSE versus
√

FID, where FID is computed between the

6
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Figure 4: Visual comparison of some of the super-resolution

algorithms evaluated in Section 4.2 on the Track2 challenge

degradation by Lugmayr et al. (2019), sorted from top to

bottom by their JFID (increasing). The original and the

attacked outputs are denoted by f(y) and f(yadv), respec-

tively. The PSNR between y and yadv is at least 48.13dB

(obtained with α = 1/255 in I-FGSM), so the difference is

visually negligible (see the attacked input yadv of SwinIR-

GAN at the top). The PSNR between f(y) and f(yadv) is

reported next to the name of each algorithm. As can be

seen, the better the joint perceptual quality, the higher the

sensitivity to adversarial attacks.

sets {x(i)
F }Ni=1 and {x̂(i)

F }Ni=1 (i.e., it is a perceptual quality

evaluation of each algorithm). In Appendix E we present

additional plots to support Theorem 4.1, by replacing the

JFID with alternative measures related to Kernel Inception

Distance (KID) (Binkowski et al., 2018) and Precision and

Recall (Kynkäänniemi et al., 2019). In Figure 4 we present

visual results of selected methods that appear in favorable

locations in Figure 3.

4.3. Adversarial Attacks

While slightly perturbing the original input y of a determin-

istic estimator with high joint perceptual quality may lead

to a large change in its output, the new output may still look

“valid”, i.e., it may still be in supp pX|Y (·|y) (see, e.g., the

outputs of SwinIR-GAN in Figure 4). In what sense then

can this new output be considered as “adversarial”? More

generally, what is the practical relevance of Theorem 4.1

when the outputs originating from any slightly perturbed

input yadv may remain valid, even when the algorithm is

highly erratic? Here we demonstrate a possible drawback of

such erratic deterministic estimators that arises when using

them in a decision-making pipeline.

Consider an experiment where the goal is to predict the

gender in low-resolution noisy face images, by perform-

ing gender classification after enhancing the images’ qual-

ity with a super-resolution algorithm. We take the first

1000 face images from the CelebA-HQ (Karras et al.,

2018) data set and degrade each image by resizing it to

32× 32 pixels using bilinear interpolation, and then adding

isotropic Gaussian noise with zero mean and standard de-

viation 10/255. The super-resolution algorithm we use is

GFPGAN (Wang et al., 2021b), a deterministic face image

restoration model with high perceptual quality, which we

expect to also attain high joint perceptual quality (we use the

v1.3 checkpoint and official code provided by the authors).

This algorithm performs ×16 up-scaling, resulting in an

output image of size 512× 512. We attack each degraded

image using a tweaked version of the I-FGSM basic attack

with α = 16/255 and T = 100. Instead of using the L2

loss in I-FGSM like in (Choi et al., 2019), we forward each

attacked output through a vision transformer model (Doso-

vitskiy et al., 2021) trained to classify the gender in face

images (Dwikifirdaus, 2022), and then try to maximize the

log-probability of the class “female”. Put simply, we for-

ward each low-quality image through GFPGAN and then

feed the result to the face gender classification model. We

then use the I-FGSM update rule (Choi et al., 2019) to max-

imize the softmax probability of the category “female”.

Observe in Figure 5 that there is barely any visual difference

between the original and the attacked inputs. Yet, compared

to the original outputs, the ones resulting from the attacked

inputs exhibit newly generated features, such as makeup

7
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GFPGAN

RRDB

y yadv f(y) f(yadv)

Figure 5: Adversarial attacks on low-resolution face images

intended to alter the outputs of GFPGAN and RRDB to

produce a face which is classified as “female” rather than

“male”. From left to right: Original input y, attacked in-

put yadv, original output f(y), output obtained from the

attacked input f(yadv). The perturbed inputs yadv are ob-

tained with α = 16/255 in I-FGSM. With such a value of

α we barely see any visual difference between y and yadv.

As anticipated, yadv indeed leads to outputs with newly gen-

erated features when using GFPGAN (e.g., makeup), yet

we barely see any significant change for RRDB. An image

gender classifier associates these features with the “female”

category, as the predicted class in the GFPGAN outputs

switch from “male” when the input is y, to “female” when

the input is yadv . Refer to Section 4.3 for more details.

and jewelry. As for a quantitative analysis, we use (Serengil

& Ozpinar, 2021) to perform face gender classification on

all the source images, the outputs resulting from the original

inputs, and the outputs resulting from the attacked inputs.

Note that we use a different gender classification model for

y Exploring the posterior by slightly perturbing y

Figure 6: Exploring the posterior distribution with

GFPGAN (Wang et al., 2021b). In each row we show the

original input y and outputs generated from “adversarial”

inputs, each of which is a slight perturbation of y (with a

minimum of 30dB PSNR). By slightly perturbing y, we ob-

serve meaningful semantic variation in the outputs, such as

change of gender and hair textures, all of which are expected

to be possible varying features in the posterior.

evaluation to alleviate the possibility of over-fitting. 61.2%

of the source images and 63.3% of the original reconstructed

images are classified as “female”, so GFPGAN is quite accu-

rate in terms of reconstructing the true gender population in

the data. Yet, the percentage of “female”-classified attacked

images is increased to 72.2%.

Lastly, to support our claim that such a vulnerability is as-

sociated with the joint perceptual quality of the algorithm,

we also train the RRDB model (Wang et al., 2018c) solely

with the L1 reconstruction loss, using the exact same train-

ing setup as that of GFPGAN (same training data, same

degradation, same input normalization, etc.). Additional

details are disclosed in Appendix F. This model is expected

to produce blurry images with low perceptual quality (Blau

& Michaeli, 2018), so it is also expected to produce lower

joint perceptual quality compared to GFPGAN (see Figure 5

for a qualitative comparison). We evaluate the outputs of

the trained model and observe that, unlike GFPGAN, this

model is robust to such attacks, as 59.1% and 56.9% of its

original and attacked outputs, respectively, are classified as

“female”. Interestingly, even though we attack the model

to produce “female”-like outputs, the fraction of “female”-

classified images is reduced for the attacked outputs. We

discuss this phenomenon and provide more visual results

in Appendix F.1. In Appendix F.2 we present similar ex-

periments where we attack the models to produce faces of

older people, and find that, compared to RRDB, GFPGAN

is more vulnerable to such attacks as well.

8
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4.4. Exploring the Posterior Distribution

Exploring the posterior distribution in imaging inverse prob-

lems may hold a practical significance in many scenarios

(please refer to Appendix G for a discussion). Here, we

demonstrate that, as an implication of Theorem 4.1, doing

so is possible with a deterministic estimator. Specifically,

when X̂ is a deterministic estimator and Wp(pX,Y , pX̂,Y )
is small, we can intuitively say that the outputs produced by

X̂ given the inputs in a small ball around y should approx-

imately constitute samples from the posterior distribution

(this idea inspired our proof of Theorem 4.1). Let us lever-

age this insight.

To explore the posterior, for each input y(1) we search for

a new input y(2) close to y(1), such that f(y(2)) is far from

f(y(1)). Then, to obtain another sample, we seek another

input y(3) such that f(y(3)) is far from both f(y(1)) and

f(y(2)). We continue in this fashion to obtain more samples.

This is a Farthest Point Sampling (FPS) (Eldar et al., 1994)

approach to generate an arbitrary number of outputs that

correspond to (almost) the same input (refer to Appendix G

for a formal description). We use this algorithm only for

demonstration purposes and do not claim any optimality.

Figure 6 presents such an experiment. We take several

images from the CelebA-HQ data set and degrade each

image using the same procedure as described in Section 4.3.

To explore the posterior, we execute the FPS algorithm

on GFPGAN. In Figure 6 we present several examples of

degraded inputs and corresponding sequential samples that

result from the FPS algorithm. We indeed see that by slightly

perturbing the original input, we obtain diverse outputs that

all seem to correspond to the measurements.

5. Summary

We prove that the better the perceptual quality and consis-

tency of a deterministic image restoration algorithm, the

higher its Lipschitz constant must be. We confirm that

widely used image super-resolution algorithms indeed ad-

here to such a tradeoff, and perform experiments that show-

case the practical consequences (both positive and negative)

of this result.

6. Limitations

While Theorem 4.1 holds true for any signal restoration

task involving a non-invertible degradation, in this work we

limit its demonstration to the image super-resolution task.

It would be interesting to explore the discovered tradeoff

in alternative tasks, such as MRI reconstruction, image-to-

image translation, or other signal restoration tasks such as

video, audio, or even text restoration.

In Section 4.2, we evaluate deterministic algorithms with

high joint perceptual quality, all of which are GAN-based,

as currently such methods are the state-of-the-art. How-

ever, other types of deterministic methods that achieve high

joint perceptual quality may emerge in the future. If so, it

would be interesting to assess where those methods lie on

the perception-robustness plane compared to GAN-based

methods.

In Section 4.4, we illustrate the feasibility of exploring the

posterior distribution using a deterministic estimator with

high joint perceptual quality. However, we provide only

qualitative results and do not showcase the practical applica-

tions of this phenomenon. For instance, it could prove ben-

eficial in cases where practitioners employ a deterministic

algorithm but still desire to perform uncertainty quantifica-

tion of the restoration task at hand (e.g., to observe the range

of possible pixel values in a specific region in the image).

Impact Statement

Our work uncovers a fundamental tradeoff between the

stability of deterministic restoration algorithms and their

performance, as measured by their joint perceptual index.

This tradeoff presents a vulnerability that could be exploited

by malicious users to introduce bias and manipulate the out-

comes of imaging systems (e.g., through adversarial attacks).

We encourage practitioners to address this inherent tradeoff

by trading performance in order to safeguard against such

misuse.
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A. On the Desire to Use Deterministic Image Restoration Methods

In many applications users desire a deterministic outcome every time an input image is processed. This allows practitioners

to trust the results and make informed decisions based on them. For instance, a deterministic image restoration algorithm

ensures that doctors and radiologists do not get different interpretations from the same input. They would typically desire

a single “best” estimate to diagnose a condition, rather than multiple images from which they may not draw a definite

conclusion. While in those cases some may suggest to somehow select only one of the outputs produced by a stochastic

estimator, why go through the burden of obtaining a sampler if we do not intend to leverage its full potential anyways (e.g.,

uncertainty evaluation)?

Another reason that deterministic image restoration algorithms are often desirable is that they are simpler to obtain, especially

in high dimensional distributions such as that of natural images. In the era of deep learning, designing a well-performing

model is as straightforward as designing a loss function that targets our specific desired objective. With such a loss function,

we can optimize a neural network to obtain the objective. Hence, it is appealing (and typical) to address image inverse

problems simply by training a neural network (deterministic estimator) to meet certain objectives. Perhaps the most common

objectives are high perceptual quality (e.g., obtaining a low Wasserstein distance between pX̂ and pX ) and low average

distortion (e.g., obtaining a low MSE), which may be at odds with each other (Blau & Michaeli, 2018).

While there might be situations where leveraging the diverse outcomes from stochastic methods could be beneficial,

especially when drawing insights about uncertainties or making probabilistic decisions, these come with their own set of

challenges. Processing multiple outcomes to derive a singular, actionable insight often involves additional computational

steps. This not only increases the processing time but can also introduce complexities in decision-making. On the other

hand, a deterministic estimator streamlines this process by directly predicting the desired result. It offers a straightforward

approach that eliminates the need for sifting through multiple potential outcomes and consolidates the decision-making

process. In many scenarios, especially where timely and clear responses are essential (e.g., self driving cars), the efficiency

and directness of deterministic algorithms make them a favorable choice. Perhaps for the reasons above, among potentially

others, we see that deterministic image restoration algorithms are much more commonly used in practice (compared to

stochastic ones).

B. Additional Related Works

Previous works have discussed that image restoration algorithms with extremely low values of distortion tend to be

unstable (Gottschling et al., 2023; Mukherjee et al., 2023). Namely, as Gottschling et al. (2023) prove, a restoration

algorithm must be unstable (with a high Lipschitz constant) if it produces accurate estimates for two distinct source images

that correspond to almost identical degraded measurements. This phenomenon stems directly from the definition of Lipschitz

continuity. Indeed, an algorithm that generates two distinct outputs from (almost) indistinguishable inputs, is, by definition,

unstable. Importantly, such a tradeoff is fundamentally different than the tradeoff we reveal in our paper: We are discussing

perceptual quality & consistency, not distortion. Moreover, the tradeoff we reveal cannot be alleviated. It has nothing to

do with issues such as over-fitting, “over-performance”, or “inconsistent-performance”, as discussed in (Gottschling et al.,

2023).

As we show in Section 4.3, one can imitate stochastic sampling by slightly perturbing the input of an unstable deterministic

restoration algorithm. This approach allows to explore the posterior distribution if the algorithm attains high joint perceptual

quality. The idea to imitate stochastic sampling by perturbing the input of a deterministic algorithm has been proposed

before (Gandikota et al., 2023), but not fully demonstrated with a concrete algorithm such as Algorithm 1.

C. Proof of Theorem 4.1

Here we prove Theorem 4.1. We start with a useful definition and several lemmas.

Definition C.1. A degradation is called β-ill-posed if there exist β > 0 and Sy with P (Y ∈ Sy) > 0, such that

for all y ∈ Sy there exist sets Q1(y) and Q2(y), where P (X ∈ Qi(y)|Y = y) > 0 and
∥

∥x(1) − x(2)
∥

∥ ≥ β for every

(x(1), x(2)) ∈ Q1(y)×Q2(y).

We use Definition C.1 since it allows us to link β to the Lipschitz constant of a deterministic estimator. Importantly, we

show that such a definition does not pose any special requirements on the degradation, i.e., any non-invertible degradation is

also β-ill-posed for some β > 0. The lower bound of the Lipschitz constant K will then depend on β.
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Lemma C.2. Any non-invertible degradation is β-ill-posed for some β > 0.

Proof. The degradation is not invertible, so there exists Sy with P (Y ∈ Sy) > 0, such that pX|Y (·|y) is not a delta for

every y ∈ Sy . From the definition of a probability density function, for any y ∈ Sy there exists a point x1 ∈ supp pX|Y (·|y)
such that for every λ > 0 we have

P (X ∈ B(x1, λ)|Y = y) > 0, (7)

where

B(x, λ) = {x′ : ∥x− x′∥ < λ}. (8)

This is true since otherwise pX|Y (·|y) integrates to zero. It is well known that

{x1} = ∩n≥1B(x1,
1

n
), n ∈ N. (9)

Suppose by contradiction that for every n ∈ N it holds that

P (X ∈ B(x1,
1

n
)|Y = y) = 1, (10)

so

P (X /∈ B(x1,
1

n
)|Y = y) = P (X ∈ Bc(x1,

1

n
)|Y = y) = 0. (11)

Thus, it holds that

P (X ∈ {x1}|Y = y) = P (X ∈ ∩n≥1B(x1,
1

n
)|Y = y) (12)

= 1− P (X ∈ ∪n≥1B
c(x1,

1

n
)|Y = y) (13)

≥ 1−
∑

n≥1

P (X ∈ Bc(x1,
1

n
)|Y = y) = 1, (14)

so P (X ∈ {x1}|Y = y) = 1, which is a contradiction to the fact that pX|Y (·|y) is not a delta. Hence, there exists n∗ ∈ N

such that

P (X ∈ B(x1,
1

n∗
)|Y = y) < 1, (15)

and it holds that

P (X ∈ Bc(x1,
1

n∗
)|Y = y) > 0. (16)

Again, from the definition of a density, there exists x2 ∈ Bc(x1,
1
n∗

), x2 ̸= x1, such that

P (X ∈ B(x2, λ)|Y = y) > 0, (17)

and this is true for every λ > 0. In particular, for λ∗ = ∥x1 − x2∥ > 0 we have

P (X ∈ B(x1,
λ∗

4
)|Y = y) > 0, (18)

P (X ∈ B(x2,
λ∗

4
)|Y = y) > 0, (19)

and thus, for every (x(1), x(2)) ∈ B(x1,
λ∗

4 )×B(x2,
λ∗

4 ) we have
∥

∥x(1) − x(2)
∥

∥ ≥ λ∗

2 .
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To summarize the proof thus far, for every y ∈ Sy we have found two sets Q1(y) = B(x1,
λ∗

4 ) and Q2(y) = B(x2,
λ∗

4 )

(notice that λ∗ depends on y), such that for every (x(1), x(2)) ∈ Q1(y)×Q2(y) we have
∥

∥x(1) − x(2)
∥

∥ ≥ λ∗

2 . Yet, we are

not finished with the proof since we need to find a “shared” β > 0 over a set of y’s with positive probability.

Let

Sy(k) =
{

y ∈ Sy :
λ∗

2
≥ 1

k

}

, k ∈ N. (20)

For every y ∈ Sy it holds that λ∗ > 0, so it is clear that there exists k ≥ 1 such that λ∗

2 ≥ 1
k

. Hence, we have

Sy = ∪k≥1Sy(k). (21)

Now, there exists k∗ ≥ 1 such that P (Y ∈ Sy(k∗)) > 0, since otherwise Sy is a countable union of sets with zero probability,

which is a contradiction to the fact that P (Y ∈ Sy) > 0. Hence, for every y ∈ Sy(k∗) there exists sets Q1(y), Q2(y), such

that for every (x(1), x(2)) ∈ Q1(y)×Q2(y) we have
∥

∥x(1) − x(2)
∥

∥ ≥ λ∗

2 ≥ 1
k∗

. Choosing β = 1
k∗

, the set Sy(k∗), and the

sets Q1(y), Q2(y) (for every y ∈ Sy(k∗)) concludes the proof.

Lemma C.3. Assume a β-ill-posed degradation with the sets Sy, Q1(y), Q2(y). There exist k > 0 and a subset S̃y ⊆ Sy
with P (Y ∈ S̃y) > 0, such that for every y ∈ S̃y it holds that P (X ∈ Qi(y)|Y = y) ≥ k.

Proof. Let

Sy(n) =
{

y ∈ Sy : P (X ∈ Q1(y)|Y = y) ≥ 1

n
, P (X ∈ Q2(y)|Y = y) ≥ 1

n

}

, (22)

and notice that

Sy = ∪n≥1Sy(n). (23)

There exists n∗ ≥ 1 such that

P (Y ∈ Sy(n∗)) > 0, (24)

since otherwise Sy is a countable union of sets with zero probability, implying that P (Y ∈ Sy) = 0. By the definition of

Sy(n∗), for every y ∈ Sy(n∗) we have

P (X ∈ Q1(y)|Y = y) ≥ 1

n∗
, (25)

P (X ∈ Q2(y)|Y = y) ≥ 1

n∗
. (26)

Choosing k = 1
n∗

and S̃y = Sy(n∗) concludes the proof.

Lemma C.4. There exists C > 0 such that, for any vectors x1, y1, x2, y2 in finite dimensional space, if

∥

∥

∥

∥

(

x1

y1

)

−
(

x2

y2

)∥

∥

∥

∥

≤ ϵ, (27)

then

∥x1 − x2∥2 ≤ Cϵ, (28)

∥y1 − y2∥2 ≤ Cϵ, (29)

where ∥·∥2 is the standard Euclidean norm.
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Proof. From the equivalence of norms, for any norm ∥·∥ there exists C > 0 such that for all z in finite dimensional space

we have C ∥z∥ ≥ ∥z∥2. Hence, we have

Cϵ ≥ C

∥

∥

∥

∥

(

x1

y1

)

−
(

x2

y2

)∥

∥

∥

∥

≥
∥

∥

∥

∥

(

x1

y1

)

−
(

x2

y2

)∥

∥

∥

∥

2

. (30)

By the definition of the L2 norm we have

∥

∥

∥

∥

(

x1

y1

)

−
(

x2

y2

)∥

∥

∥

∥

2

2

= ∥x1 − x2∥22 + ∥y1 − y2∥22 ≤ C2ϵ2, (31)

so

∥x1 − x2∥22 ≤ C2ϵ2, (32)

∥y1 − y2∥22 ≤ C2ϵ2. (33)

Taking square root on both sides concludes the proof.

Theorem 4.1. Consider any joint probability density function pX,Y of the random variables X and Y , such that the

degradation is not invertible (according to Definition 3.1). For every γ > 0, there exist constants m1,m2 > 0 such that

Lip(X̂) ≥ m1
√

Wp(pX,Y , pX̂,Y )
−m2, (3)

for any deterministic estimator X̂ = f(Y ) of X from Y with joint perceptual index Wp(pX,Y , pX̂,Y ) ≤ γ.

Proof. Let γ ≥ ϵ, suppose that X̂ satisfies

Wp(pX,Y , pX̂,Y ) = inf
pX1,Y1,X2,Y2

{

(

E

[∥

∥

∥

∥

(

X1

Y1

)

−
(

X2

Y2

)∥

∥

∥

∥

p])
1

p

: pX1,Y1
= pX,Y , pX2,Y2

= pX̂,Y

}

= ϵ, (34)

and let pX∗

1
,Y ∗

1
,X∗

2
,Y ∗

2
be the solution attaining the infimum in Equation (34). Denote

D =

∥

∥

∥

∥

(

X∗
1

Y ∗
1

)

−
(

X∗
2

Y ∗
2

)∥

∥

∥

∥

p

, (35)

so by the definition of D we have

E[D] = ϵp. (36)

Since D ≥ 0 almost surely, from Markov’s inequality it holds that, for any a > 0,

P (D ≥ a) ≤ E[D]

a
=

ϵp

a
. (37)

Let us choose a = tpϵ0.5p for some t > 0, so we have

P (D ≥ tpϵ0.5p) ≤ ϵp

tpϵ0.5p
=

1

tp
ϵ0.5p. (38)

The degradation is not invertible, so from Lemma C.2 the degradation is β-ill-posed for some β > 0, and from Lemma C.3

there exist k > 0 and a set Sy with P (Y ∈ Sy) > 0 (denoted as S̃y in Lemma C.3), where for every y ∈ Sy there exist sets

Q1(y), Q2(y) such that

P (X ∈ Q1(y)|Y = y) ≥ k, (39)

P (X ∈ Q2(y)|Y = y) ≥ k, (40)
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and for every (x(1), x(2)) ∈ Q1(y)×Q2(y) we have
∥

∥x(1) − x(2)
∥

∥ ≥ β.

Let

Ai =

{

(x1, y1, x2, y2) :

∥

∥

∥

∥

(

x1

y1

)

−
(

x2

y2

)∥

∥

∥

∥

p

< tpϵ0.5p, y1 ∈ Sy, x1 ∈ Qi(y1), (x2, y2) ∈ supp pX̂,Y

}

, (41)

Bi = {y1 : ( , y1, , ) ∈ Ai} . (42)

We will show that for a large enough t > 0 we have

P (Y ∈ B1 ∩B2) > 0, (43)

and this will hold true as long as ϵ ≤ γ.

By the definition of Ai and Bi we have

P (X ∈ Qi(Y ), Y ∈ Bi) = P (X∗
1 ∈ Qi(Y

∗
1 ), Y

∗
1 ∈ Bi) (44)

≥ P ((X∗
1 , Y

∗
1 , X

∗
2 , Y

∗
2 ) ∈ Ai) (45)

= P (D < tpϵ0.5p, X∗
1 ∈ Qi(Y

∗
1 ), Y

∗
1 ∈ Sy) (46)

= P (X∗
1 ∈ Qi(Y

∗
1 ), Y

∗
1 ∈ Sy)− P (D ≥ tpϵ0.5p, X∗

1 ∈ Qi(Y
∗
1 ), Y

∗
1 ∈ Sy) (47)

= P (X ∈ Qi(Y ), Y ∈ Sy)− P (D ≥ tpϵ0.5p, X∗
1 ∈ Qi(Y

∗
1 ), Y

∗
1 ∈ Sy) (48)

≥ P (X ∈ Qi(Y ), Y ∈ Sy)− P (D ≥ tpϵ0.5p) (49)

≥ P (X ∈ Qi(Y ), Y ∈ Sy)−
1

tp
ϵ0.5p, (50)

so P (X ∈ Qi(Y ), Y ∈ Bi) ≥ P (X ∈ Qi(Y ), Y ∈ Sy)− 1
tp
ϵ0.5p. Since Bi ⊆ Sy , by rearranging the inequality we have

1

tp
ϵ0.5p ≥ P (X ∈ Qi(Y ), Y ∈ Sy \Bi), (51)

so it holds that

1

tp
ϵ0.5p ≥ P (X ∈ Qi(Y ), Y ∈ Sy \Bi) (52)

=

∫

Sy\Bi

pY (y)

∫

Qi(y)

pX|Y (x|y)dxdy (53)

=

∫

Sy\Bi

pY (y)P (X ∈ Qi(y)|Y = y)dy (54)

≥ k

∫

Sy\Bi

pY (y)dy (55)

= kP (Y ∈ Sy \Bi) (56)

⇒ 1

ktp
γ0.5p ≥ 1

ktp
ϵ0.5p ≥ P (Y ∈ Sy \Bi). (57)

Since P (Y ∈ Sy) > 0, for a large enough t > 0 it holds that 1
ktp

γ0.5p < 1
2P (Y ∈ Sy) (this choice does not depend on ϵ),

and so

P (Y ∈ Sy \Bi) <
1

2
P (Y ∈ Sy). (58)

Therefore, we have

P (Y ∈ Bi) = P (Y ∈ Sy)− P (Y ∈ Sy \Bi) (59)

> P (Y ∈ Sy)−
1

2
P (Y ∈ Sy) (60)

=
1

2
P (Y ∈ Sy), (61)
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and finally we get

P (Y ∈ B1 ∩B2) = P (Y ∈ B1) + P (Y ∈ B2)− P (Y ∈ B1 ∪B2) (62)

> 2 · 1
2
P (Y ∈ Sy)− P (Y ∈ Sy) = 0, (63)

so indeed P (Y ∈ B1 ∩B2) > 0.

Let us now construct a lower bound on the Lipschitz constant of X̂ . From the definition of Bi, for any y1 ∈ Bi there exists

x
(i)
1 ∈ Qi(y1) and (x

(i)
2 , y

(i)
2 ) ∈ supp pX̂,Y such that (x

(i)
1 , y1, x

(i)
2 , y

(i)
2 ) ∈ Ai. In particular, since P (Y ∈ B1 ∩B2) > 0

and B1 ∩ B2 ⊆ Bi, we can take y1 ∈ B1 ∩ B2 so that (x
(i)
1 , y1, x

(i)
2 , y

(i)
2 ) ∈ Ai are both with the same y1 for i = 1, 2.

From the definition of Ai we have

∥

∥

∥

∥

∥

(

x
(i)
1

y1

)

−
(

x
(i)
2

y
(i)
2

)∥

∥

∥

∥

∥

≤ t
√
ϵ, (64)

and thus from Lemma C.4 we have

∥

∥

∥
x
(i)
1 − x

(i)
2

∥

∥

∥

2
≤ Ct

√
ϵ, (65)

∥

∥

∥
y1 − y

(i)
2

∥

∥

∥

2
≤ Ct

√
ϵ. (66)

Hence, from the triangle inequality we have

∥

∥

∥y
(1)
2 − y

(2)
2

∥

∥

∥

2
≤
∥

∥

∥y
(1)
2 − y1

∥

∥

∥

2
+
∥

∥

∥y1 − y
(2)
2

∥

∥

∥

2
(67)

≤ 2Ct
√
ϵ, (68)

and

∥

∥

∥x
(1)
1 − x

(2)
1

∥

∥

∥

2
≤
∥

∥

∥x
(1)
1 − x

(1)
2

∥

∥

∥

2
+
∥

∥

∥x
(1)
2 − x

(2)
1

∥

∥

∥

2
(69)

≤
∥

∥

∥x
(1)
1 − x

(1)
2

∥

∥

∥

2
+
∥

∥

∥x
(1)
2 − x

(2)
2

∥

∥

∥

2
+
∥

∥

∥x
(2)
2 − x

(2)
1

∥

∥

∥

2
. (70)

We are interested in

∥

∥

∥x
(1)
2 − x

(2)
2

∥

∥

∥

2
. Since (x

(1)
1 , x

(2)
1 ) ∈ Q1(y1)×Q2(y1) we have

∥

∥

∥x
(1)
1 − x

(2)
1

∥

∥

∥

2
≥ β. (71)

Thus, by rearranging Equation (70) we get

∥

∥

∥x
(1)
2 − x

(2)
2

∥

∥

∥

2
≥
∥

∥

∥x
(1)
1 − x

(2)
1

∥

∥

∥

2
−
∥

∥

∥x
(2)
2 − x

(2)
1

∥

∥

∥

2
−
∥

∥

∥x
(1)
1 − x

(1)
2

∥

∥

∥

2
(72)

≥ β − 2Ct
√
ϵ, (73)

so

∥

∥

∥x
(1)
2 − x

(2)
2

∥

∥

∥

2
∥

∥

∥y
(1)
2 − y

(2)
2

∥

∥

∥

2

≥ β − 2Ct
√
ϵ

2Ct
√
ϵ

. (74)

From the equivalence of norms in finite dimensional space, there exist constants c1, c2 > 0, such that for any

19



The Perception-Robustness Tradeoff in Deterministic Image Restoration

x
(1)
2 , x

(2)
2 , y

(1)
2 , y

(2)
2 it holds that

∥

∥

∥x
(1)
2 − x

(2)
2

∥

∥

∥ ≥ c1

∥

∥

∥x
(1)
2 − x

(2)
2

∥

∥

∥

2
and

∥

∥

∥y
(1)
2 − y

(2)
2

∥

∥

∥ ≤ c2

∥

∥

∥x
(1)
2 − x

(2)
2

∥

∥

∥

2
. Hence,

∥

∥

∥x
(1)
2 − x

(2)
2

∥

∥

∥

∥

∥

∥y
(1)
2 − y

(2)
2

∥

∥

∥

≥
c1

∥

∥

∥x
(1)
2 − x

(2)
2

∥

∥

∥

2

c2

∥

∥

∥y
(1)
2 − y

(2)
2

∥

∥

∥

2

(75)

≥ c1
c2

β − 2Ct
√
ϵ

2Ct
√
ϵ

(76)

≥ c1
c2

β

2Ct
√
ϵ
− c1

c2
(77)

=
m1√
ϵ
−m2, (78)

where m1 = c1
c2

β
2Ct

and m2 = c1
c2

. To connect this result with the Lipschitz constant of X̂ , notice that from the definition of

Ai we have (x
(i)
2 , y

(i)
2 ) ∈ supp pX̂,Y , so x

(i)
2 = f(y

(i)
2 ). Thus, from Equation (78) we have

∥

∥

∥f
(

y
(1)
2

)

− f
(

y
(2)
2

)∥

∥

∥

∥

∥

∥
y
(1)
2 − y

(2)
2

∥

∥

∥

≥ m1√
ϵ
−m2. (79)

To conclude, for every 0 < ϵ ≤ γ, we have found two inputs y
(1)
2 , y

(2)
2 ∈ supp pY for which Equation (79) holds, i.e.,

Lip(X̂) ≥ m1√
ϵ
−m2. (80)

Note that C > 0 depends only on the norm ∥·∥, and is constant for any ϵ. Lastly, while this result holds for any 0 < ϵ ≤ γ,

one can always choose an arbitrarily large value of γ (and accordingly, an appropriate value of t) to obtain a lower bound of

K for any range of values of 0 < ϵ ≤ γ, but this lower bound becomes less tight for larger values of γ.

D. Additional Details of Section 4.1 (Toy Example Illustration)

D.1. Full Training Details of the CGAN-Based Denoisers

Both the denoiser X̂λ and the discriminator consist of 7 fully-connected layers with ReLU activations. For both the denoiser

and the discriminator, the ReLU activation is applied on all layers except for the last one. All the layers have an input and

output size of 16, except for the first and last layers. The input size of the last layer is 16 and the output size is 1 for both

the denoiser and the discriminator. The input size of the first layer is 1 for the generator and 2 for the discriminator, and

the output size is 16 for both. To clarify, as in (Mirza & Osindero, 2014), the discriminator is fed one time with (X,Y )
(“real” samples) and one time with (X̂, Y ) (“fake” samples) to compute the loss. The training set consists of 100, 000

independently drawn samples from pX,Y , which is a Gaussian distribution with mean 0 and covariance

(

1 1
1 2

)

. We train

the networks with a non-saturating generative adversarial training loss (Goodfellow et al., 2014), and the discriminator is

regularized using the R1 gradient penalty (Mescheder et al., 2018) with coefficient 1.0. We optimize both of the networks

using the Adam optimizer (Kingma & Ba, 2014) with β1 = 0.5, β2 = 0.9, a learning rate of 10−4, a batch size of 128,

and for a total of 100, 000 training steps for each network (we perform one training step at a time for each network). We

multiply the learning rate by 0.5 every 5,000 training steps, starting after 50,000 steps, i.e., we perform multi-step learning

rate scheduling.

D.2. Discussion and Ideas for Future Work

Consider the same toy example as in Section 4.1, with N ∼ N (0, σ2
N ). It is well known that

X̂MMSE =
1

1 + σ2
N

Y, (81)

X̂p =
1

1 + σ2
N

Y +W, (82)
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where X̂MMSE attains the lowest possible Mean-Squared-Error (MSE), X̂p is a sampler from the posterior distribution pX|Y ,

and W ∼ N (0, 1 − 1
1+σ2

N

) is independent of X , Y and N . Moreover, consider the estimator which attains the lowest

possible MSE among all estimators with perfect perceptual quality, X̂Dmax
. In our specific example X and Y are jointly

Gaussian, so from (Freirich et al., 2021; Blau & Michaeli, 2018) we have

X̂Dmax
=

1
√

1 + σ2
N

Y. (83)

Now, let us compare X̂p and X̂Dmax
with X̂0, the estimator X̂λ from Section 4.1 with λ = 0, i.e., an estimator that is trained

solely with a CGAN loss. In Figure 7 we show a contour plot of the density pX,Y (pX̂p,Y
= pX,Y ), as well as samples from

pX̂0,Y
and pX̂Dmax ,Y

. The samples from pX̂0,Y
and pX̂Dmax ,Y

are obtained by independently drawing samples y ∈ pY

and passing each y through X̂0 (the trained neural network) and X̂Dmax
(Equation (83)). Observe that X̂0, a deterministic

estimator that seeks to satisfy pX̂,Y ≈ pX,Y , indeed behaves erratically, as anticipated by Theorem 4.1.

It appears, though, that X̂Dmax
is a robust estimator. So why would one choose to use X̂0 over an estimator such as X̂Dmax

,

which, amongst all the estimators with perfect perceptual quality, attains the lowest possible MSE? Namely, instead of using

an erratic estimator which attains pX̂,Y ≈ pX,Y , why not choose a robust estimator which attains very high perceptual

quality and produces outputs that are sufficiently close to the source image? If such an estimator exists, we describe next

two potential issues.

D.2.1. CONDITIONAL MSE

Let us evaluate the conditional MSE, defined by E[(X − X̂)2|Y = y]. It holds that

E[(X − X̂MMSE)
2|Y = y] = 1− 1

1 + σ2
N

, (84)

E[(X − X̂p)
2|Y = y] = 2

(

1− 1

1 + σ2
N

)

, (85)

E[(X − X̂Dmax
)2|Y = y] = 1− 1

1 + σ2
N

+

(

√

1 + σ2
N − 1

1 + σ2
N

)2

y2, (86)

(see visual illustration in Figure 8 and proof below). Notice that both the conditional MSE of X̂MMSE and X̂p are constant

in y, while that of X̂Dmax
is proportional to y2 and bounded from below by the conditional MSE of X̂MMSE. We find it

interesting that even though X̂Dmax
attains a lower MSE compared to X̂p when averaging over all y’s, it produces worse

conditional MSE when the absolute value of y is large. Hence, X̂Dmax
does not simply attain better MSE “for free”, as it

sacrifices the conditional MSE originating from less likely values of y to serve better more likely values of y. Perhaps this

phenomenon can be extended to more general settings, but we leave this for future work.

To see why the expressions above hold, first note that

E[(X − X̂MMSE)
2|Y = y] = V ar(X|Y = y) = 1− 1

1 + σ2
N

(87)

is a well known result. Now, for any estimator X̂ we have

E[(X − X̂)2|Y = y] = E[X2|Y = y] + E[X̂2|Y = y]− 2E[XX̂|Y = y] (88)

= E[X2|Y = y] + E[X̂2|Y = y]− 2E[X|Y = y]E[X̂|Y = y], (89)

where Equation (89) is true since X̂ and X are independent given Y . Hence, we have

E[(X − X̂p)
2|Y = y] =E[X2|Y = y] + E[X̂2

p |Y = y]− 2E[X|Y = y]E[X̂p|Y = y] (90)

=2E[X2|Y = y]− 2 (E[X|Y = y])
2

(91)

=2V ar(X|Y = y) (92)

=2

(

1− 1

1 + σ2
N

)

. (93)
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Y

X̂

Y − X̂

pX,Y X̂0 X̂Dmax

Figure 7: A visual illustration of X̂0 and X̂Dmax
from the toy example in Appendix D.2 (with σN = 1). Left: Contour plot

of the density pX,Y (blue concentric ellipses), outputs from X̂0 (orange “zigzag” line), and outputs from X̂Dmax
(green

straight line). Right: the same as the left plot, but instead of Y we consider Y − X̂ . We also present the marginal density

functions of each axis, i.e., the densities pX̂ , pY and pY−X̂ . These marginal densities are computed using KDE.
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)2
|Y

=
y
]

σN = 0.5

−5 0 5

y

0

1

2

3
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−5 0 5
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σN = 5.0

X̂MMSE X̂p X̂Dmax

Figure 8: The conditional MSE E[(X − X̂)|Y = y] versus y obtained by each of the estimators X̂MMSE, X̂p and X̂Dmax

which are described in Appendix D.2. Each subplot corresponds to a different value of σN (mentioned in the title). The y
values in each subplot are taken such that the conditional MSE is below or equal to 3.
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We are left with obtaining E[(X − X̂Dmax
)2|Y = y]. It holds that

E[X2|Y = y] = V ar(X|Y = y) + (E[X|Y = y])2 = 1− 1

1 + σ2
N

+
1

(1 + σ2
N )2

y2. (94)

Moreover, for X̂Dmax
we have

E[X̂Dmax
|Y = y] = E

[

1
√

1 + σ2
N

Y

∣

∣

∣

∣

∣

Y = y

]

=
1

√

1 + σ2
N

y, (95)

E[X̂2
Dmax

|Y = y] = E

[

1

1 + σ2
N

Y 2

∣

∣

∣

∣

Y = y

]

=
1

1 + σ2
N

y2, (96)

and thus,

E[(X − X̂Dmax
)2|Y = y] = 1− 1

1 + σ2
N

+
1

(1 + σ2
N )2

y2 +
1

1 + σ2
N

y2 − 2

(1 + σ2
N )
√

1 + σ2
N

y2 (97)

= 1− 1

1 + σ2
N

+

(

1 + (1 + σ2
N )− 2(1 + σ2

N )0.5

(1 + σ2
N )2

)

y2 (98)

= 1− 1

1 + σ2
N

+

(

√

1 + σ2
N − 1

1 + σ2
N

)2

y2. (99)

D.2.2. CONSISTENCY IN THE ADDITIVE NOISE SETTING

Figure 7 provides a visual intuition for another apparent issue with X̂Dmax
, which clarifies the distinction between perceptual

quality and joint perceptual quality. While X̂Dmax
attains perfect perceptual quality, observe that it produces each source

x ∈ supp pX for only one particular measurement y ∈ supp pY , i.e., it is an invertible function. Is it practically acceptable

that an estimator could produce a given natural image only for one particular noisy measurement? The issue with this

phenomenon is clearer when looking at the right plot of X̂ versus Y − X̂ . There, we see that X̂Dmax
associates each output

X̂ with one possible residual noise N̂Dmax
= Y − X̂Dmax

, so N̂Dmax
and X̂Dmax

are statistically dependent, whereas N
and X are not. Moreover, from the Kernel Density Estimation (KDE) of the marginal distributions in Figure 7, we also see

that the distribution of N̂Dmax
is quite different from that N . These phenomena reveal that X̂Dmax

does not fully “separate”

X from N , leaving irrelevant portions from the noise in the estimated output.

Let us elaborate on this phenomenon for general distributions of X and N . Suppose that Y = X +N , where N is some

random noise independent of X . Let X̂ be an image denoiser, and let N̂ = Y − X̂ be the residual noise. A common,

generally desired property of X̂ is that N̂ would follow the same distribution as N (e.g., isotropic Gaussian) and be

statistically uncorrelated with X̂ . It turns out that pX̂,Y = pX,Y if and only if pX̂ = pX and ∀(x, n) : pN̂ |X̂(n|x) = pN (n)
(which we write as pN̂ |X̂ = pN in short). Namely, X̂ is a posterior sampler if and only if it attains perfect perceptual quality,

and N̂ is statistically independent of X̂ and follows the same distribution as that of N . To show that this is true, we simply

show that pY |X̂ = pY |X if and only if pN̂ |X̂ = pN . Assume first that pY |X̂ = pY |X . We have

pN̂ |X̂(n|x) =
∫

pN̂,Y |X̂(n, y|x)dy (100)

=

∫

pN̂ |Y,X̂(n|y, x)pY |X̂(y|x)dy (101)

=

∫

δ(n− (y − x))pY |X̂(y|x)dy (102)

=

∫

δ(n− (y − x))pY |X(y|x)dy (103)

= pY |X(n+ x|x) (104)

= pN (n). (105)
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From the other direction, assume that pN̂ |X̂ = pN . In that case we have

pY |X̂(y|x) =
∫

pY,N̂ |X̂(y, n|x)dn (106)

=

∫

pY |X̂,N̂ (y|x, n)pN̂ |X̂(n|x)dn (107)

=

∫

δ(y − (x+ n))pN (n)dn (108)

= pN (y − x) (109)

= pY |X(y|x). (110)

This is quite an interesting result. First, it gives a comprehensible meaning to the condition pY |X̂ = pY |X in the case of

additive noise degradations, a meaning which is already discussed in the literature. Second, when X̂ attains high perceptual

quality, and if one desires that the estimator would (almost) perfectly separate the signal from the noise in the sense that N̂ is

independent of X̂ and pN̂ = pN , then X̂ must be close to be a posterior sampler. Hence, when X̂ is a deterministic estimator,

to approach perfect perceptual quality and perfect noise separation, X̂ must possess a high Lipschitz constant (Theorem 4.1).

This also means that, whenever X̂Dmax
is a robust deterministic estimator, it cannot possibly lead to near-perfect noise

separation, and therefore cannot lead to near-perfect consistency; such an estimator cannot satisfy pX̂Dmax ,Y
≈ pX,Y .

E. Additional Details of Section 4.2 (Quantitative Demonstration)

All our experiments rely on the official codes and checkpoints of the evaluated methods.

E.1. Complementary Plots of K Versus
√

JFID with All the Evaluated Methods

In Figure 9 we provide the same plots as in Figure 3 (K versus
√

JFID) but this time include all the algorithms that are

evaluated in Section 4.2 which we omitted from Figure 3.

E.2. Plots of Additional Joint Perceptual Quality Measures

In Figures 11, 13 and 15 we provide the same plots as in Figure 9, but instead of using FID to compute statistical discrepancy,

we use KID (Binkowski et al., 2018), Precision (Kynkäänniemi et al., 2019), and Recall (Kynkäänniemi et al., 2019).

Similarly to JFID, we denote by Joint-KID (JKID), Joint-Precision (JP), and Joint-Recall (JR), the KID, precision, and recall

(respectively) between the sets

{(

x
(i)
F

y
(i)
F

)}N

i=1

and

{(

x̂
(i)
F

y
(i)
F

)}N

i=1

. (111)

Moreover, similar to the computation of the perceptual quality via FID, we compute the KID, Precision (P), and Recall

(R) between the sets {x(i)
F }Ni=1 and {x̂(i)

F }Ni=1. Interestingly, we observe an empirical tradeoff between K and each of these

additional joint perceptual quality measures as well, i.e., larger values of K correspond to lower values of
√

JKID (lower is

better), higher values of JP (higher is better), and higher values of JR (higher is better). These results show that the tradeoff

between K and
√

JFID is not merely a byproduct of using FID as a statistical discrepancy measure, since we observe the

tradeoff when using other types of statistical discrepancy measures as well.

E.3. Assessing the Effectiveness of the Joint Perceptual Quality Measures

We question whether our approach to measure joint perceptual quality is predominantly affected by perceptual quality

or is it also influenced by consistency. In Figures 10, 12, 14 and 16 we plot
√

FID,
√

KID, P and R versus
√

JFID-FID,√
KID-JKID, JP− P and JR− R, respectively. Observe that a particular value of

√
FID may correspond to different values

of
√

JFID-FID. This means that JFID is not simply a scaled version of the FID, i.e., two different algorithms with the same

FID may attain a different value of JFID. This shows that JFID is affected by consistency and not only by perceptual quality.

The same result holds for the JP and JR as well, but it does not hold for the JKID. Indeed, we observe a linear relationship

between
√

KID and
√

KID-JKID, i.e., the observed empirical tradeoff between K and
√

JKID is actually a tradeoff between
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K and
√

KID. Thorough analysis of these results and the search for better ways to measure joint perceptual quality are left

for future work.

E.4. Perception-Distortion Tradeoff

As a complementary, we provide in Figures 9, 11, 13 and 15 plots of the perception-distortion tradeoff (Blau & Michaeli,

2018) (e.g.,
√

FID or
√

KID versus the RMSE), where each statistical distance (FID, KID, etc.) is computed between the sets

{x(i)
F }Ni=1 and {x̂(i)

F }Ni=1. Namely, each statistical distance measures the perceptual quality of each algorithm. Furthermore,

in Figures 17 to 20 we also plot the joint perceptual quality (computed via JFID, JKID, etc.) versus the RMSE. Due to the

perception-distortion tradeoff, we anticipate a tradeoff between the joint perceptual quality and distortion as well, which we

can indeed observe in these figures.

F. Additional Details of Section 4.3 (Adversarial Attacks)

We train the RRDB model (Wang et al., 2018c) using the official model’s code provided by the authors, deployed into the

official training code of GFPGAN (Wang et al., 2021b). We omit all the losses of GFPGAN except for the L1 reconstruction

loss, and use the same training data (FFHQ (Karras et al., 2019) face images resized to 512× 512) and degradation model

as that of GFPGAN v1. To traing the model, we use the Adam optimizer with β1 = 0.9, β2 = 0.99 and a learning rate of

2 · 10−4, and perform the same learning rate scheduling as in the official training configuration of RRDB. The model is

trained with a batch side of 16 for 1,000,000 iterations. We record a model checkpoint every 5000 steps, and for evaluation

we use the checkpoint that attains the highest PSNR (which is 24.7dB).

F.1. Adversarial Attacks to Produce “Female”-Classified Faces

In Figure 21 and Figure 22 we present more output examples of the gender adversarial attacks performed on GFPGAN and

the trained RRDB model, respectively. Note that the outputs of the RRDB model are blurry, as expected from a restoration

model with high PSNR, so one might question whether the face gender prediction models we use in Section 4.3 (for attacking

the model and for evaluation) can even properly handle such images. First, notice that the probability of the “female” class

is almost identical for the source images (61.2%) and the images reconstructed by the RRDB model (59.1%). To verify that

this is not a coincidence, we compute the fraction of restored images whose class, as determined by the gender prediction

model, is the same class as that of the corresponding source images. We discover that the result is above 90% for both of the

face gender prediction models we use. Hence, according to the face gender classifiers, the RRDB model almost always

preserves the true gender of the source image.

Moreover, note that the fraction of the “female” class for the attacked RRDB output images is lower than that of the original

restored images. This means that some of the output images produced by RRDB are originally classified as “female”, but

their class is switched to “male” after performing the adversarial attack, even though the attack is intended to make the

opposite effect. In Figure 22 we show several examples where the original class is “female” and the class after the attack is

“male”, and vice versa. Subjectively, we do not see any bold qualitative reason for such an unexpected outcome. It is perhaps

related to the sensitivity of classification models on examples where the class probabilities are almost identical, e.g., when

the probabilities of both classes (in a binary classification problem) are around 0.5. We leave the study of this phenomenon

for future work.

F.2. Adversarial Attacks to Produce “Old”-Classified Faces

Like in the gender adversarial attacks, we perform similar attacks to alter the outputs of GFPGAN and RRDB to produce

faces of older people. To do so, we use the same adversarial attack procedure as described in Section 4.3, but instead of

maximizing the log-probability of the class “female”, we maximize the log-probability of the class that corresponds to

the oldest age category in a facial age classification model. Specifically, we maximize the log-probability of the 70+ age

category as predicted by the model in (Nate Raw, 2023) (this model was trained on the FairFace data set (Karkkainen &

Joo, 2021)). Like in Section 4.3, we use here α = 16/255 and T = 100 in the I-FGSM update rule as well. We use the age

prediction model in (Serengil & Ozpinar, 2021) to evaluate the both GFPGAN and RRDB, which predicts the age as a scalar.

We present visual results of both GFPGAN and RRDB in Figure 23. The input and output images we choose to present for

each model correspond to the 12 attacked output images f(yadv) with the oldest predicted age according to the evaluation

model. The attacked outputs of GFPGAN contains features that may be associated with older people (e.g., wrinkles). It
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seems that RRDB attempts to produce the same effect but is unsuccessful due to its lower perceptual quality, and perhaps its

lower sensitivity to such adversarial attacks. In Table 1 we confirm these results quantitatively.

Source images GFPGAN
Attacked

GFPGAN
RRDB

Attacked

RRDB

Predicted age average 32.7 32.3 38.8 29.98 33.87

Predicted age standard deviation 6.6 5.9 8.9 4 5.4

Maximum predicted age 60 62 66 48 53

Table 1: Quantitative analysis of the adversarial attacks described in Appendix F.2, intended to alter GFPGAN and RRDB

to produce faces of older people. The average, standard deviation, and maximum are taken over all the 1000 test images

chosen from CelebA-HQ. The columns denoted by GFPGAN and Attacked GFPGAN correspond to the original outputs

of GFPGAN (originating from the original degraded inputs), and the attacked outputs of GFPGAN (originating from the

attacked inputs), respectively. The same notation holds for RRDB and Attacked RRDB.
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G. Additional Details of Section 4.4 (Exploring the Posterior Distribution)

G.1. Why Should We Explore the Posterior Distribution?

Exploring the posterior distribution may hold a practical significance in several scenarios. First and foremost, it enables

taking into account the uncertainty inherent to the restoration task at hand. For example, in CT-reconstruction from partial

measurements, radiologists may make better-informed decisions if they have a clear understanding of the uncertainty of the

images obtained. Having access to the posterior distribution, one can either quantify this uncertainty or enable visualizing it

by traversing through different samples from the posterior. This would allow medical practitioners to assess the reliability of

their diagnoses and potentially avoid misinterpretations or misdiagnoses. See (Belhasin et al., 2024) for more details about

such possibilities. More broadly, when there is a variety of possible solutions to our inverse problem, exploring the posterior

gives the ability to the user to view the possible outcomes and choose the more favored solution.

G.2. Supplementary Details on the Experiments

Algorithm 1 is the formal description of the FPS approach we use to explore the posterior distribution. We perform T = 150
I-FGSM update steps to obtain each sample, and choose α = 8/255 to be the scale of the adversarial attack. With such

a value of α, the visual difference between y and each attacked input is negligible (see, e.g., Figure 5, where we use

α = 16/255). The images we present in Figure 6 are the S = 5 samples resulting from the algorithm. Notice that the first

sample resulting from the algorithm is simply the output originating from the original input y, without performing any

attack.

Algorithm 1 Farthest Point Sampling approach to explore the posterior distribution with a deterministic estimator X̂ = f(Y )
that attains high joint perceptual quality.

Input: Degraded measurement y, number of output samples S, adversarial attack scale α, number of adversarial attack

update steps T .

Output: List of samples X = [x̂1, x̂2, . . . , x̂S ].
x̂← f(y) {First output of the estimator.}
X ← [x̂]
for i = 1 to S do

yadv ← y
for t = 1 to T do

x̂t ← f(yadv)

L = 1
i

∑i

s=1 ∥X [s]− x̂t∥22
yadv ← I-FGSM(L, α, y) {The basic I-FGSM update rule in (Choi et al., 2019), but with our loss L.}

end for

end for

X ← X ∪ {f(yadv)} {Append the new output to the list of output samples.}
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Figure 9: Plots of K versus
√

JFID and RMSE versus
√

FID (distortion-perception plane) of the SISR algorithms evaluated

in Section 4.2. These plots are complementary and contain the algorithms which are omitted from Figure 3, which are

marked here as triangles. The top figures correspond to the degradation from the Track2 challenge in (Lugmayr et al., 2019),

the center figures correspond to the degradation from the Track1 challenge in (Lugmayr et al., 2020), and the bottom figures

correspond to the common bicubic degradation.
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Figure 10: Plots of
√

FID versus
√

JFID-FID. The left plot corresponds to the degradation from the Track2 challenge

in (Lugmayr et al., 2019), the center plot corresponds to the degradation from the Track1 challenge in (Lugmayr et al.,

2020), and the right plot corresponds to the common bicubic degradation. We see that two algorithms with a similar FID

value (similar perceptual quality) may attain different JFID values (different joint perceptual quality). This shows that JFID

is not only influenced by perceptual quality, but also by consistency.
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Figure 11: Plots of K versus
√

JKID and RMSE versus
√

KID (distortion-perception plane) of the SISR algorithms evaluated

in Section 4.2. The top figures correspond to the degradation from the Track2 challenge in (Lugmayr et al., 2019), the

center figures correspond to the degradation from the Track1 challenge in (Lugmayr et al., 2020), and the bottom figures

correspond to the common bicubic degradation.
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Figure 12: Plots of
√

KID versus
√

KID-JKID. The left plot corresponds to the degradation from the Track2 challenge

in (Lugmayr et al., 2019), the center plot corresponds to the degradation from the Track1 challenge in (Lugmayr et al.,

2020), and the right plot corresponds to the common bicubic degradation. We observe a linear relationship between
√

KID

and
√

KID-JKID, so JKID is influenced solely by perceptual quality and completely ignores consistency. Thus, JKID is an

ineffective measure of the joint perceptual quality.
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Figure 13: Plots of K versus 1− JP and RMSE versus 1− P (distortion-perception plane) of the SISR algorithms evaluated

in Section 4.2. The top figures correspond to the degradation from the Track2 challenge in (Lugmayr et al., 2019), the

center figures correspond to the degradation from the Track1 challenge in (Lugmayr et al., 2020), and the bottom figures

correspond to the common bicubic degradation.
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Figure 14: Plots of P versus JP− P. The left plot corresponds to the degradation from the Track2 challenge in (Lugmayr

et al., 2019), the center plot corresponds to the degradation from the Track1 challenge in (Lugmayr et al., 2020), and the

right plot corresponds to the common bicubic degradation. We see that two algorithms with a similar P value may attain

different JP values. This shows that JP is not only influenced by perceptual quality, but also by consistency.
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Figure 15: Plots of K versus 1− JR and RMSE versus 1−R (distortion-perception plane) of the SISR algorithms evaluated

in Section 4.2. The top figures correspond to the degradation from the Track2 challenge in (Lugmayr et al., 2019), the

center figures correspond to the degradation from the Track1 challenge in (Lugmayr et al., 2020), and the bottom figures

correspond to the common bicubic degradation.
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Figure 16: Plots of R versus JR− R. The left plot corresponds to the degradation from the Track2 challenge in (Lugmayr

et al., 2019), the center plot corresponds to the degradation from the Track1 challenge in (Lugmayr et al., 2020), and the

right plot corresponds to the common bicubic degradation. We see that two algorithms with a similar R value may attain

different JR values. This shows that JR is not only influenced by perceptual quality, but also by consistency.
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Figure 17: Plots of RMSE versus
√

JFID of the SISR algorithms evaluated in Section 4.2. The left plot corresponds to the

degradation from the Track2 challenge in (Lugmayr et al., 2019), the center plot corresponds to the degradation from the

Track1 challenge in (Lugmayr et al., 2020), and the right plot corresponds to the common bicubic degradation.
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Figure 18: Plots of RMSE versus
√

JKID of the SISR algorithms evaluated in Section 4.2. The left plot corresponds to the

degradation from the Track2 challenge in (Lugmayr et al., 2019), the center plot corresponds to the degradation from the

Track1 challenge in (Lugmayr et al., 2020), and the right plot corresponds to the common bicubic degradation.
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Figure 19: Plots of RMSE versus 1− JP of the SISR algorithms evaluated in Section 4.2. The left plot corresponds to the

degradation from the Track2 challenge in (Lugmayr et al., 2019), the center plot corresponds to the degradation from the

Track1 challenge in (Lugmayr et al., 2020), and the right plot corresponds to the common bicubic degradation.
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Figure 20: Plots of RMSE versus 1− JR of the SISR algorithms evaluated in Section 4.2. The left plot corresponds to the

degradation from the Track2 challenge in (Lugmayr et al., 2019), the center plot corresponds to the degradation from the

Track1 challenge in (Lugmayr et al., 2020), and the right plot corresponds to the common bicubic degradation.
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Figure 21: Adversarial attacks on low-resolution face images intended to alter the output of GFPGAN (Wang et al., 2021b)

to produce a female face. Left: Successful results, where f(y) is classified as “male” and f(yadv) is classified as “female”

by the gender classification model we use for evaluation. The attacks successfully change the classified gender of 9.3%

of the images from “male” to “female”. Right: Unsuccessful results, where f(y) is classified as “female” and f(yadv) is

classified as “male”. For GFPGAN, there are only 4 such unsuccessful examples from the 1000 images we use for evaluation

(0.4% of the test data set).
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Figure 22: Adversarial attacks on low-resolution face images intended to alter the output of the RRDB (Wang et al., 2018c)

model to produce a female face. Left: Successful results, where f(y) is classified as “male” and f(yadv) is classified as

“female” by the gender classification model we use for evaluation. The attacks successfully change the classified gender of

5.3% of the images from “male” to “female”. Right: Unsuccessful results, where f(y) is classified as “female” and f(yadv)
is classified as “male”. 7.5% of the images that are originally classified as “female” are being classified as “male” after the

adversarial attack.
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Figure 23: Adversarial attacks on low-resolution face images intended to alter the output of the GFPGAN and RRDB models

to produce a face of an older person. Left: Results using the GFPGAN model. Right: Results using the RRDB model.
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