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ABSTRACT

Increasing privacy concerns have led to decentralized and federated machine
learning techniques that allow individual clients to consult and train models col-
laboratively without sharing private information. Some of these applications, such
as medical and healthcare, require the final decisions to be interpretable. One
common form of data in these applications is multivariate time series, where deep
neural networks, especially convolutional neural networks based approaches, have
established excellent performance in their classification tasks. However, promis-
ing results and performance of deep learning models are a black box, and their
decisions cannot always be guaranteed and trusted. While several approaches ad-
dress the interpretability of deep learning models for multivariate time series data
in a centralized environment, less effort has been made in a federated setting.
In this work, we introduce FLAMES2Graph, a new horizontal federated learn-
ing framework designed to interpret the deep learning decisions of each client.
FLAMES2Graph extracts and visualizes those input subsequences that are highly
activated by a convolutional neural network. Besides, an evolution graph is created
to capture the temporal dependencies between the extracted distinct subsequences.
The federated learning clients only share this temporal evolution graph with the
centralized server instead of trained model weights to create a global evolution
graph. Our extensive experiments on various datasets from well-known multi-
variate benchmarks indicate that the FLAMES2Graph framework significantly
outperforms other state-of-the-art federated methods while keeping privacy and
augmenting network decision interpretation.

1 INTRODUCTION

Most machine learning models are trained in a centralized setting and on centrally stored data. This
conventional learning approach, in which the clients share their data to a central server, has several
drawbacks, such as privacy issues in sensitive applications and limited bandwidth on mobile devices.
Moreover, training a single machine learning model on potentially enormous-sized training data on
a centralized server or cloud can become absolutely expensive. A practical method of training
machine learning models on edge can eliminate the need to train them on the cloud. Federated
Learning (FL) Konečnỳ et al. (2016) was introduced to address these issues by only sharing clients’
trained model weights with a server in each round of communication. In its original form, the server
aggregates the weights using the Federated Averaging Algorithm (FedAvg) algorithm and returns
the global model weights to the clients to further use in the next training round. However, training
under the FL setting still has several challenges that require further study, such as dealing with
non-independent identically distributed (non-IID) data among clients (Younis & Fisichella (2022);
Ma et al. (2022)), reducing communication costs (Mills et al. (2019)), handling adversarial attacks
(Mothukuri et al. (2021)), and protecting user data privacy (Geyer et al. (2017)). Furthermore, the
lack of transparency in the federated learning process diminishes trust and limits its adoption by
more clients. It is, therefore, imperative that federated learning approaches be interpretable.

Many recent applications with distributed sensitive data, such as economics forecasting, activity
recognition, and healthcare, deal with data collected from sensors (Ullah & Finch (2013); Wang
et al. (2016); Sharabiani et al. (2017)). This form of data with simultaneous multiple values is
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Figure 1: Our proposed FLAMES2Graph framework, an interpretable federated convolutional neu-
ral network for multivariate time series data. The figure illustrates four clients that each train a CNN
network and extract the highly activated periods (MHAP) from their data to create an MHAP evolu-
tion graph in round n. The graph is then shared with the server, and the server aggregates the four
clients’ graphs into one global graph. Finally, the clients receive the aggregated graph and use it in
the following training round n+ 1.

called multivariate time series (MTS). Various methods have been developed to classify multivariate
time series data in a centralized scheme: Distance-based algorithms, such as 1-nearest neighbor and
dynamic time warping, have shown reliable performance in case of the correct choice of distance
measure for a specific application (Orsenigo & Vercellis (2010); Seto et al. (2015)). On the other
hand, feature-based methods heavily rely on hand-crafted features (Ye & Keogh (2009); Xing et al.
(2010); D’Urso et al. (2014)). The use of deep learning methods, especially Convolutional Neu-
ral Networks (CNN), has shown promising results for time series data (Ismail Fawaz et al. (2019))
and removes the heavy feature engineering requirement. However, despite their outstanding perfor-
mance, deep learning models’ inner functioning and decisions are ambiguous to users and even their
designers. Lately, few studies have explored the interpretations of deep networks decisions on time
series data in a centralized fashion Cho et al. (2020); Younis et al. (2022).

In this paper, we focus on two major challenges in the federated learning of multivariate time se-
ries: The communication efficiency between clients and the server, where the clients usually con-
nect to the FL server over slow connections (Lee et al. (2012)). Another less investigated chal-
lenge is designing interpretable strategies for deep neural networks in a federated setup. We de-
sign a new graph-based approach called Federated LeArning Multivariate timE Series to Graph
(FLAMES2Graph) to address these challenges. To this end, our framework relies on convolutional
neural networks trained on multivariate time series data to extract representative patterns that acti-
vate neurons in CNNs. We call these representatives Multivariate Highly Activated Period (MHAP)
and group their similar patterns into more general representatives via a clustering method. Instead
of merely considering their occurrence, we create a graph where its nodes represent the extracted
MHAPs cluster medians, and the edges are their occurrence order in an MTS sample. After each
training epoch, the client shares its local graph with the server, which represents the influential sub-
sequences found in the local MTS samples. The server then merges the clients’ local graphs into a
global graph. Figure 1 shows a general overview of our framework. The main contributions of the
FLAMES2Graph framework are as follows:

• FLAMES2Graph is the first framework that offers a federated interpretable deep learning
solution for the multivariate time series classification problem. It extracts and visualizes
the representative patterns of the input data and constructs an MHAP evolution graph that
captures the temporal relationship between the extracted representative patterns.

• Instead of sharing the learning weights, the clients only share their generated local graph
with the central server, which aggregates those local graphs into a global one to improve
the generalization capacity of local clients.
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• Through extensive experiments on five selected datasets from Baydogan’s archive (Baydo-
gan (2015)), along with HAR (Anguita et al. (2013)) and PAM datasets (Reiss & Stricker
(2012)). we verify the FLAMES2Graph framework’s performance and interpretability.

2 RELATED WORK

In this section, we review the related work: First, we discuss the existing studies related to in-
terpretable time series deep learning methods. Then, we get an overview of the state-of-the-art
federated learning techniques.

2.1 INTERPRETABLE MODELS FOR TIME SERIES DATA

Various approaches have been developed to interpret deep learning models, especially for images
and text data. Current research mainly focuses on post-model interpretability strategies, such as
Local Interpretable Model-agnostic Explanations (LIME) (Ribeiro et al. (2016)), Layer Relevance
Propagation (LRP) (Montavon et al. (2017)), Class Activation Map (CAM) (Zhou et al. (2016)).
CAM was the first post-hoc method that provided interpretation of the predictions by visualiz-
ing the region of raw input data that activates the network neurons for a given label (Wang et al.
(2017)). Clustered Pattern of Highly Activated Period (CPHAP) (Cho et al. (2020)) is another
post-hoc method that extracts the representative input patterns activated by a trained CNN neurons.
However, these methods were introduced only for univariate time series data. The multi-VISION
framework (Younis et al. (2022)) introduces a method for interpreting multivariate time series data
by extracting the input data that highly activate neurons in a CNN. We use a similar approach to
extract the representative input data from multivariate time series.

Apart from post-model strategies, Dual-stage Attention-Based Recurrent Neural Network method
(DA-RNN) offers an in-model strategy via an input-attention mechanism, captures long-term tempo-
ral dependencies, and selects relevant series for model prediction Qin et al. (2017). The Time2Graph
framework (Cheng et al. (2020)) is another in-model approach with an intrinsically interpretable
strategy that extracts dynamic shapelets from univariate input data through a handcrafted feature
engineering procedure and builds an evolution graph based on the temporal sequence of the ex-
tracted shapelets. Gated Transformer Networks (GTN) was introduced for multivariate time series
by adding gating to transformer networks to explore the GTN attention map (Liu et al. (2021)). An
interpretable CNN-based method was developed by Hsieh et al. (2021) for multivariate time series,
which identifies both signals and time intervals that determine the classifier’s output by adding an
attention mechanism to the extracted features. Our approach differs from previous studies since we
extract the relevant time series subsequences for multivariate time series and construct an evolution
graph of the extracted sequences over time. The benefit of this approach is that no handcraft feature
engineering or domain knowledge is required. In addition, our approach can manage horizontally
distributed data in a federated learning setup instead of in a central system.

2.2 FEDERATED LEARNING

Federated Learning is one of the most widely used decentralized machine learning solutions today
to train data on clients’ edge devices and share only the trained weight (Abdulrahman et al. (2021);
Pang et al. (2021)). FedAvg (McMahan et al. (2017)) is the most commonly used optimization algo-
rithm in federated settings. A FedAvg model consists of a global model that is first downloaded and
then trained using stochastic gradient descent (SGD) on the local dataset of each participating client.
Clients then share their trained model weights with the server, which uses the FedAvg algorithm to
average the clients’ trained model weights. The communication efficiency of FedAvg is one of its
main advantages, as training performance can be maintained while reducing the total number of
bytes transferred. However, FedAvg has the disadvantage of degrading convergence when applied
to non-IID data (Li et al. (2021)). Different researches were proposed to overcome the FedAvg
problem on non-IID data by adding a regularization term to the local optimization or making the
data distribution of the clients IID (Li et al. (2020); Karimireddy et al. (2020); Wang et al. (2020)).

In this paper, we present a personalized federated learning approach. Several personalized federated
learning methods have been proposed, which can be categorized as transfer learning, meta-learning,
personalization layers, and multi-task learning (Kulkarni et al. (2020)). FetchSGD (Rothchild et al.
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(2020)) is a federated communication-efficient optimization algorithm that compresses gradients in
each communication round with count sketches and sent to a central aggregator. The aggregator
maintains a momentum sketch and an error accumulation sketch, and the weight update in each
round is computed based on the error accumulation sketch. The proposed technique reduces the
communication requirements while fulfilling the quality requirements of federated training. Other
research has also addressed representation learning in federated learning, such as (Liang et al.
(2020); Collins et al. (2021); Oh et al. (2022)). However, none of the above methods addresses
the interpretability of models in the FL setting.

Despite the community’s attention to interpretable models in a centralized environment, the problem
in a decentralized setting is still understudied. Methods such as LIME (Ribeiro et al. (2016)) cannot
be directly applied to the federated setup. SHAP-values (Wang (2019); Zheng et al. (2020)) were
introduced for tree-based models and vertically partitioned data; however, in horizontally partitioned
data, this method is not applicable. Another federated interpretable method shares the generated
dimensionally-reduced intermediate representations of each participating client data Imakura et al.
(2021). In this method, neither the models nor the client data are shared. Recently, the iFedAvg
method was proposed to detect and solve interoperability problems in federated learning based on
tabular datasets (Roschewitz et al. (2021)). None of these methods concentrate on an interpretable
federated setting for multivariate time series, the subject of our current research.

3 FLAMES2GRAPH FRAMEWORK

The overall architecture of our proposed framework is shown in Figure. 1. First, each client ex-
tracts those subsequences of the multivariate input data that highly activate the neurons in sofar
trained CNN (Generate MHAP). Then, each client (“Client Node” in the figure) constructs a graph
with nodes representing these time series representative patterns and edges showing their temporal
dependency in each sample (Section. 3.1). The federated learning server (“Server Node”) then ag-
gregates the clients’ local graph into a global graph and shares it with the clients (Section. 3.2). The
clients then operate on this global graph in the next round (Section. 3.3).

3.1 FL CLIENT EVOLUTION GRAPH

Cho et al. (2020) and Younis et al. (2022) proposed an approach to extract the input time series
periods that highly activated neurons of a trained CNN, with the intuition that decisions of deep
neural networks are influenced by their highly activated neurons. We extend their idea to extract each
FL client node’s multivariate highly activated periods (MHAP) in three steps: First, a convolutional
neural network is trained on the multivariate input data. In parallel, an extended set that contains all
possible signal combinations of the input sample is created. Each potential combination is created
via zero padding of the excluded dimensions. Second, the input set is fed to the trained model to
extract MHAPs. An MHAP is extracted by obtaining the trained CNN’s Highly Activated Neurons
(HAN) and extracting their corresponding signal receptive field from these neurons. Finally, the
MHAPs are clustered to merge similar subsequences, and a cluster median is appointed to each
cluster.

After getting the MHAPs and cluster centers, each client generates an MHAP evolution graph. The
generation of the MHAP evolution graph is inspired by the shapelet evolution graph in Cheng et al.
(2020). However, our MHAP evolution graph differs in nature and construction procedure from the
shapelet evolution graph. As the MHAPs are extracted separately from each CNN layer, we deal with
more than one graph, each representing a CNN layer. The time-dependent graphs are constructed
after obtaining the MHAPs from each network layer. These graphs maintain the occurrence order of
the MHAPs. Then, all of these graphs are merged into a single time-aware MHAP evolution graph.
In the following, the details are discussed.

3.1.1 GENERATE MHAP TIME-AWARE GRAPH

An MHAP graph in each network layer is built as follows: the first MHAP is extracted from the input
data and assigned to the corresponding cluster center. This cluster center represents a node ni in the
graph. Then the subsequent MHAP is extracted and assigned to its cluster center nj , respectively.
Now, a directed edge eij is created between two consecutive nodes, representing the temporal order
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Algorithm 1 Generating MHAP Evolution Graph

Input: Xtrain:= Multivariate time series data
Output: MTS Evolution Graph, Cluster Median

1: Model←− TrainingCNN (Xtrain)
2: for sample in Xtrain do
3: signaltrain = InputSet(sample)
4: for l in Model layers do
5: for c in l do
6: MHAPlist =extract MHAP (signaltrain)

7: Cluster:= {Kshape(MHAPlist)}
8: Cluster Medianlist.add(Median(Cluster))
9: for l in Model layers do

10: Initialize a graph g with n nodes
11: for s in Xtrain do
12: for all adjacent MHAP in s do
13: Add directed edge ei,i+1

14: Graphlist.add(g)

15: G= merge(Graphlist)
16: return Cluster Medianlist, G

of the MHAPs. The process is repeated for each multivariate sample in the training set to generate a
network layer graph G ultimately.

Each node in the resulted graph represents an MHAP of the current layer, e.g., in the second layer,
an MHAP is generated from k neurons of the first layer. Note that the size of k depends on the kernel
size of the layer. After obtaining the respective graphs of each layer, a merging method compatible
with convolutional layers’ functioning is applied to the graphs’ layers. Thus, we merge each node
in the graph with a node in the previous layer. For example, a node nr in the second layer graph
(red node in Generating MHAP in Figure 1) represents three neurons in the first CNN layer (green,
blue, and white nodes), two of which are the MHAPs of the first layer, nb, ng (the blue and green
nodes, respectively), and hence, available in the first layer graph. Accordingly, we create an edge
ergb between the node nr in the second layer graph and the nodes ng and nb in the first layer graph.

Algorithm 1 describes the process of training a model on the FL client node. The algorithm receives
the input training data and returns the multivariate time series graph and cluster median in a client.
First, the client trains a CNN model for a few epochs and extracts the MHAPs from training data
(lines 1-6), and then a k-shape clustering (Paparrizos & Gravano (2015)) is applied to the MHAP list
to extract cluster medians (line 7-8). K-shape clustering algorithm considers the unique character-
istics of multivariate data, such as phase shift. Similar to k-means, it contains iterative and refining
procedures. A shape-based distance measure accounts for phase shift, and a cross-correlation mea-
sure identifies centroids. The first step in generating a layer graph is to initialize a graph for each
CNN layer with a node size equal to the number of cluster medians for that layer (line 10). Each
MHAP is then processed and assigned to its respective clusters, and two adjacent MHAPs are con-
nected by a directed edge (lines 11-13). The generated layer graph is added to the graphlist (line
14). In the final stage, the algorithm merges the layers graphs into a single graph (line 15).

3.2 FL SERVER GRAPH AGGREGATION

In each round of communication, the server receives the client’s local graphs and cluster medians to
aggregate the client’s local graphs into a global one. For this purpose, the server first determines the
similarities between the nodes of the local graphs using their cluster medians. For example, na1 in
the first local graph may be similar to nb3 in the second graph. The server first determines the node
similarities and then renames the local graphs based on the node similarities. Finally, the graphs
are merged by augmenting the edges of all graphs into one. Figure. 2 shows an example of two
clients’ local graphs with three nodes and the merged graph in the server node. At first, the clients
train their model and generate local MHAP graphs (Figure. 2, step 1), then they share their graphs
with the server node (Figure. 2, step 2). The server then aggregates the received graphs (Figure. 2,
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Figure 2: The Client’s node in step 1 trains a model and generates the MHAP evolution graphs. In
step 2, the clients send the graphs to the server. The server aggregates the local client’s graphs in
step 3. The global graph forwarded to the clients in step 4. The clients replace their local graphs
with the updated global graph in step 5.

step 3) such that the most similar cluster centers are merged, e.g., in Figure. 2, the green node from
the first graph, na1, is similar to nb3 in the second graph. The global graph represents this node as
nA with three edges augmented from the first and second local graphs, i.e., eAC , eAB , and eBA.
After merging the client’s local graphs into a global one, the server returns the global graph to all
the clients (Figure. 2, step 4). They will update their local graph into the global one (Figure. 2, step
5) and use it to test their local data in the subsequent communication round.

3.3 FL CLIENT GRAPH EMBEDDING

After the clients receive the updated global graph from the server, the clients apply the Deep-
Walk embedding algorithm (Perozzi et al. (2014)) to extract the graph node representation vectors
Ψ ∈ RD, where D is the embedding size. DeepWalk is a graph neural network algorithm that oper-
ates directly on graph structures and applies a random path traversal technique to identify localized
structures within a network. DeepWalk identifies latent network patterns through random paths in
graphs, which are then learned and encoded by neural networks to generate the final embedding.

The clients use the graph node embedding, Ψ, to convert the test data into segments and make
predictions via the graph. For that, each multivariate sample is divided into segments, with the
corresponding MHAP assigned to each segment. Each MHAP corresponds to one of the graph nodes
ni, therefore, we retrieve the MHAP representation vector, Ψ(ni), and sum them over the segment.
In the next step, all these vectors are merged into a representation vector Φ for the time series sample.
The new vector can then be used as an input to any classifier. Because of the promising performance
of the XGBoost classifier (Chen & Guestrin (2016)), the clients use XGBoost to classify the new
multivariate representations of time series.

4 RESULTS AND DISCUSSION

We report the results of our FLAMES2Graph framework1 on five well-known time-series bench-
marks from the Baydogan archive, and HAR and PAM dataset. (Baydogan (2015)), Our experiments
are conducted on a intel(R) Xeon(R) Gold 6230R CPU @ 2.10GHz server with 70GB of RAM.

1Our code can be found at https://gitfront.io/r/user-9180183/MCDypNzyNrQf/
FLAME2Graph/
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4.1 EXPERIMENTS SETUP

To simulate our federate learning experiments as it is in a real-world scenario, we employ NVIDIA
FLARE2. We set up a server with four clients for each experiment. Our proposed FLAMES2Graph
framework is tested on five datasets from the Baydogan archive (ECG, Wafer, NetFlow, AUSLAN,
and UWave), HAR dataset (Anguita et al. (2013)) which records the daily activity of 30 health vol-
unteers, and the PAM dataset (Reiss & Stricker (2012)) that measures eight different daily activities
using 17 sensors.

For all datasets, we run 5-fold cross-validation with 80% for training, 10% for validation, and 10%
for test data. Each experiment is run for 100 communication rounds. In each round, the client trains
the CNN network for 5 epochs. The graph is tested with an embedding of size 100 and a segment
length of size 10. For all the datasets, the CNN network has three convolutional blocks with 32, 64,
128 filters, a batch normalization, and a Rectified Linear Unit (ReLU) activation function.

FLAMES2Graph is compared with various benchmark approaches and uses the proposed network
architecture and parameters of those benchmark approaches to reproduce similar performance. The
benchmark approaches are:

• FedAvg: is the first baseline method we compare our model with. FedAvg average the
clients trained weights in the central server.

• FedRep: learns a shared data representation across clients as well as a unique local head for
each client. For every representation update, FedRep performs many local updates based
on the low-dimensional local parameters distributed across clients. In every local update,
FedRep runs ten epochs of SGD with momentum to train the local head, followed by one
or five epochs for the representation.

• FetchSGD uses a Count Sketch to compress model updates and benefits from the merge-
able nature of sketches to combine model updates from several clients. Since the Count
Sketch is linear, momentum and error accumulation can be carried out within the sketch.
The goal of FetchSGD framework is to learn a shared data representation across clients
as well as a unique local head for each client. In this algorithm, for every update of the
representation, many local updates are performed based on the low-dimensional local pa-
rameters distributed across clients. FetchSGD framework use a neural network with ReLU
activation, a vanilla Count Sketch, non-zero momentum, and momentum factor masking.

4.2 PREDICTION PERFORMANCE

We compare the accuracy, BalanceAccuracy, F1-score, and Precision performance of
FLAMES2Graph to several comparison methods on various well-known multivariate time series
benchmarks. We run the experiments on four FL clients and report the clients’ average performance.
For each client, we report its mean value of performance from cross-validation. Table 1 shows that
our proposed method outperforms all the other state-of-the-art methods in terms of accuracy, bal-
ance accuracy, F1-score, and Precision on UWave, AUSLAN, PAM, and HAR datasets. On ECG
and Wafer datasets, FLAMES2Graph improves the accuracy by around 10% and 4%, respectively,
compared to the FedAvg and FedRep methods. We observe that FedAvg, FetschSGD, and FedRep
do not show promising results when the dataset dimension is large or the time series sequence length
is considerable. For example, the Uwave dataset time series length is equal to 315, and the dimen-
sions for AUSLAN are equal to 22. Both show lower accuracy, whereas, in the other datasets with
lower dimensions and time series length, the accuracy of FedAvg and FedRep is reasonable. Al-
though the FedAvg and FedRep show satisfactory accuracy results for the Wafer dataset (94%), its
balance accuracy, F1-score and precision indicate lower performance. In summary, the experiment
results show that our proposed framework, FLAMES2Graph enhances the performance of accuracy
for all tested datasets. Also, our method does not merely provide satisfactory classification results
for multivariate time series data. It also provides an interpretable network decision, which we will
show in a case study in the following section.

2FLAIR Documentation:https://nvflare.readthedocs.io/en/main/flare_overview.
html
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Table 1: The average evaluation metrics for FedAvg, FedRep, FetchSGD, and FLAMES2Graph on
different benchmark datasets. The best performance among all models is highlighted.

Dataset Model Accuracy BalanceACC F1-Score Precision

ECG

FedAvg 0.83 0.63 0.67 0.64
FedRep 0.83 0.37 0.58 0.58

FetchSGD 0.66 0.50 0.52 0.43
FLAMES2Graph 0.93 0.93 0.93 0.87

Wafer

FedAvg 0.94 0.25 0.44 0.44
FedRep 0.94 0.50 0.95 0.95

FetchSGD 0.11 0.50 0.02 0.01
FLAMES2Graph 0.98 0.94 0.96 1.0

NetFlow

FedAvg 0.78 0.19 0.39 0.39
FedRep 0.78 0.44 0.89 0.89

FetchSGD 0.22 0.50 0.08 0.05
FLAMES2Graph 0.88 0.89 0.91 0.93

AUSLAN

FedAvg 0.10 0.10 0.05 0.05
FedRep 0.13 0.13 0.11 0.11

FetchSGD 0.10 0.10 0.05 0.05
FLAMES2Graph 0.92 0.94 0.93 1.0

UWave

FedAvg 0.25 0.12 0.25 0.25
FedRep 0.30 0.16 0.05 0.05

FetchSGD 0.12 0.12 0.03 0.01
FLAMES2Graph 0.63 0.66 0.62 0.64

PAM

FedAvg 0.19 0.22 0.22 0.22
FedRep 0.23 0.12 0.20 0.20

FetchSGD 0.23 0.12 0.09 0.05
FLAMES2Graph 0.65 0.60 0.57 0.58

HAR

FedAvg 0.23 0.24 0.24 0.24
FedRep 0.41 0.25 0.23 0.23

FetchSGD 0.16 0.16 0.05 0.03
FLAMES2Graph 0.91 0.90 0.90 0.91

4.3 CASE STUDY: HAR DATASET

In this section, we take a closer look at the interpretability capacity and the effectiveness of our
proposed FLAMES2Graph framework by envisaging a case study from the HAR dataset. Figuer. 3
illustrates an example in a client node with a walking downstairs label and its extracted MHAP
Figure. 3 (a). These extracted MHAP are represented as nodes with their temporal transitions in
the global MHAP evolution graph obtained from the server Figure. 3 (b). We observe that not
only does the client’s model performance improve by using the FLAMES2Graph framework, but
the client also visualizes the important input subsequences (MHAP) that lead the model to perform
well. This graph visualizes the MHAPs and their temporal order in the input data, which is crucial
in understanding network decisions on time series data.

Figure. 4 (a) shows another example of the HAR dataset with its respective MHAPs, and Fig-
ure. 4 (b) presents the MHAP clusters from the first CNN layer with their cluster medians. In
FLAMES2Graph, the federated clients share their local graph and cluster centers with the server;
however, this does not reveal any significant information about the client’s private data. The length
of the centers (the node in the MHAP graph) corresponds to the first kernel size of the network,
which is usually not comparable to the original length of the time series, and in this example, equals
eight. This means that the length of the center is approximately 3.8% of the total length of the
time series sample. Moreover, the MHAP usually does not extract the entire variate, and it only
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(a) A Walking Downstairs Sample from HAR Dataset (b) Global MHAP Graph
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Figure 3: (a) An example of walking downstairs sample from the HAR dataset with its MHAPs
from the first CNN layer, (b) The third round global MHAP evolution graph with the colored nodes
highlighting the MHAPs of (a).
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Figure 4: (a) Another example of walking downstairs sample from the HAR dataset with its MHAP
from the first CNN layer, (b) The clustered MHAPs with their centroid (black points).

belongs to one variate of a multivariate sample; hence, these centers usually represent a portion of
data dimensions.

5 CONCLUSION

This work introduces a new personalized federated learning framework designed to interpret deep
neural networks for multivariate time series data. We handle interpretability by extracting and vi-
sualizing the essential input subsequences that highly activate network neurons in each client and
build a temporal evolution graph that captures the time dependencies between these sequences.
FLAMES2Graph is novel in its sharing strategy and improves the communication complexity in
federated learning by only sharing the evolution graphs. Our extensive experiments indicate that the
FLAMES2Graph framework outperforms state-of-the-art federated methods. In the future, we will
extend our method by encrypting the graphs and centers sent by the clients to increase the privacy
and security of the model.
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Table 2: The statistics of the seven selected datasets from Baydogan’s multivariate time series
archive.

Dataset TS-length Classes Dimensions #samples
ECG 152 2 2 200
Wafer 198 2 6 1, 194
NetFlow 997 2 4 1, 337
AUSLAN 136 95 22 2, 565
UWave 315 8 3 4, 478
PAM 600 8 17 5, 333
HAR 206 6 3 10, 299

A APPENDIX

A.1 DATASETS

The Baydogan’s archive (Baydogan (2015)), contains 13 multivariate time series classification
datasets. In this work, we choose five datasets from this archive (UWave, ECG, AUSLAN, Net-
Flow, and Wafer).

Human Activity Recognition (HAR) (Anguita et al. (2013)) dataset recorded daily activities from 30
volunteers and produced six different labels of these activities (walking, walking upstairs, walking
downstairs, standing, sitting, and lying).

PAMAP2 Physical Activity Monitoring (PAM) (Reiss & Stricker (2012)) dataset recorded 18 differ-
ent daily activity using 17 sensors, in this work we use 8 activities which contains more than 500
recorded samples.

Table 2 describes the statistics of each dataset.

A.2 EVALUATION METRICS

Classification tasks are typically evaluated based on accuracy. In cases where there are fewer mi-
nority data points than majority data points, this method may provide acceptable accuracy but may
be biased in favor of the majority class. Several evaluation metrics are used to address this issue, in-
cluding balance accuracy, sensitivity, specificity, Precision, and F1-score . These metrics are defined
in the following manner:

Sensitivity =
TP

TP + FN
, (1)

Specificity =
TN

FP + TN
, (2)

BalanceAccuracy =
sensitivity + specificity

2
. (3)

Precision =
TP

TP + FP
, (4)

F1− score = 2 ∗ Precision ∗ sensitivity
Precision+ sensitivity

. (5)

where TP is True Positive, TN is True Negative, FP is False Positive, FN is False Negative.
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