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Abstract

Large language models (LLMs) exhibit power-001
ful reasoning capacity, as evidenced by prior002
studies focusing on objective topics that with003
unique standard answer such as arithmetic and004
commonsense reasoning. However, the rea-005
soning to definite answers emphasizes more on006
logical thinking, and falls short in effectively re-007
flecting the comprehensive, reflective, and cre-008
ative thinking that is also critical for the overall009
reasoning prowess of LLMs. In light of this,010
we build a dataset SJTP comprising diverse011
SubJective ToPics with free responses, as well012
as three evaluation indicators to fully explore013
LLM’s reasoning ability. We observe that a sole014
emphasis on logical thinking falls short in ef-015
fectively tackling subjective challenges. There-016
fore, we introduce a framework grounded in the017
principle of the Negation of Negation (NeoN)018
to unleash the potential comprehensive, reflec-019
tive, and creative thinking abilities of LLMs.020
Comprehensive experiments on SJTP demon-021
strate the efficacy of NeoN, and the enhanced022
performance on various objective reasoning023
tasks unequivocally underscores the benefits024
of stimulating LLM’s subjective thinking in025
augmenting overall reasoning capabilities.026

1 Introduction027

Large language models (LLMs) have achieved re-028

markable performance in recent years (OpenAI,029

2022, 2023; Touvron et al., 2023; Jiang et al., 2023)030

and have displayed formidable reasoning ability031

that validated on various tasks, including arithmetic032

reasoning, symbolic reasoning, commonsense rea-033

soning (Luo et al., 2023; Wei et al., 2022a; Geva034

et al., 2021; Talmor et al., 2019), etc.035

Despite the prominent reasoning capabilities,036

their evaluation still lacks comprehensiveness. Pre-037

vious works primarily investigate LLMs based on038

objective topics with unique standard answers and039

the logical reasoning path is clear-out (e.g.“3-2=1”,040

“Cat is herbivorous?”) (Mao et al., 2023). It is evi-041

The density of pear is about 
0.6 g/cm^3, the density of 

water is 1g/cm^3.

Yes or no:
Would a pear sink in water?

Logical
Thinking

Comprehensive 
Thinking
Reflective 
Thinking
Creative 
Thinking

The density of pear is less than 
water.

The answer is NO.

Social media platforms have 
negative effects on mental 

health.

What is the impact of social 
media on mental health?

Cognitive overload, self-
esteem, anxiety, cyberbullying.

All are negative impacts.

Human 
Thinking
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Thinking

Reflective 
Thinking
Creative 
Thinking

Objective Question Subjective Question

Logical thinking Comprehensive thinking
Reflective thinking
Creative thinkingLogical thinking performs well on 

objective questions. Missing yet vital for subjective questions.

Unique Standard Answer Free Response

Figure 1: LLMs with CoT prompting (Wei et al., 2022a)
showcase strong logical thinking ability, which is ade-
quate to solve objective questions. Meanwhile, it fails
to solve subjective questions and shows insufficiency of
comprehensive, reflective and creative thinking abilities.

dent that reasoning on these topics heavily relies on 042

logical thinking. The success of Chain-of-Thought 043

(CoT) (Wei et al., 2022a) serves as compelling evi- 044

dence, as it elicits logical thinking through prompts 045

with a series of reasoning steps, instantly leading 046

to significant improvement in solving objective 047

questions. However, the ideal reasoning ability 048

transcends mere logical thinking, comprehensive, 049

reflective, and creative thinking are indispensable 050

when tackling complex tasks, which cannot be well 051

reflected on objective topics, as shown in Figure 1. 052

Consequently, the lack and difficulty in evaluat- 053

ing these abilities pose challenges for approaching 054

human-like thinking ability of current LLMs. 055

To enable analysis of LLMs in terms of com- 056

prehensiveness, reflection, and creativity and fur- 057

ther enhance the overall reasoning ability, we 058

first develop a benchmark SJTP that consists of 059

SubJective ToPics with free responses. Respon- 060

dents need to engage in open-ended discussions 061

based on their accumulated experience, perspec- 062

tives, and inspiration, which can better reflect the 063

aforementioned thinking abilities. For thorough in- 064

vestigation, we set up the three most common types 065
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Topic Type Example SCR

1.Viewpoint Discourse What do you think about the impact of social media on mental health? 76.5
(comprehensive views) (①comprehensiveness: ⋆ ⋆ ⋆, ②reflection: ⋆⋆, ③creativity:⋆⋆ )

2.Binary Dialectics Should school wear uniforms? 69.9
(in-depth analysis) (①comprehensiveness: ⋆⋆, ②reflection: ⋆ ⋆ ⋆, ③creativity:⋆⋆ )

3.Practical Analysis How can the preservation of cultural heritage contribute to the promotion of social cohesion? 80.2
(constructive opinions) (①comprehensiveness: ⋆⋆, ②reflection: ⋆⋆, ③creativity:⋆ ⋆ ⋆)

Topic Filed ① Social and Ethics, ② History and Civilization, ③ Literature and Arts, ④ Technology and
Education, ⑤ Environment and Health, ⑥ Economy and Politics, ⑦ Law and Human Rights, ⑧
Psychology and Emotions

Evaluation [Basic]: ① Clarity of Viewpoint, ② Logicality of Argumentation, ③ Correctness and Fidelity

Dimensions [Advanced]: ④ Comprehensiveness&Diversity, ⑤ Depth&Essentiality, ⑥ Innovation&Uniqueness

Table 1: Topic types, topic fields and evaluation dimensions for the construction and evaluation of SJTP dataset.
The value of SCR is the result of GPT-3.5 armed with CoT (average of the three evaluation indicators).

of subjective topics in SJTP, each of which focuses066

more on reflecting one of the above abilities. All067

three types of subjective questions involve knowl-068

edge from 8 fields to enable diversity, as shown069

in Table 1. Next, to assess the quality of free re-070

sponses, we consider six dimensions including the071

basic properties of text generation and the advanced072

characteristics to be explored, as listed in Table 1.073

On these dimensions, we design three evaluation074

indicators for free responses and briefly evaluate075

gpt-3.5 armed with the promising CoT prompts,076

which show plain performance. As shown in Fig-077

ure 1, the reasoning pathway does not deliberately078

consider the full-sided perspectives and excavate079

the intrinsic causes or potential solutions about "the080

impact of social media on mental health", resulting081

in a lack of depth and unbalanced analysis.082

To elicit the LLMs’ comprehensive, reflective,083

and creative thinking abilities, we propose a struc-084

tured framework NeoN inspired by the principle of085

the Negation Of Negation, which is a philosophical086

principle proposed by Engels (Engels et al., 1954).087

The core insight is that the development and com-088

pletion of things must go through negation and tran-089

scendence of themselves, which also aligns with090

Hegel’s "abstraction-negation-concreteness" prin-091

ciple (Pinkard, 1988). Through constant negation,092

we can emphasize the multifaceted and complex093

nature of problems, and break established thinking094

patterns, thereby achieving refinement to the de-095

fects in initial response. Please note that if the cur-096

rent response is impeccable, further negation will097

be futile and lead to repetitive output, as negation098

should be performed under the correct premise.099

Specifically, the proposed NeoN comprises three100

stages: direct answer, iterative negation, and unifi-101

cation reasoning. We first allow the LLM to gen-102

erate answers directly with strict logical thinking103

to guarantee fundamental reasoning ability. Then 104

we cast the LLM as a negator instead of a logical 105

reasoner. It will construct a negation link to the 106

previous responses under the correct premise, and 107

then determine whether to proceed with negation 108

based on the similarity between the current and 109

previous responses. Therefore, by negating exist- 110

ing responses from any potential aspects, the LLM 111

will be encouraged to explore unconsidered per- 112

spectives, excavate profound insights, and inspire 113

innovative ideas, which supplements and surpasses 114

the previous responses in a spiral upward manner. 115

Finally, we enable the LLM to generate a refine- 116

ment response by considering all these answers. 117

Note that the whole workflow is built on top of 118

unified zero-shot prompting, without carefully de- 119

signed examples that are specific to different tasks, 120

making it highly convenient and versatile. 121

We employ both API-based and open-source 122

LLMs including GPT (OpenAI, 2023), Chat- 123

GPT (OpenAI, 2022), LLaMA (Touvron et al., 124

2023) and Mistral (Jiang et al., 2024), to validate 125

the efficacy of our framework. Experimental results 126

show that NeoN leads to significant and consistent 127

improvements on both subjective and objective top- 128

ics, underscoring the necessity and effectiveness 129

of unleashing the comprehensive, reflective and 130

creative thinking for better reasoning ability. 131

2 Subjective Topic Dataset 132

We construct a SJTP benchmark to explore the 133

comprehensiveness, reflection, and creativity of 134

LLMs, which includes diverse subjective topics 135

along with reasonable scoring points and solutions. 136

Besides, we elaborately develop three evaluation 137

indicators to assess the quality of free responses. 138

The overall illustration is shown in Fig. 2. 139
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#Type = {Viewpoint Discourse}
# Field = {Technology and Education, Psychology and Emotions}
# Themes = {technological impact, mental health}

Data Generation
A Topic Sampling

#Question
What do you think about the impact of social media on 
mental health?

B Question Generation

#Scoring Points
Awareness of both positive and negative impacts of social media 
on mental health. (20 points); Discussion of potential solutions 
for the negative impacts identified (20 points); ...
#Solution
It's crucial to acknowledge the dual nature of social media's 
impact on mental health. On one hand…

Evaluation

C Solution Generation

Sim. < 𝝐?

# r𝒊 : Social media platforms also 
offer numerous benefits, such as 
connecting people, sharing 
information, etc.

i+1

#R: Social media platforms have 
negative effects on mental health 
while offer numerous benefits. 
For example…

Clarity of viewpoint: 85 (The answer provides clear viewpoints on…
Logicality of argument: 95 (The answer presents a clear and logically 
structured argument…
Correctness: 85…

Inference (NeoN)
1. Topic 是从pool

来
2. 关于solution，根据

evaluation dimensions
3. pool sample -> A, A 

B + eval dimensions 
4. Inference 体现
5. 算 rouge是当前的和前面的

去算的
6. 加粗不够，加颜色
7. Evaluation里，

soluiton和r算的
R和evaluation dimension
得到的

8. 花哨

Topic PoolSample

LLM

Evaluation Dimensions

Negate

#r𝒊#𝟏: Social media platforms have 
negative effects on mental health …

Unify

Criteria:

Solution

Scoring Points

Evaluation Dimensions

Evaluation Dimensions

Figure 2: Illustration of the construction of SJTP dataset, the framework of NeoN, and the evaluation indicators.

2.1 Data Generation140

Topic Pool Construction. We first build a subjec-141

tive topic pool Tpool = {T ,F} that covers three142

topic types T = {ti}3i=1 and eight topic fields143

F = {fi}8i=1 that be widely discussed, as shown in144

Table 1. Specifically, subjective questions used to145

assess the knowledge breadth, critical and innova-146

tive thinking of respondents can mostly be grouped147

into three representative types: {Viewpoint Dis-148

course, Binary Dialectics, Practice Issues }, and149

each type particularly emphasizes more on one of150

the abilities. For instance, tackling Practical Issues151

needs constructive opinions and thus more reflec-152

tive of creative thinking. Besides, we involve a153

broad scope of knowledge in eight topic fields such154

as social and technology. Each field contains sub-155

divided related themes to guarantee the diversity of156

data generation, see Appendix A.1 for details.157

Topic Sampling. Given topic pool Tpool, for each158

data, we randomly sample a topic type ti ∈ T ,159

1 or 2 themes that with correlation in fields fi or160

fi, fj ∈ F , as seeds s for question generation.161

Question Generation. Given the generation seeds162

s, we enable the LLM M to generate a specific163

subjective question Q by incorporating s into the164

prompt pgen, i.e., Q = M(pgen|s). The genera-165

tion process is conducted in a zero-shot manner,166

we do not include any exemplars or other manual167

interventions to avoid potential biases. This gener-168

ation mechanism challenges the model to generate 169

problems that join diverse topics while keeping the 170

problems reasonable. We further conduct manual 171

checks after generating all the questions, filtering 172

out low-quality, meaningless, or redundant ones 173

to ensure the quality of SJTP. The distribution of 174

topic fields in SJTP is provided in Appendix. A.2. 175

Solution Generation. First, we need to set stan- 176

dards for perfect answers to provide qualitative 177

free solutions. A reasonable solution must meet 178

three basic requirements, including clarity, logi- 179

cality and fidelity, which are indispensable for a 180

qualified response. Moreover, considering the abil- 181

ities tested by subjective questions, the solution 182

needs to possess corresponding advanced proper- 183

ties, i.e., comprehensiveness, reflection and cre- 184

ativity. Therefore, we define six evaluation di- 185

mensions denoted as Evaldim and the detailed 186

requirements are provided in Table 10. Then, 187

given Evaldim and a question Q, we generate 188

specific scoring points by prompting the LLM: 189

Solpoint = M(Q, Evaldim). By adhering to the 190

criteria outlined by each evaluation dimension and 191

considering the specific knowledge in question, 192

the LLM will generate organized and reasonable 193

scoring points that maintain both specificity and 194

quality. Finally, we generate a complete solution, 195

Solcomp = M(Q, Solpoint, Evaldim), that is com- 196

prehensive, profound, and innovative to serve as a 197
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more intuitive reference. We use GPT-4 (OpenAI,198

2023) as the LLM for the whole data generation199

process, see prompt templates in Appendix A.4 and200

data examples in Appendix A.5.201

2.2 Evaluation202

Considering the inherent challenge in quantifying203

the quality of free responses to subjective questions,204

we carefully craft three automated evaluation in-205

dicators: (1) SCRsol takes the complete solution206

as standard, assessing the semantic similarity be-207

tween the response and the reference solution; (2)208

SCRpoint takes the specific scoring points as the209

standard, measuring to what extent the response210

meets the requirements of each scoring point; (3)211

SCRdim takes the general evaluation dimensions212

as the standard, assessing the response from each213

dimension according to their detail standards re-214

spectively. All the indicators are implemented us-215

ing GPT-4 (OpenAI, 2023) by zero-shot prompt,216

see Appendix C.1 for details and Appendix C.2 for217

evaluation cases. We additionally perform a blind218

human A/B evaluation in Table 7 to verify the re-219

liability of the proposed indicators and find high220

consistency with human-pref. Besides, the consis-221

tency inner the three indicators in Table 2 and their222

alignment with the strict metric of objective tasks223

in Table 3 further validate our rationality.224

3 NeoN Framework225

To unleash the comprehensive, reflective, and cre-226

ative cognitive faculties of LLMs, we introduce the227

NeoN framework grounded on the principle of the228

negation of negation, allowing the model to contin-229

uously improve and transcend itself. The overall230

framework is schematically illustrated in Figure 2.231

Firstly, NeoN generates an initial solution lever-232

aging LLM’s inherent reasoning ability. Then, it233

embarks on a process of negation, critiquing its234

earlier responses from any potential aspects while235

keeping a commitment to correctness and fidelity.236

This stage is designed to encourage the model to237

explore broader perspectives, engage in thorough238

analysis, and break away from established concepts.239

Finally, it obtains a refined response by methodi-240

cally assimilating and integrating the preceding241

responses. Next, we describe NeoN in more detail.242

Step 1: Direct Response. Given a question Q,243

a LLM M, NeoN first generates a reasonable re-244

sponse r0 directly:245

r0 = M(Q⊕P1), (1)246

where ⊕ denotes concatenation operation. P1 is a 247

direct prompt, e.g., “Let’s generate the answer”. 248

Step 2: Negation of Negation. Then, inspiring 249

by the principle of the negation of negation, i.e., 250

things develop and progress in constant negation, 251

NeoN constantly negates the previous responses 252

from any potential aspects, thereby facilitating the 253

generation of novel and advanced insights: 254

rn = M(Q⊕ r0 ⊕ · · · ⊕ rn−1 ⊕ P2), (2) 255

where n denotes the number of negation rounds. 256

We terminate the negation process when the se- 257

mantic similarity between the current response rn 258

and previous responses r0 ⊕ · · · ⊕ rn−1 exceeds a 259

threshold ϵ, which implies that rn is approaching a 260

state of refinement since M’s diminishing capacity 261

to yield additional novel insights. The value of n is 262

usually between 2∼3 empirically. P2 is a prompt 263

for making reasonable negation, e.g., “Negate the 264

above responses to deduce a more perfect answer.” 265

Step 3: Integration and Unification. Finally, 266

NeoN takes question Q and all the responses as 267

the input to generate the final response R: 268

R = M(Q⊕ r0 ⊕ · · · ⊕ rn ⊕ P3), (3) 269

where P3 is the last prompt leading to the final an- 270

swer which can be set as “Based on all the previous 271

answers, generate a perfect answer.”. 272

Note that NeoN utilizes the same LLM in the 273

whole framework with task-invariant prompts in 274

a zero-shot manner to avoid potential limitation, 275

possessing high convenience and versatility. Case 276

studies of NeoN provided in Appendix B.2 show its 277

efficacy in exploring new perspectives and insights, 278

as well as correcting erroneous reasoning paths. 279

Discussion 1: Rationality of Negation. The in- 280

tuition of NeoN aligns with Hegel’s philosophi- 281

cal principle that “A truth with concreteness, com- 282

prehensiveness, and absoluteness must always go 283

through the stage of negation in the process of com- 284

pletion. When a statement is sufficiently correct 285

and consummate, further negation becomes futile, 286

and reasoning is equivalent to logical reasoning.” 287

Consequently, negating flawed responses encour- 288

ages the model to explore new perspectives, delve 289

deeper into the essence, and challenge established 290

opinions, thereby fostering the refinement of re- 291

sponses. Whereas, the negation of a correct answer 292

will lead to a high consistency with preceding re- 293

sponses, as negation is required to be conducted 294

under the correct premise. Such a case can serve as 295
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Method
Viewpoint Discourse Binary Dialectics Practical Analysis

AvgSCRsol SCRpoint SCRdim SCRsol SCRpoint SCRdim SCRsol SCRpoint SCRdim

(Acc.) (Acc.) (Acc.) (Acc.) (Acc.) (Acc.) (Acc.) (Acc.) (Acc.)

(llama-2-70b)
Direct Prompt 61.25 64.72 78.80 80.52 44.62 77.30 76.08 70.82 81.50 70.64
Zero-Shot-CoT 66.70 67.02 77.63 79.30 50.27 74.38 78.82 68.20 80.42 70.20
Self-Consistency 67.20 67.74 78.96 81.76 50.82 75.72 80.25 71.14 81.35 72.74
Self-refine 68.17 68.94 78.52 82.30 52.64 78.09 79.70 70.62 81.25 73.36
NeoN (Ours) 71.33 70.25 82.70 84.14 55.10 81.22 82.15 72.53 83.20 75.85

(Mistral-8x7b)
Direct Prompt 66.21 67.72 82.90 85.67 47.10 79.05 82.30 70.94 83.15 73.89
Zero-Shot-CoT 70.95 71.82 82.76 87.12 53.81 74.20 83.26 68.72 82.06 74.98
Self-Consistency 72.11 73.06 83.68 89.44 57.60 79.33 86.46 71.20 83.29 77.35
Self-refine 75.68 76.04 86.10 90.89 60.57 81.76 85.20 72.15 83.22 79.06
NeoN (Ours) 81.76 79.53 87.62 91.97 63.40 82.15 87.42 75.33 86.50 81.74

(gpt-3.5-turbo)
Direct Prompt 65.72 69.21 84.83 85.66 43.24 80.69 87.92 72.50 84.63 74.93
Zero-Shot-CoT 71.86 72.40 85.26 88.11 48.35 73.40 88.24 70.53 82.89 75.81
Self-Consistency 73.26 74.15 85.47 90.20 51.50 78.85 89.23 73.62 84.18 77.72
Self-refine 76.40 75.91 87.22 89.51 54.78 81.30 88.70 72.59 83.81 78.91
NeoN (Ours) 80.40 81.82 88.67 92.50 60.33 83.21 89.15 76.83 87.74 82.29

Table 2: Main results of methods on SJTP. The best result is in bold and the second-best is underlined.

both a termination signal for the negation process296

and a reinforcement of the reliability of the "correct297

answer" that is immune to negation. Table 5 shows298

a relatively high probability of NeoN correcting the299

initially wrong answer and an extremely low prob-300

ability of misleading the initially correct answer,301

further verifying our rationality.302

Discussion 2: Superiority of Negation. Com-303

pared to self-reflection and "tit for tat" debate,304

which may limit aspects of refinement or insist305

on errors due to their feedback quality or agent306

stance, negation allows the model to explore any307

potential flaws to the fullest extent. This is because308

negation resembles adversarial learning between309

infinite parties, making it more conducive to recti-310

fying errors, omissions, superficiality, stereotypes,311

etc. As shown in Table 5, 8, NeoN obtains better312

refinement with higher efficiency. Besides, NeoN313

employs task-invariant zero-shot prompts, eliminat-314

ing the need for meticulously crafted task-specific315

exemplars, possessing more convenience and ver-316

satility. Detailed discussions are provided in Sec. 5.317

318

4 Experiment319

4.1 Setups320

Base LLMs. We conduct experiments on both API-321

based models including ChatGPT (gpt-3.5-turbo),322

GPT-4 (OpenAI, 2023), and open-source model323

LLaMA-2-70B (Touvron et al., 2023), Mistral-324

8x7B (Jiang et al., 2024). We set the sampling325

temperature as 0.7. For conducting NeoN, we use326

the same LLM in the whole framework with unified 327

prompts across all tasks in a zero-shot manner. For 328

evaluation, we take the sota GPT-4 as the evaluator. 329

330

Baselines. We compare NeoN with 1) Zero-Shot- 331

CoT (Kojima et al., 2022) to verify the necessity 332

of unleashing subjective thinking abilities; 2) Self- 333

consistency (Wang et al., 2022) to verify the supe- 334

riority of negation over simply generating multiple 335

outputs; 3) Self-refine (Madaan et al., 2023) to val- 336

idate the advantage of negation over self-reflection; 337

4) MAD (Liang et al., 2023) to show the predomi- 338

nance of negation over multiple-agent debate. For 339

fair comparison, we use the same prompts from 340

these works when available, otherwise, we create 341

prompts consistent with NeoN in non-key parts. 342

4.2 Main Results 343

NeoN consistently improves over base LLMs on 344

subjective task in Table 2. Results with standard 345

deviation are provided in Appendix A.3. Direct 346

Prompt responds to questions directly and shows 347

relatively limited performance for subjective top- 348

ics. By explicitly prompting LLMs with “Let’s 349

think step-by-step”, Zero-Shot-CoT surpasses in 350

some cases thanks to their clear logical thinking 351

but sometimes degrades due to their limitation on 352

divergent thinking. Self-consistency generates mul- 353

tiple outputs independently via CoT prompt and 354

makes a synthesis that benefits comprehensiveness. 355

Nevertheless, it is inferior to Self-refine due to lack 356

of rethinking. NeoN achieves the best across all the 357

models and topic types, which demonstrates the 358
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Arithmetic Commonsense Generic

GSM8K SVAMP AddSub CSQA StrategyQA Date Understand Shuffled Objects

GPT-3.5

Direct Prompt 17.31 70.79 86.91 72.25 62.33 46.83 32.98
Zero-Shot-CoT 80.15 80.38 88.19 70.80 62.08 64.44 69.66
Self-Consistency 83.89 83.60 89.93 73.16 63.76 73.27 72.08
Self-refine 81.64 80.73 89.47 73.41 63.25 74.42 71.26
MAD 82.76 83.49 90.22 74.10 63.94 71.25 70.63
NeoN(Ours) 84.17 85.67 93.09 75.22 64.83 77.46 74.13

GPT-4

Direct Prompt 36.33 87.67 96.25 83.67 67.33 74.67 39.25
Zero-Shot-CoT 92.59 91.96 96.54 84.36 72.67 86.07 79.26
Self-Consistency 93.44 92.43 97.68 85.41 77.50 90.19 84.41
Self-refine 92.67 91.84 97.20 86.67 79.60 90.33 86.90
MAD 93.68 92.12 98.09 86.12 78.15 88.24 85.66
NeoN(Ours) 94.17 93.45 98.87 87.20 81.42 91.11 88.26

Table 3: Main results of baseline methods and NeoN on seven objective datasets.

superiority of negation in refining free responses359

of subjective tasks. Note that the consistency inner360

the three indicators further verifies their rationality.361

362

NeoN consistently enhances comprehensive, re-363

flective and creative thinking abilities in Fig. 3.364

We calculate and visualize the SCRdim score of365

methods in each evaluation dimension to further366

investigate the effectiveness of negation. It is clear367

that NeoN surpasses all the baselines in the three368

advanced subjective properties by a large margin369

while maintaining the quality of the three basic370

properties. Besides, NeoN’s transcendence of Self-371

refine in terms of depth and innovation indicates372

that although self-reflection helps supplement over-373

looked perspectives, it cannot effectively delve374

deeper into the essence and stimulate innovation.

claritylogicality

innovation

correctness

depth

comprehen-
siveness

Figure 3: Categorized performance analysis for scores
in different evaluation dimensions and topic types.

375
NeoN consistently improves over objective tasks376

in Table 3. To substantiate the significance of377

unleashing comprehensive, reflective and creative378

thinking for enhancing the overall reasoning per-379

formance of LLMs, we further evaluate our NeoN380

on objective tasks including arithmetic reasoning,381

commonsense reasoning and generic reasoning.382

Detailed descriptions of datasets are provided in383

Appendix B.1. We observe that Self-refine demon-384

Method SCRSol SCRpoint SCRdim

NeoN (ours) 87.35 72.99 86.54
NeoN_direct ↓ 4.43 ↓ 5.67 ↓ 4.72
NeoN_rethink ↓ 2.76 ↓ 4.12 ↓ 2.63

Table 4: Efficacy of negation in NeoN with gpt-3.5.

strates limited efficacy in arithmetic reasoning, and 385

MAD shows inferior performance in generic rea- 386

soning, indicating the boundness of self-reflection 387

and debate. The consistent superiority of NeoN 388

across all reasoning tasks demonstrates our effi- 389

cacy and versatility. It indicates that unleashing 390

subjective thinking abilities also benefit the objec- 391

tive reasoning process, which needs comprehensive 392

consideration, in-depth analysis, and constant re- 393

flection on potential errors. 394

4.3 Analysis 395

The efficacy of negation. We investigate the 396

efficacy of the negation process in NeoN by re- 397

placing it with directly generating multiple out- 398

puts or simply rethinking, denote as NeoN_direct, 399

NeoN_rethink, respectively. In Table 4, both the 400

two variants lead to a performance drop since they 401

may produce repetitive content and still leave out 402

some aspects unconsidered. Instead, negation en- 403

courages the model to explore new insights to the 404

fullest extent, which is crucial to generating in- 405

depth and comprehensive thinking. It validates the 406

efficacy of negation beyond simply rethinking or 407

the long length of multiple rounds of responses. 408

The improvement of comprehensiveness. To 409

deeply analyze the improvement of comprehen- 410

siveness by NeoN, we count the average number 411

of perspectives involved in responses of different 412

methods, as shown in Figure 4b. We can see that 413

NeoN considers the most aspects, showing its effi- 414

cacy in excavating new insights. 415
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AddSub CSQA

F2T(%)↑ T2F(%)↓ F2T(%)↑ T2F(%)↓

Self-refine 11.67 0.07 9.33 1.21
MAD 19.26 1.14 14.42 2.87
NeoN (ours) 25.64 0.13 17.98 0.99

Table 5: The ratio to correct initially wrong answers
(F2T:False2True) and mislead initially correct answers
(T2F:True2False) of different methods.

Will negation misleads initially correct answers?416

When comes to the correct answer, negation will be417

futile since it should be performed under the correct418

premise. Thus, it will provide an opportunity to419

detect the error and strengthen the reliability of the420

correct answer. Particularly, in objective reasoning421

tasks with unique standard answers, we conduct422

a refresh operation during the negation process to423

avoid potential misleading risks. If the response af-424

ter negation is inconsistent with the initial answer,425

indicating the existence of errors, we will clear the426

context and start a new workflow. As demonstrated427

in Table 5, the relatively high probability of correct-428

ing the initially wrong answer and the significantly429

low rate of misleading the initially correct answer430

verifies the reliability of NeoN.431

The impact of the rounds of negation. We spec-432

ify the rounds of negation as 1∼5 to explore its433

effect on performance, as shown in Figure 4a. We434

can see that as the rounds of negation increase, the435

performance of the model will present an overall436

improvement, but when increasing around 3, the437

improvement gradually slows down until stabiliz-438

ing. This could be attributed to two primar factors:439

1) LLM itself has passable basic reasoning abil-440

ity, 2) negation only stimulates as much potential441

performance in LLM that has not been released442

as possible, rather than improving its essential rea-443

soning ability. Thus, when stimulating to a certain444

extent, the improvement will reach a bottleneck.445

The efficiency of NeoN. We do not fix the nega-446

tion rounds of NeoN and the termination depends447

on when the current response possesses a high se-448

mantic similarity with the previous responses. For449

subjective reasoning, we evaluate the similarity by450

the same LLM as the backbone and set the ter-451

mination threshold ϵ = 90. For objective tasks452

that have definite answers, the similarity indicates453

whether the current answer is equal to the previous454

one. The average rounds of negation on different455

reasoning tasks are shown in Table 6, which are456

around 2∼3 on both subjective and objective rea-457

soning tasks. Note that this is comparable to or458
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Figure 4: (a): Impact of the rounds of negation across
models and reasoning types. (b): Comparison of the
number of viewpoints in different methods.

View. Dis. Bi-Dial. Prac. Iss.

#Rounds 2.87 3.14 2.68

Arith. ComSens. Generic
#Rounds 1.72 2.72 2.30

Table 6: The average negation rounds of NeoN.

even fewer than the previous reflection-based and 459

debate-based methods. Therefore, NeoN obtains 460

better refinement responses through fewer model 461

calls, further demonstrating our efficiency. 462

Human Evaluation. To further verify the reliabil- 463

ity of the proposed evaluation indicators, we con- 464

duct a blind A/B human evaluation on a subset of 465

the responses given by different methods to select 466

the preferred response. Specifically, a human judge 467

was presented with a question, and two candidate 468

responses generated by the baseline methods and 469

NeoN. Note that the judges did not know which 470

responses were generated by which method. The 471

judge was then asked to select the response that is 472

better. We present the proportion of times annota- 473

tors selected the response produced by NeoN rather 474

than the response from the baseline method in Ta- 475

ble 7. The cohen’s κ score indicates a relatively 476

high consistency between our evaluation indicators 477

AI Eval. HU Eval. Cohen’s κ

SCRsol 96.2% 94.7% 0.91
SCRpoint 93.5% 96.3% 0.87
SCRdim 94.8% 95.6% 0.94

Table 7: Cross validation of AI evaluation indicators.
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Prompt Learning Basis of Refinement Agent Iteration

Self-reflection-based Self-refine few-shot, task-specific instructed feedback singe 4
Reflexion few-shot, task-specific reward signal single 12

Debate-based FORD few-shot, task-specific tit for tat multiple 3∼4
MAD few-shot, task-specific tit for tat multiple 3∼4

Ours NeoN zero-shot, task-invariant unlimited aspects single 2∼3

Table 8: A comparison to related prior refinement approaches.

and human evaluation, validating their rationality.478

5 Related Work479

Subjective Tasks. Compared to objective tasks480

with unique standard answers and clear reason-481

ing paths, subjective tasks have free responses that482

require a broad perspective, critical thinking and483

novel insights. Thus, they can well evaluate the484

comprehensive thinking abilities of LLMs (Kan-485

clerz et al., 2023; Sun et al., 2023). Note that the486

concept of subjective tasks in this work is differ-487

ent from that in traditional studies, which usually488

refers to linguistic rhetoric, disambiguation, stance489

detection, etc. (Jentzsch and Kersting, 2023; Mao490

et al., 2023). These tasks mainly involve human491

subjective emotions and intentions and still pos-492

sess closed-form standard answers, which empha-493

size more on the abilities to perceive context, emo-494

tions, and culture (Rottger et al., 2022; Sun et al.,495

2023). To our knowledge, the proposed SJTP is496

the first subjective benchmark with free response to497

evaluate LLM’s comprehensive, reflective, and cre-498

ative thinking abilities. The inferior performance of499

previous methods on SJTP suggests the challenge500

faced by LLMs and the significance of releasing501

relevant thinking abilities.502

Self-reflection based Reasoning. Leveraging503

the self-reflection of LLMs for refining out-504

puts has been effective for various tasks. Self-505

refine (Madaan et al., 2023) asks an LLM to re-506

fine the output with instructed feedback generated507

by itself iteratively, Reflexion (Shinn et al., 2023)508

uses an evaluator and verbal feedback as a reward509

to help agents learn from prior failings. How-510

ever, such reflection heavily relies on the feedback511

quality which may result in neglecting some omis-512

sions, and tends to insist on incorrect answers once513

the LLM has established confidence. Differently,514

NeoN leverages free negation instead of reflection515

with limited feedback, which encourages exploring516

flaws from any potential aspects with maximum517

effort and helps escape from erroneous thinking.518

Consequently, NeoN achieves better final refine- 519

ments with higher efficiency. 520

Debate-based Reasoning. Another similar line 521

of work conducts a debate process between mul- 522

tiple agents and a judge, each agent defends their 523

arguments in the state of “tit for tat” (Du et al., 524

2023; Xiong et al., 2023; Liang et al., 2023). These 525

approaches usually need different positions for mul- 526

tiple agents to debate, limiting their applications. 527

Besides, agents attempt to defend their position 528

and persuade others, which restricts the thinking 529

from more possible perspectives, and one’s erro- 530

neous stance may potentially mislead the model. 531

Differently, NeoN negates itself in a free form, pro- 532

viding infinite stances for refining answers and un- 533

limited application for task types. Besides, all the 534

above methods rely on task-specific few-shot learn- 535

ing, while NeoN employs task-invariant zero-shot 536

prompts so as to possess high convenience and ver- 537

satility. In summary, NeoN encourages unleashing 538

comprehensive, reflective, and creative thinking in 539

LLM by continuously improving and surpassing 540

any potential aspects to the fullest extent, obtaining 541

better refinement with more versatility and effi- 542

ciency. Table 8 summarizes the differences. 543

6 Conclusion 544

We introduce SJTP, a subjective topic benchmark 545

to explore the comprehensive, reflective, and cre- 546

ative thinking abilities of LLMs. We empirically 547

observed that current methods that only focus on 548

logical thinking fall short in solving subjective 549

tasks. To alleviate this gap, we introduce NeoN, 550

a framework based on the principle of negation of 551

negation, allowing models to constantly improve 552

and surpass previous responses. Experiments on 553

both subjective and objective tasks across models 554

show NeoN leads to significant and consistent im- 555

provement, indicating the impact of negation and 556

the significance for unleashing the subjective think- 557

ing abilities, and shedding light on new directions 558

for enhancing overall reasoning abilities of LLMs. 559
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Limitation560

Our method focuses on enhancing the comprehen-561

sive thinking, reflective thinking, and creative think-562

ing abilities of LLMs, in complementary to logical563

reasoning. We implement our method NeoN on564

top of prompting, which enjoys efficiency for the565

training-free property. However, this leads to de-566

pendency on the pre-training (indicates all the train-567

ing steps of LLMs not just the pertaining stage) of568

LLMs. If an LLM is not properly trained, it might569

inherently fall short in comprehensive thinking, re-570

flective thinking, and creative thinking abilities,571

which also weaken the effectiveness of our method.572

In addition, the curated dataset could be expanded573

for better evaluation.574

Social Impact575

Large language models have a strong capacity to an-576

swer questions. Previous works enhance the logical577

reasoning of LLMs and improve the performance578

of objective questions, while our method enhances579

the LLMs’ performance of subjective questions.580

There is a potential risk that students leverage our581

methods to do their homework which impedes their582

regular learning of coursework. To remedy this,583

we plan to add a watermark to our method which584

prevent this kind of improper usage in future work.585
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A Details for SJTP Construction719

A.1 Topic Pool and Evaluation Standard720

Table 9 shows the topic fields in SJTP. Different721

themes are grouped into multiple fields mainly ac-722

cording to the scope of knowledge. Tables 10723

demonstrates the detailed standards for each evalu-724

ation dimension.725

A.2 Distribution of Topic Fields726

We present the proportion of data involving differ-727

ent topic fields in the proposed SJTP dataset, as728

shown in Figure 5. We can see that SJTP covers729

8 topic fields fairly evenly, in which 41% data in-730

volve two topics across two fields. This shows the731

diversity of subjective topics and a wide range of732

knowledge covered in SJTP, which enables SJTP733

to be used as a benchmark dataset for measuring734

the subjective thinking abilities of LLMs.

Soc&Eth
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8.54%

Tech&Edu 20.73%

Env&Heal

10.98%

Eco&Pol
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Psy&Emo

9.76%

Figure 5: Different fields of subjective topics in SJTP.

735

A.3 Statistical Standard Deviation on SJTP736

Table 12 shows results from Table 2 with standard737

deviation.738

A.4 Prompt Templates for Data Generation739

Table 11 demonstrates the variation of prompt tem-740

plates used in the data-generation of SJTP. In this741

variation, an LLM is conducted to perform (T1),742

(T2), and (T3) separately to generate the question,743

scoring points, and solution.744

A.5 Case Study for SJTP745

We show typical cases of different data types in746

SJTP in the following Tables 13, 14 and 15, in-747

cluding viewpoint discourse, binary dialectics and748

practical issues.749

B Details for NeoN750

B.1 Experimental Setups for objective tasks751

Datasets We evaluate our proposal on 12 datasets752

from four categories of reasoning tasks: arithmetic,753

commonsense, symbolic, and other logical reason- 754

ing tasks. See Table 16 for the detailed description 755

of each datasets. 756

For arithmetic reasoning, we consider the fol- 757

lowing three datasets: (1) AddSub (Hosseini et al., 758

2014), (2) GSM8K (Cobbe et al., 2021), and (3) 759

SVAMP (Patel et al., 2021). The first one is 760

from the classic Math World Problem Repository 761

(Koncel-Kedziorski et al., 2016), and the last two 762

are from more recent benchmarks. AddSubs con- 763

tains easier problems, which do not require multi- 764

step calculation to solve the tasks. GSM8k, and 765

SVAMP are more challenging datasets that require 766

multi-step reasoning to solve. 767

For commonsense reasoning, we use Common- 768

senseQA (Talmor et al., 2019) and StrategyQA 769

(Geva et al., 2021). CommonsenseQA asks ques- 770

tions with complex semantics that often require 771

reasoning based on prior knowledge (Talmor et al., 772

2019). StrategyQA requires models to infer an 773

implicit multi-hop reasoning to answer questions 774

(Geva et al., 2021). 775

For other logical reasoning tasks, we choose two 776

evaluation sets from the BIG-bench effort (Srivas- 777

tava et al., 2022): Date Understanding 1 and Track- 778

ing Shuffled Objects. Date Understanding asks 779

models to infer the date from a context. Tracking 780

Shuffled Objects tests a model’s ability to infer the 781

final state of objects given its initial state and a 782

sequence of object shuffling. We used a dataset of 783

tracking three shuffled objects for our experiment. 784

Stop Criteria for Negation Process In the sub- 785

jective tasks, the negation round stops when the 786

current response has a high pmilarity, which in- 787

dicates that negation can no longer stimulate the 788

model to explore more information. As in the objec- 789

tive reasoning tasks, we stop the negation process 790

when the current response is equal to the previous 791

one response since objective questions have defi- 792

nite answer, i.e., Ai = Ai−1, and take this same 793

answer as the final solution. 794

B.2 Case Study for NeoN 795

We show typical cases of the responses generated 796

by our NeoN method in the following Tables 17, 18 797

and 19, including subjective reasoning, common- 798

sense reasoning and arithmetic reasoning. 799

1While prior work (Wei et al., 2022b) categorized Date
Understanding task into Common Sense reasoning, our study
categorized this task into logical reasoning because this task
requires less prior knowledge and more logical reasoning
between dates.
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Topic Field Themes

Social and Ethics social equity, social welfare, public interest, social responsibility, social values, social development,
moral standards, ethical conflicts, moral dilemmas, social security

History and Civilization historical events, historical figures, cultural phenomena, cultural heritage, cultural exchange, clashes
of civilizations, evolution of civilizations, cultural diversity, cultural fusion, cultural identity

Literature and Arts literary classics, artistic expression, literary genres, artistic creation, literary criticism, art appreciation,
novels and dramas, sculpture and painting, music and film, poetry and rhythm

Technology and Educa-
tion

technological revolution, technological innovation, technological impact, technological ethics, trends
in technological development, education reform, educational equity, education policies, adolescent
development, educational resources

Environment and Health environmental pollution, sustainable development, environmental protection, climate change, water
resource management, medical technology, healthcare resources, pharmaceutical ethics, disease
prevention, healthy lifestyles

Economy and Politics international relations, political systems, international affairs, government policies, economic theo-
ries, international trade, financial policies, business ethics, corporate governance, monetary systems

Law and Human Rights intellectual property rights, human dignity, legal fairness, legal systems, racial discrimination, gender
equality, civil rights, legal ethics, social justice, human rights protection

Psychology and Emo-
tions

human emotions, interpersonal relationships, mental health, emotion management, self-awareness,
sense of well-being, self-cognition, anxiety and stress, emotional education, psychological growth

Table 9: Subjective topic themes in each topic field.

Evaluation Dimension Standard

Clarity of Viewpoint Evaluate the clarity and explicitness of the viewpoint presented in the response.

Logicality of Argumen-
tation

Evaluate the logic and coherence within the response, examining whether the argumentation follows
a clear structure and rationale, and if there are adequate and reasonable arguments and examples to
support it.

Correctness and Fidelity Evaluate the correctness and fidelity of the response, ensuring it is grounded in factual information
and data while avoiding subjective biases.

Comprehensiveness and
Diversity

Responses should encompass a variety of perspectives, covering multiple facets of the issue and
catering to the needs and interests of diverse groups.

Innovation and Unique-
ness

Evaluate whether the response offers unique insights or innovative viewpoints, demonstrating the
ability to approach the problem from fresh angles.

Depth and Essentially Evaluate the depth of the response, assessing its capacity to delve into the core essence and root
causes of the issue.

Table 10: Detailed standards of each evaluation dimension.

The case for subjective reasoning presents that800

NeoN first generates a initial response with shal-801

low analysis, and then considers more aspects and802

delves deeper into the question, finally obtain a803

refinement response with high comprehensiveness,804

reflection and creativity. The case for arithmetic805

reasoning and commonsense reasoning show the806

ability of rectifying mistakes of NeoN by negation.807

All these results demonstrate the effectiveness of808

our framework and the significance of unleashing809

the subjective thinking abilities.810

C Details for Evaluation 811

C.1 Prompt Templates for AI Evaluation 812

Table 20, 21 and 22 demonstrate the prompt tem- 813

plates for AI evalution including the three indica- 814

tors. In these prompts, an LLM is conducted to 815

evaluate the quality of response according to the 816

reference solution, scoring points and evaluaition 817

dimensions, respectively. 818

C.2 Case Study for AI Evaluation 819

We show typical cases of the responses of CoT 820

and NeoN method, along with their evaluation re- 821

sults in Table 23 and 24. The results show our 822

effectiveness and the rationality our our evaluation 823

strategies. 824
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Table 11: Prompt templates for step-by-step generation of data in SJTP.

Prompt Templates for Step-by-Step Generation

(T1)

You are a social scientist, historian, cultural expert, artist, technologist, educator,
environmentalist, legal scientist, economist, political scientist, health expert,
psychologist. Now please come up with a subjective problem according to the following
requirements. The subjective problem should contain a question part (indicated by
“Question:”), corresponding scoring points for solution (indicated by “Scoring Points:”), and
a complete solution (indicated by “Solution:”). Please note that the complete solution and
the scoring points for solution need to be consistent. Please create a [TOPIC TYPE] question
involving the following knowledge point(s): [THEME]in [FIELD]; [THEME]in [FIELD].

Please first write the question part regardless of the other parts. You must write the
following format, filling in the “#Quesion:” section, and leaving the other sections empty.

# Question: ...

# Scoring Points: ...

# Solution: ...

(T2)

You are a social scientist, historian, cultural expert, artist, technologist, educator,
environmentalist, legal scientist, economist, political scientist, health expert,
psychologist. Now please come up with a subjective problem according to the following
requirements. The subjective problem should contain a question part (indicated by
“Question:”), corresponding scoring points for solution (indicated by “Scoring Points:”), and
a complete solution (indicated by “Solution:”). Please note that the complete solution and
the scoring points for solution need to be consistent. Please create a [TOPIC TYPE] question
involving the following knowledge point(s): [THEME]in [FIELD]; [THEME]in [FIELD].

Please then write the corresponding scoring points for solution (indicated by “Scoring
Points:“) given the “#Question:“ according to the evaluation criteria “#Evaluation
Dimensions:“, filling in the “#Scoring Points:“ section, and leaving the other section empty.

# Question: ...

# Scoring Points: ...

# Solution: ...

(T3)

You are a social scientist, historian, cultural expert, artist, technologist, educator,
environmentalist, legal scientist, economist, political scientist, health expert,
psychologist. Now please come up with a subjective problem according to the following
requirements. The subjective problem should contain a question part (indicated by
“Question:”), corresponding scoring points for solution (indicated by “Scoring Points:”), and
a complete solution (indicated by “Solution:”). Please note that the complete solution and
the scoring points for solution need to be consistent. Please create a [TOPIC TYPE] question
involving the following knowledge point(s): [THEME]in [FIELD]; [THEME]in [FIELD].

Please generate the compelte solution (indicated by “Solution:”) given the “#Question:” and
“Scoring Points” according to the evaluation criteria “#Evaluation Dimensions:”, filling in
the “#Solution:” section.

# Question: ...

# Scoring Points: ...

# Solution: ...
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Method
Viewpoint Discourse Binary Dialectics Practical Analysis

AvgSCRsol SCRpoint SCRdim SCRsol SCRpoint SCRdim SCRsol SCRpoint SCRdim

(Acc.) (Acc.) (Acc.) (Acc.) (Acc.) (Acc.) (Acc.) (Acc.) (Acc.)

(llama-2-70b)
Direct Prompt 61.25± 2.4 64.72± 2.1 78.80± 1.8 80.52± 1.9 44.62± 3.6 77.30± 2.7 76.08± 1.9 70.82± 3.2 81.50± 1.7 70.64
Zero-Shot-CoT 66.70± 1.9 67.02± 1.7 77.63± 2.2 79.30± 1.3 50.27± 2.6 74.38± 2.1 78.82± 1.7 68.20± 2.9 80.42± 1.3 70.20
Self-Consistency 67.20± 0.8 67.74± 1.1 78.96± 1.3 81.76± 0.8 50.82± 1.7 75.72± 1.3 80.25± 1.2 71.14± 2.3 81.35± 0.9 72.74
Self-refine 68.17± 0.6 68.94± 0.8 78.52± 1.4 82.30± 0.7 52.64± 0.9 78.09± 0.7 79.70± 1.3 70.62± 1.9 81.25± 0.4 73.36
NeoN (Ours) 71.33± 0.4 70.25± 0.6 82.70± 0.9 84.14± 1.2 55.10± 1.1 81.220.5± 82.15± 0.9 72.53± 1.4 83.20± 0.3 75.85

(Mistral-8x7b)
Direct Prompt 66.21± 1.1 67.72± 0.9 82.90± 0.7 85.67± 1.0 47.10± 1.7 79.05± 1.2 82.30± 0.8 70.94± 1.9 83.15± 0.6 73.89
Zero-Shot-CoT 70.95± 0.9 71.82± 0.8 82.76± 0.4 87.12± 0.7 53.81± 1.3 74.20± 1.4 83.26± 1.1 68.72± 1.4 82.06± 1.2 74.98
Self-Consistency 72.11± 0.7 73.06± 0.6 83.68± 0.4 89.44± 0.5 57.60± 1.2 79.33± 0.9 86.46± 0.3 71.20± 1.1 83.29± 0.7 77.35
Self-refine 75.68± 1.2 76.04± 1.3 86.10± 0.9 90.89± 0.3 60.57± 2.2 81.76± 0.9 85.20± 0.8 72.15± 1.3 83.22± 0.4 79.06
NeoN (Ours) 81.76± 0.8 79.53± 0.9 87.62± 0.6 91.97± 0.4 63.40± 1.3 82.15± 0.9 87.42± 0.7 75.33± 1.1 86.50± 0.5 81.74

(gpt-3.5-turbo)
Direct Prompt 65.72± 1.3 69.21± 1.1 84.83± 0.7 85.66± 0.9 43.24± 2.1 80.69± 1.4 87.92± 1.0 72.50± 2.3 84.63± 0.7 74.93
Zero-Shot-CoT 71.86± 1.1 72.40± 0.9 85.26± 0.8 88.11± 0.4 48.35± 1.8 73.40± 1.8 88.24± 1.2 70.53± 1.7 82.89± 0.4 75.81
Self-Consistency 73.26± 0.4 74.15± 0.3 85.47± 0.3 90.20± 0.2 51.50± 0.6 78.85± 0.4 89.23± 0.3 73.62± 0.7 84.18± 0.2 77.72
Self-refine 76.40± 0.8 75.91± 0.6 87.22± 0.5 89.51± 0.7 54.78± 1.0 81.30± 0.9 88.70± 0.6 72.59± 0.8 83.81± 0.2 78.91
NeoN (Ours) 80.40± 0.3 81.82± 0.5 88.67± 0.4 92.50± 0.2 60.33± 1.4 83.21± 0.6 89.15± 0.5 76.83± 0.7 87.74± 0.3 82.29

Table 12: Main results with standards deviation of methods on SJTP. The best result is in bold and the second-best
is underlined.
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Table 13: A viewpoint discourse data generated by SJTP.

Question Type: Viewpoint Discourse.

Topic Field(s): History and Civilization&Literature and Arts

Keyword(s): Art Appreciation& Cultural Identity

Question
How do literature and arts reflect and shape cultural identity?

Scoring Points
The solution must clearly articulate the dual role of literature and arts in both reflecting and shaping cultural identity. The
viewpoint should be explicit and direct.(20 points)
The solution should logically connect the role of literature and arts with the concept of cultural identity, using coherent arguments
supported by examples, historical references, or contemporary instances.(20 points)
The solution must be factually accurate and grounded in scholarly research or recognized theories on cultural identity and the
influence of literature and arts.(10 points)
The solution should address different genres within literature and arts (such as poetry, fiction, drama, painting, music) and their
impact on various cultures and subcultures.(20 points)
The solution should present innovative perspectives or highlight unique case studies that offer fresh insights into the interplay
between literature, arts, and cultural identity.(10 points)
The solution must deeply analyze how literature and arts embody and inform the essence of a culture’s identity, considering both
historical evolution and contemporary dynamics.(20 points)

Solution
Literature and arts serve as mirrors and molders of cultural identity. They reflect the values, struggles, and aspirations of a society
while also influencing the way individuals perceive and relate to their cultural heritage. Through storytelling, symbolism, and the
exploration of themes, literature can preserve cultural narratives and traditions, contributing to a sense of shared history and
identity. pmilarly, visual arts, music, and performance arts encapsulate and express the aesthetic sensibilities and societal norms
of a culture.
For instance, the works of William Shakespeare have not only depicted the cultural milieu of Elizabethan England but have also
helped to shape the English language and cultural norms through the centuries. pmilarly, African American literature, including
the works of authors like Toni Morrison and Langston Hughes, has been pivotal in both reflecting the experience of African
Americans and influencing the broader discourse on race and identity in the United States.
In terms of logicality, it is evident that literature and arts do not exist in a vacuum; they are products of their cultural context and,
in turn, contribute to the evolution of that context. This reciprocal relationship is supported by the fact that significant societal
changes often coincide with shifts in artistic and literary expression.
The correctness and fidelity of this viewpoint are supported by cultural studies and historical analysis, which have extensively
documented the influence of literature and arts on society. For example, the Renaissance period, marked by a flourishing of arts
and literature, led to a shift in societal values towards humanism and individualism.
Comprehensively, this relationship is not limited to any one genre or culture. From the epics of ancient civilizations, which laid
the foundations for societal values, to contemporary films that challenge and redefine those values, the influence of literature and
arts is all-encompassing. It is also diverse, affecting and being affected by the multitude of subcultures within a society.
In terms of innovation and uniqueness, one could explore how digital media and the internet are creating new forms of literature
and art, which in turn shape cultural identity in the digital age. For example, the rise of social media has given birth to new
literary forms such as microblogging and has allowed for the rapid dissemination and evolution of cultural memes.
Lastly, the depth and essentiality of this viewpoint lie in understanding that literature and arts are not mere reflections of cultural
identity but active participants in its construction. They can both reinforce and challenge societal norms, thus playing a crucial
role in the continuous shaping of a culture’s core values and behaviors.
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Table 14: A binary dialectic data generated by SJTP.

Question Type: Binary Dialectics.

Topic Field(s): Technology and Education

Keyword(s): Technological Impact & Adolescent Development

Question
Does technology in education enhance learning or hinder it?

Scoring Points
Discuss the ways in which technology can facilitate deeper understanding and retention of educational material.(20 points)
Acknowledge the potential of technology to cause distractions and disengagement in educational settings.(20 points)
Evaluating the effectiveness of teacher-mediated technology use in the classroom.(20 points)
Propose methods or policies to optimize the use of technology for educational purposes.(20 points)
Reference empirical studies or authoritative insights on the impact of technology on learning outcomes.(20 points)

Solution
Technology’s integration into education has been a topic of much debate, with arguments supporting both its educational benefits
and its potential to distract. To address these perspectives, we must consider the multifaceted role technology plays in learning
environments.
Firstly, technology can significantly enhance educational outcomes by providing interactive and personalized learning experiences.
Digital tools and resources can cater to different learning styles, offering visual, auditory, and kinesthetic learning opportunities.
For instance, educational software often includes pmulations and games that make learning more engaging. Virtual and
augmented reality can bring abstract concepts to life, facilitating deeper understanding and retention of material.
However, the presence of technology in classrooms doesn’t come without its challenges. There is a legitimate concern that
technology can be a source of distraction, leading to multitasking and off-task behavior among students. The allure of social
media, messaging apps, and other online platforms can compete for students’ attention, detracting from the educational process.
The role of educators is crucial in mediating the relationship between students and technology. Teachers must be adept at
integrating technology in ways that enhance learning while minimizing its potential to distract. This involves setting clear
guidelines for technology use, monitoring student activities, and incorporating technology into lesson plans in a purposeful
manner. Educators can also use technology to track student progress and provide immediate feedback, which can improve
learning outcomes.
To balance the use of technology in the classroom and prevent it from becoming a distraction, educators and policymakers can
develop and implement strategies or frameworks. These might include structured technology time, ensuring technology is used
for task-specific purposes, and providing training for teachers on effective technology integration. Additionally, schools can
foster digital literacy among students to help them become more self-regulated in their technology use.
Finally, empirical studies and expert opinions are invaluable in understanding the impact of technology on education. Research
has shown that when used appropriately, technology can lead to improved student achievement and engagement. Conversely,
studies also highlight the risks of decreased attention spans and the importance of maintaining a balance. Referencing such
research findings supports the arguments presented and demonstrates a commitment to evidence-based discussion.
In conclusion, while technology has the potential to both enhance and hinder education, the key lies in its strategic use. By
understanding and addressing the challenges it presents, educators can leverage technology to improve learning outcomes,
making the classroom an environment where technology serves as a tool for empowerment rather than a source of distraction.
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Table 15: A practical issue data generated by SJTP.

Question Type: Practical Strategies.

Topic Field(s): Environment and Health

Keyword(s): Environmental Protection

Question
What strategies can be implemented to ensure the ethical treatment of animals in urban environments?

Scoring Points
Analysis of the ethical considerations in the treatment of animals in urban settings (20 points)
Evaluation of the potential social impact of ethical animal treatment programs (20 points)
Presentation of practical, ethical strategies for improving animal welfare in cities (40 points)
Discussion on the importance of community involvement and support in promoting animal welfare (20 points)

Solution
To address the ethical treatment of animals in urban environments, we must first acknowledge the intrinsic value of animals and
their right to a life free from unnecessary suffering. This perspective is rooted in the field of Social and Ethics, emphasizing the
moral obligations humans have towards other living beings.
Analysis of the ethical considerations involves recognizing that animals are sentient beings capable of experiencing pain and
pleasure. We must consider their needs for adequate space, socialization, proper nutrition, and veterinary care. Ethical treatment
also means preventing cruelty and exploitation, which necessitates clear regulations and enforcement mechanisms.
The potential social impact of ethical animal treatment programs is significant. Such programs can lead to increased public
awareness about animal welfare, promote empathy within the community, and potentially reduce instances of animal abuse.
Moreover, they can improve the overall quality of life in urban settings, as well-cared-for animals are less likely to pose health
risks or behavioral problems.
Practical, ethical strategies for improving animal welfare in cities include the creation of animal-friendly spaces such as parks
and shelters, implementation of spay/neuter programs to control stray populations, and education campaigns to inform the public
about responsible pet ownership. Additionally, partnerships with animal welfare organizations can provide resources for rescue,
rehabilitation, and adoption services. Establishing a city office dedicated to animal welfare could also ensure that policies are
being developed and followed.
The importance of community involvement and support cannot be overstated. Engaging citizens in volunteer programs, fostering
initiatives, and community watch programs can help monitor and report cases of abuse. Encouraging local businesses to adopt
animal-friendly practices and to sponsor events or shelters can foster a culture of care and respect for animals. Community
involvement is crucial for the success of these programs, as it ensures sustainability and effectiveness through collective effort.
In conclusion, the ethical treatment of animals in urban environments is a multifaceted issue that requires a comprehensive
approach, including regulatory frameworks, community education, and involvement, as well as the establishment of animal
welfare programs. By implementing these strategies, cities can create more humane environments for all inhabitants, both human
and animal.,

Table 16: Dataset Description. Our experiments used publicly available datasets. (*1) N : Number, M : Pick up one
from multiple choices, Y : Answer Yes or No, F : Free Format. (*2) Average number of words in questions texts.

Dataset Answer
Format
(*1)

# of
samples

Avg #
words
(*2)

Data split (filename)
used for our experiment

License

AddSub N 395 31.5 AddSub.json Unspecified
GSM8K N 1319 46.9 test.jsonl MIT License
SVAMP N 1000 31.8 SVAMP.json MIT License
CommonsenseQA M 1221 27.8 dev_rand_split.jsonl Unspecified
StrategyQA Y 2290 9.6 task.json Apache-2.0
Date Understanding M 369 35.0 task.json Apache-2.0
Shuffled Objects M 750 91.1 three_objects/task.json Apache-2.0

17

https://github.com/wangxr14/Algebraic-Word-Problem-Solver
https://github.com/openai/grade-school-math
https://github.com/arkilpatel/SVAMP
https://github.com/jonathanherzig/commonsenseqa
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/strategyqa
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/date_understanding
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/tracking_shuffled_objects


Case Study 1 for NeoN: Subjective Reasoning Task (PART I).

¥ Question: Does technology in education enhance learning or hindering it?
Ú Let’s generate the answer:
Technology in education can both enhance learning and present challenges that may hinder it.
# Ways technology enhances learning:
1. [Access to Information]: Technology provides students with access to a vast amount of information and resources.
2. [Engagement]: Interactive learning tools can make learning more engaging and enjoyable for students.
3. [Personalized Learning]: ...
4. [Feedback and Assessment]: ...
# Ways technology may hinder learning:
1. [Distraction]: With the abundance of digital distractions, it may challenge to stay focused on educational tasks.
2. [Dependency]: Over-reliance on technology can lead to a lack of critical thinking skills and the ability to solve problems
without technological assistance.
3. [Inequality]: Not all students have equal access to technology, leading to a widen educational disparities.
4. [Misinformation]: ...
5. [Social Isolation]: ...
In conclusion, the impact of technology on learning largely depends on how it is integrated into the educational process.
Shallow Viewpoints

Let’s rethink the question and negate the perfectness of the above answer to deduce a more perfect an-
swer:
Here’s a more nuanced analysis about the imperfections and uncertainties surrounding the role of technology in learning:
# Imperfections and Considerations:
1. [Varied Impact]: The impact of technology on learning is not uniform across all contexts and individuals. Factors such as
socioeconomic status, access to resources, and teaching methods can influence how technology affects learning outcomes.
2. [Implementation Challenges]: Integrating technology into education requires effective planning, training, and support for
educators. Without proper implementation strategies, technology may not deliver its full potential benefits.
3. [Privacy and Security Concerns]: The use of technology in education raises concerns about data privacy and security.
Safeguarding sensitive information and ensuring data protection are crucial considerations in digital learning.
4. [Technological Disruptions]: Technology can sometimes be unreliable, leading to disruptions in the learning process ...
5. [Overemphasis on Tech]: Over-reliance on technology may overshadow the importance of interpersonal interactions...
6. [Digital Literacy]: Students need to develop digital literacy skills, or else they may struggle to discern credible sources...
7. [Ethical Dilemmas]: Raises ethical dilemmas related to issues such as screen time limits, digital addiction...
# Striving for Balance:
To navigate the imperfections and uncertainties surrounding technology in education, a balanced approach is key, involving:
1. [Critical Reflection]: Continuously reflect the pros and cons of technology in education and adjust strategies accordingly.
2. [Equitable Access]: Ensuring equitable access to technology and digital resources to mitigate the digital divide.
3. [Pedagogical Innovation]: Integrate technology to enhance rather than replace traditional teaching methods, creating a
blended learning environment.
4. [Continuous Improvement]: Invest in ongoing professional development for educators to build their capacity in utilizing
technology effectively for teaching and learning.
By acknowledging the imperfections surrounding technology in education and adopting a balanced approach, we can better
harness the potential of technology to enhance learning outcomes while addressing the challenges it presents.
Depth Analysis, and Innovate advises

Let’s rethink the question and negate the perfectness of the above answer to deduce a more perfect an-
swer:
It’s crucial to delve deeper into the complexities and potential contradictions inherent in this topic.
# Embracing Complexity:
1. [Diverse Perspectives]: The impact of technology in education is multifaceted and subjective, varying based on individual
experiences, educational contexts, and cultural backgrounds.
2. [Unintended Consequences]: Technology can enhance learning opportunities and introduce unintended consequences...
3. [Dynamic Nature of Technology]: Keeping pace with rapidly technology evolves and effectively integrating them into
teaching practices can be challenging.
4. [Equity and Access]: Disparities in access to technology and reliable internet connectivity persist...
5. [Human Element]: Technology should complement, not replace, the essential role of teachers in education...
6. [Ethical Considerations]: Raises ethical dilemmas related to data privacy and the ethical use of student data...
# Striving for Continuous Improvement:
1. [Critical Inquiry]: Encouraging critical reflection about the impact of technology in education to adapt to changing needs.
2. [Inclusive Practices]: Prioritizing inclusive design principles to ensure that technology in education benefits all learners.
3. [Research and Evaluation]: Investing in rigorous research and evaluation of technology interventions to understand...
4. [Community Engagement]: Engaging stakeholders, including students, educators,..., in decision-making processes... to
ensure that technology aligns with educational goals and values.
By embracing the complexity of technology in education, acknowledging its imperfections, and striving for continuous
improvement through critical inquiry and inclusive practices, we can navigate the challenges and opportunities presented by
technology to create more effective and equitable learning environments.
Depth Analysis, and Innovate advises
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Case Study 1 for NeoN: Subjective Reasoning Task (Part II).

Ú
Based on all the previous answers, generate a complete discourse for the question.
It is a multifaceted issue that requires a nuanced understanding of the various factors at play. While technology has the
potential to revolutionize education by providing access to vast resources, promoting engagement, and enabling personalized
learning experiences, it also presents challenges such as distractions, inequalities in access, and ethical dilemmas.
One of the key considerations is the diverse perspectives and contextual variability in how technology impacts learning. The
effectiveness of technology integration can vary based on factors such as infrastructure, resources, and student demographics.
While technology can enhance learning opportunities for some students, it may introduce unintended consequences such as
digital fatigue and reduced attention spans for others.
Moreover, the rapid evolution of technology necessitates continuous adaptation and professional development for educators
to effectively integrate new tools into their teaching practices. Socioeconomic disparities in access to technology and reliable
internet connectivity further exacerbate inequalities in education, highlighting the importance of addressing these disparities
to ensure equitable access for all students.
Balancing technology with human-centered teaching approaches is essential to fostering holistic learning environments.
While technology can provide valuable resources and interactive learning experiences, it should not overshadow the
importance of human connections and personalized interactions in education.
Ethical considerations surrounding data privacy, algorithmic bias, and the ethical use of student data also pose significant
challenges in the integration of technology in education. Safeguarding student privacy and promoting ethical practices in
educational technology are critical for ensuring the responsible use of technology in learning environments.
In striving for continuous adaptation through critical reflection, equity-focused initiatives, professional development, and
research-informed practices, educators can navigate the complexities and uncertainties surrounding technology in education
to create more inclusive and effective learning environments. By addressing these challenges and leveraging the opportunities
presented by technology, we can work towards harnessing its full potential to enhance learning outcomes for all students.
Comprehensive consideration, Depth Analysis, and Innovate advises

Table 17: Case study for NeoN on subjective reasoning task.

Case Study 2 for NeoN: Arithmetic Reasoning Task.

¥ Question: Q: Dan grew 42 turnips and 38 cantelopes. Jessica grew 47 turnips . How many turnips did they grow in total
?
Ú Let’s generate the answer:

First, let’s calculate the total number of turnips Dan grew: Dan = 42 + 47 = 89 turnips. Now, let’s calculate the total number
of turnips Dan and Jessica grew together: Dan + Jessica = 89 + 47 = 136 turnips. So, they grew a total of 136 turnips.
Therefore, the answer is 136 turnips. ✗
Let’s rethink the question and negate the above answer to deduce the more likely answer:
Dan grew 42 turnips and Jessica grew 47 turnips. Therefore, the total number of turnips they grew is 42 + 47 = 89 turnips.
So, the answer is 89 turnips.
Therefore, the answer is 89 turnips. ✓
Let’s rethink the question and negate the above answer to deduce the more likely answer:
To find the total number of turnips Dan and Jessica grew, we need to add up the number of turnips each of them grew. Dan
grew 42 turnips and Jessica grew 47 turnips. Adding these together, we get 42 + 47 = 89 turnips. So, the answer is 89
turnips.
Therefore, the answer is 89 turnips.✓

Table 18: Case study for NeoN on arithmetic reasoning task.

19



Case Study 3 for NeoN: Commonsense Reasoning Task.

¥ Question: From where does a snowflake form? Answer Choices: (A) cloud (B) snow storm (C) billow (D) air (E)
snowstorm
Ú Let’s generate the answer:
We think about the process of snowflake formation, we know that snowflakes are formed when water vapor in the air freezes
into ice crystals. So, the answer should be related to the air.
Therefore, the answer is (D) air. ✗
Let’s rethink the question and negate the above answer to deduce the more likely answer:
A snowflake is formed during a snowstorm, which is a specific weather event characterized by the falling of snow. Therefore,
the answer should be related to snowstorms.
Therefore, the answer is (E) snowstorm.✗
Let’s rethink the question and negate the above answer to deduce the more likely answer:
A snowflake is formed when water vapor in the air condenses and freezes into ice crystals. This process typically occurs in
clouds where the temperature is below freezing. Therefore, the answer should be related to clouds. Therefore, the answer is
(A) cloud. ✓
Let’s rethink the question and negate the above answer to deduce the more likely answer:
A snowflake forms in the atmosphere, specifically in a cloud. The water molecules in the cloud combine and freeze around
tiny particles, such as dust or pollen, to form ice crystals. These ice crystals then grow and develop into unique snowflake
shapes as they fall through the cloud. Therefore, the correct answer is (A) cloud.
Therefore, the answer is (A) cloud.✓

Table 19: Case study for NeoN on commonsense reasoning task.

Table 20: Prompt templates for the evaluation according to reference solution.

Prompt Templates for AI Evaluation (SCRsol)

Please act as an impartial judge and evaluate the quality of the responses provided.You will
rate the quality of the output on the semantic pmilarity of the output with the reference
solution.

# Question: []

# Response:[]

# Reference Solution:[]

# Format:
Given the question, please measure the semantic pmilarity between the response and the reference
solution by scoring it from 1 to 100. The higher score means the better quality of the response.
Now, please output your scores and rationale below by filling in the placeholders in []:
"Score":
"score":[from 1 to 100]"
"pmilarity":
"pmilarity": "[content]"
"Differences":
"differences": "[content]"
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Table 21: Prompt templates for the evaluation according to scoring points.

Prompt Templates for AI Evaluation (SCRpoint)

Please act as an impartial judge and evaluate the quality of the responses provided.You will
rate the quality of the output according to each aspects in the scoring points.

# Question: []

# Response:[]

# Scoring Points:[]

# Format:
Given the question, please rate the quality of the output by scoring it from 1 to the allocated
value in each scoring point individually on **each scoring point**. The higher score means the
better quality of the response.
Now, please output your scores and a short rationale below by filling in the placeholders in
[]:
"scoring point 1":
"reason": "[your rationale]", "score": "[score from 1 to max1]"
"scoring point 2":
"reason": "[your rationale]", "score": "[score from 1 to max2]"
"scoring point 3":
"reason": "[your rationale]", "score": "[score from 1 to max3]"
...

Table 22: Prompt templates for the evaluation according to evaluation dimensions.

Prompt Templates for AI Evaluation (SCRdim)

Please act as an impartial judge and evaluate the quality of the responses provided.You will
rate the quality of the output on multiple aspects such as Clarity, Logicality, Correctness,
Comprehensiveness, Innovation and Depth.

# Question: []

# Response:[]

# Evaluate Aspects:
1.[Clarity of Viewpoint]: Evaluate the clarity and explicitness of the viewpoint presented in
the response.
2.[Logicality of Argumentation]: Evaluate the logic and coherence within the response, examining
whether the argumentation follows a clear structure and rationale, and if there are adequate
and reasonable arguments and examples to support it.
3.[Correctness and Fidelity]: Evaluate the correctness and fidelity of the response, ensuring
it is grounded in factual information and data while avoiding subjective biases.
4.[Comprehensiveness and Diversity]: Responses should encompass a variety of perspectives,
covering multiple facets of the issue and catering to the needs and interests of diverse
groups.
5.[Innovation and Uniqueness]: Evaluate whether the response offers unique insights or
innovative viewpoints, demonstrating the ability to approach the problem from fresh angles.
6.[Depth and Essentially]: Evaluate the depth of the response, assessing its capacity to delve
into the core essence and root causes of the issue.

# Format:
Given the question, please rate the quality of the output by scoring it from 1 to 100 individually
on **each aspect**. The higher score means the better quality of the response.
Now, please output your scores and a short rationale below by filling in the placeholders in
[]:
"Clarity of Viewpoint":
"reason": "[your rationale]", "score": "[score from 1 to 100]"
"Logicality of Argumentation":
"reason": "[your rationale]", "score": "[score from 1 to 100]"
"Correctness and Fidelity":
"reason": "[your rationale]", "score": "[score from 1 to 100]"
"Comprehensiveness and Diversity":
"reason": "[your rationale]", "score": "[score from 1 to 100]"
"Innovation and Uniqueness":
"reason": "[your rationale]", "score": "[score from 1 to 100]"
"Depth and Essentially":
"reason": "[your rationale]", "score": "[score from 1 to 100]"
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Case Study for AI evaluation: CoT

¥ Question: Does technology in education enhance learning or hindering it?
Ú 0-CoT:
Technology in education can both enhance and hinder learning, depending on how it is used.
1. Accessibility: Technology can enhance learning by making education more accessible to a wider range of learners.
Online courses, educational websites, and digital resources provide opportunities for individuals who may not have access
to traditional educational institutions...
2. Engagement and motivation: Interactive educational software, gamification, and multimedia resources can make learning
more enjoyable and interactive, capturing students’ attention and fostering their interest in the subject matter.
3. Personalization: Technology can enable personalized learning experiences tailored to individual students’ needs and
preferences, which can enhance learning by addressing students’ specific learning styles, pacing, and areas of difficulty.
4. Collaboration and communication: Technology facilitates collaboration and communication among students and teachers.
Online discussion forums, video conferencing tools, and collaborative platforms enable students to connect with peers...
5. Distractions and misuse: The presence of distractions, such as social media or unrelated websites, can divert students’
attention away from the intended educational content. Additionally, over-reliance on technology without proper guidance
and supervision can lead to shallow learning experiences or misuse of resources.
6. Equity and access disparities: Not all students have equal access to technology, which can create a digital divide. Without
addressing these disparities, relying heavily on technology in education can hinder learning for those who lack access.
In summary, technology in education can enhance learning through increased accessibility, engagement, personalization,
collaboration, and communication. However, it can also hinder learning if not used appropriately, leading to distractions,
misuse, or exacerbating equity and access disparities. Therefore, careful implementation, proper guidance, and addressing
access issues are crucial to maximizing the benefits of technology in education.

• Clarity of Viewpoint: 85 (The response clearly outlines that technology’s impact on education is not one-
dimensional; it can both enhance and hinder learning, depending on various factors. The viewpoint is explicitly
stated, with the response systematically addressing different aspects of technology’s influence on learning.)

• Logicality of Argumentation: 90 (The argumentation is presented in a logical and structured manner, with each
point building upon the previous one. The response enumerates specific aspects of technology’s impact on
education, providing a balanced view of its potential benefits and drawbacks.)

• Correctness and Fidelity: 80 (The response appears to be well-grounded in factual information, citing common
knowledge about the role of technology in education. It avoids making unsubstantiated claims and presents a
balanced view without apparent subjective biases.)

• Comprehensiveness and Diversity: 70 (The response covers a comprehensive range of topics, including acces-
sibility, engagement, personalization, collaboration, and the potential negative impacts of technology such as
distractions and equity issues. It caters to the perspectives of various stakeholders, including students, teachers,
and those concerned with educational equity.)

• Innovation and Uniqueness: 60 (The insights provided are not particularly unique or innovative; they reflect
common discussions surrounding technology in education. However, the response does a good job of summarizing
these points, even if it does not break new ground.)

• Depth and Essentially: 65 (The response considering both the positive and negative impacts of technology on
education, but do not delve into the essential aspects of the issue.)

Table 23: The response and detailed evaluation score of CoT
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Case Study for AI evaluation: NeoN

¥ Question: Does technology in education enhance learning or hindering it?

Ú NeoN(ours):
It is a multifaceted issue that requires a nuanced understanding of the various factors at play. While technology has the
potential to revolutionize education by providing access to vast resources, promoting engagement, and enabling personalized
learning experiences, it also presents challenges such as distractions, inequalities in access, and ethical dilemmas.
One of the key considerations is the diverse perspectives and contextual variability in how technology impacts learning.
The effectiveness of technology integration can vary based on factors such as infrastructure, resources, and student
demographics. While technology can enhance learning opportunities for some students, it may introduce unintended
consequences such as digital fatigue and reduced attention spans for others.
Moreover, the rapid evolution of technology necessitates continuous adaptation and professional development for educators
to effectively integrate new tools into their teaching practices. Socioeconomic disparities in access to technology and
reliable internet connectivity further exacerbate inequalities in education, highlighting the importance of addressing these
disparities to ensure equitable access for all students.
Balancing technology with human-centered teaching approaches is essential to fostering holistic learning environments.
While technology can provide valuable resources and interactive learning experiences, it should not overshadow the
importance of human connections and personalized interactions in education.
Ethical considerations surrounding data privacy, algorithmic bias, and the ethical use of student data also pose significant
challenges in the integration of technology in education. Safeguarding student privacy and promoting ethical practices in
educational technology are critical for ensuring the responsible use of technology in learning environments.
In striving for continuous adaptation through critical reflection, equity-focused initiatives, professional development,
and research-informed practices, educators can navigate the complexities and uncertainties surrounding technology in
education to create more inclusive and effective learning environments. By addressing these challenges and leveraging the
opportunities, we can work towards harnessing its full potential to enhance learning outcomes for all students.

• Clarity of Viewpoint: 85 (The response clearly states that the impact of technology on education is complex and
multifaceted, and it acknowledges both the potential benefits and the challenges. The viewpoint is that technology
has the potential to enhance education but also presents significant challenges that must be addressed.)

• Logicality of Argumentation: 90 (The argumentation is logical and coherent, moving from the potential benefits of
technology in education to the challenges it presents. The response maintains a balanced perspective throughout
and provides a structured argument with clear transitions between points.)

• Correctness and Fidelity: 90 (The response is grounded in realistic considerations regarding the use of technology
in education, such as access disparities and the need for continuous educator development. It avoids unsubstanti-
ated claims and subjective biases, sticking to commonly acknowledged issues in the field.)

• Comprehensiveness and Diversity: 90 (The response covers a broad range of issues related to technology in
education, including access, engagement, personalized learning, ethical considerations, and the importance of
human-centered teaching. It addresses the needs and interests of various stakeholders, such as students, educators,
and policymakers.)

• Innovation and Uniqueness: 75 (While the response provides a thorough examination of the topic, it does not
offer particularly unique insights or innovative solutions. The points made are well-established in discussions
about technology in education.)

• Depth and Essentially: 80 (The response delves into the core issues surrounding technology in education, such
as equity, continuous adaptation, and ethical practices. It goes beyond surface-level analysis to consider the
underlying challenges and opportunities technology presents in learning environments.)

Table 24: The response and detailed evaluation score of NeoN
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