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ABSTRACT

Privacy has emerged as a paramount concern in the development and deploy-
ment of language models. While over-parameterized models deliver exceptional
performance, their deployment on resource-constrained devices (such as mobile
or embedded systems) remains challenging. Model compression techniques are
widely adopted to address this, yet they introduce additional privacy risks. Al-
though differential privacy (DP) provides rigorous theoretical safeguards against
data leakage, the noise injection required during compression often severely de-
grades model utility. Balancing high performance with strong privacy guaran-
tees in compressed models thus remains a critical open challenge. In this work,
we introduce PRIVDISTIL, a DP-aware model compression framework that re-
designs the compression pipeline to preserve utility while protecting sensitive
data. PRIVDISTIL begins by training a domain classifier via DP-SGD on a hy-
brid dataset of public and private samples, thereby identifying public data most
aligned with the private domain. It then performs model compression exclusively
on these selected public samples, followed by fine-tuning the compressed model
on the private dataset using DP-SGD. By shifting the compression burden to pub-
lic data, PRIVDISTIL minimizes noise requirements and boosts training stability.
Extensive experiments show that PRIVDISTIL consistently surpasses state-of-the-
art DP compression methods across diverse datasets and architectures, delivering
an average accuracy gain of over 3% on GLUE benchmarks under a strict privacy
budget of ¢ = 1.

1 INTRODUCTION

Language models are powerful deep learning systems capable of producing text that closely resem-
bles human communication. They are typically based on the Transformer architecture (Vaswani
et al., 2017) and often contain billions of parameters. The emergence of models such as BERT (De-
vlin et al., 2019; Liu et al., 2019) and the GPT series (Radford et al., 2019; Brown et al., 2020)
has revolutionized natural language processing (NLP), ushering in a new paradigm for training
deep neural networks. These models are first pre-trained on vast and diverse public datasets, and
then fine-tuned with smaller, domain-specific datasets that may include sensitive user data. Despite
their strong performance, over-parameterized language models pose challenges when deployed in
resource-constrained environments (e.g., mobile or embedded devices).

Moreover, deploying smaller, compressed models locally on mobile or embedded devices can offer
substantial advantages over hosting large models via external APIs. First, local inference preserves
user privacy by keeping sensitive data on-device rather than transmitting it to remote servers. Sec-
ond, on-device processing reduces latency and reliance on a stable internet connection, improving
user experience in bandwidth-constrained or offline scenarios. Finally, running efficient compressed
models locally lowers operational costs and energy consumption, making them especially appealing
for large-scale or real-time applications.

While increasing model size tends to boost performance, multiple studies have shown that
over-parameterized models are prone to leaking private information contained in their training
data (Shokri et al., 2017; Carlini et al., 2021; 2019). In practice, the downstream datasets for special-
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ized tasks can include highly sensitive information such as medical records or financial transactions.
Differential privacy (DP) (Dwork et al., 2006) provides a principled defense against such leaks and
has been widely applied in NLP and computer vision (Yu et al., 2022; Mehta et al., 2022; Li et al.,
2022; De et al., 2022). By injecting controlled noise, a differentially private algorithm guarantees
that any single example in the training set contributes only marginally to the final model, limiting
the ability of adversaries to infer its presence. Formally, this is expressed as (g, §)-DP, where smaller
values of (e, §) imply stronger privacy guarantees. The most prominent approach for training neural
networks under DP is Differentially Private Stochastic Gradient Descent (DP-SGD) (Abadi et al.,
2016). In DP-SGD, each individual gradient is clipped to a fixed norm, and a noise term proportional
to the clipping norm is added to the sum of the gradients. Although this process provides privacy
guarantees, the injected noise can substantially degrade model accuracy, especially for large, deep
architectures (Abadi et al., 2016; Tramer & Boneh, 2021; Shen et al., 2021). This trade-off is even
more pronounced when compressing language models for practical deployment, as both fine-tuning
and compression must be privatized, compounding the noise impact. As a result, managing the
trade-off among privacy, efficiency, and accuracy in this context is particularly challenging.

Our central insight is that in resource-limited deep learning workflows, two stages—fine-tuning
and compression—necessitate differential privacy guarantees, and each suffers from noise-induced
performance degradation. By reversing their order and performing compression with public data
first, we reduce noise injection to a single step. Nevertheless, this simple reordering may cause
the compressed model to miss important task-specific knowledge. To address this, we introduce the
PRIVDISTIL framework, which employs a data selection strategy to identify the most relevant public
samples for the private domain.

Concretely, PRIVDISTIL uses DP-SGD to train a domain classifier on a mixed dataset of public
and private data. The trained classifier then evaluates all public samples, selecting those with the
highest similarity to the private domain for knowledge distillation, thus circumventing further noise
addition during compression. We further refine the selected data via clustering and high-uncertainty
sampling to ensure that it retains both diversity and relevance. Finally, after compressing the model
on this curated public dataset, we apply a DP-SGD fine-tuning step on the private dataset to adapt
the compressed model to the target task. In this reconfigured workflow, only the relatively small
domain classifier and the final DP fine-tuning stage incur privacy costs. As domain gaps between
public and private data are typically significant, the domain classifier converges swiftly with a lower
privacy overhead. Accordingly, PRIVDISTIL strategically decreases the total DP noise burden across
the compression and fine-tuning pipeline, resulting in higher utility for private tasks.

We implement PRIVDISTIL using language models, including BERTpasg, BERTLARGE, and
DistilBERT, and evaluate on GLUE tasks such as SST-2, QQP, QNLI, and MNLI. Following the
setup in (Mireshghallah et al., 2022), our experiments demonstrate that PRIVDISTIL consistently
outperforms the strongest existing approach at the same privacy budgets and compression rates,
significantly improving the privacy-utility trade-off in compressed language models. For instance,
compressing BERTpagg into DistiIBERT at ¢ = 1 increases mean accuracy from 76.1% with the
prior state-of-the-art to 79.2%—an improvement exceeding 3% across four datasets. Notably, such
a margin is substantial in DP learning, where even 1% gains are considered meaningful (Wei et al.,
2022; Fu et al., 2023). In another case, on SST-2 with a privacy budget of € = 4, our method narrows
the performance gap between private and non-private training from 91.3% (non-private baseline) and
82.7% (SOTA) to 89.2%, a near 4x reduction.

Contributions. Our key contributions are outlined below:

o Innovative Framework. We present PRIVDISTIL, a differentially private model compression ap-
proach that achieves significant improvements in the privacy-utility trade-off.

o Advanced Techniques. We propose Adjusted Importance Sampling (AIS), which jointly consid-
ers data quality and domain relevance to bolster private fine-tuning and potentially improve other
scenarios involving public data.

o Extensive Empirical Studies. We evaluate PRIVDISTIL across diverse datasets and settings, demon-
strating that it preserves high utility under strong privacy guarantees.
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2 PRELIMINARIES

2.1 MOoODEL COMPRESSION

Pre-trained language models can be compressed through various techniques such as low-rank ap-
proximation (Ma et al., 2019; Lan et al., 2020), weight sharing (Dehghani et al., 2019; Lan et al.,
2020), pruning (McCarley, 2019; Fan et al., 2020; Elbayad et al., 2019; Gordon et al., 2020; Hou
et al., 2020; Cui et al., 2019), quantization (Shen et al., 2020; Zafrir et al., 2019), or knowledge
distillation (Hinton et al., 2015; Sanh et al., 2019; Jiao et al., 2020; Wang et al., 2020; Turc et al.,
2019; Liu et al., 2020; Sun et al., 2020). In this paper, we primarily focus on knowledge distillation.

Knowledge Distillation. Knowledge Distillation (KD) transfers the knowledge of a large “teacher”
network 7" to a smaller “student” network S, training the student to mimic the teacher’s behav-
iors. Let f7 and f° denote the teacher and student behavior functions, which transform inputs into
meaningful representations. In pre-trained language models, these functions typically correspond
to outputs of certain Transformer layers (Vaswani et al., 2017). Each Transformer layer consists
of multi-head attention (MHA) and a feed-forward network (FFN). For distillation, any of these
outputs—e.g., MHA/FFN activations or attention matrices—can serve as the behavior function.

Formally, KD aims to minimize:

Lxp =Y L(f5(x), /" (x), (D

reX

where L(-) denotes a loss function that measures discrepancy between the teacher and student net-
works, x is the input text, and &’ is the training dataset.

2.2  DIFFERENTIALLY PRIVATE MACHINE LEARNING

Differential privacy (Dwork et al., 2006) (DP) is a formal framework for safeguarding individual-
level information in a dataset when conducting statistical analyses or releasing model outputs. It
ensures that outputs from a randomized mechanism remain nearly indistinguishable whether or not
any single data record is included in the input, thus protecting individuals’ privacy while still per-
mitting broad insights into the data distribution.

DP-SGD. In privacy-preserving deep learning, differentially private stochastic gradient descent
(DP-SGD) (Abadi et al., 2016) is the de facto standard. DP-SGD modifies the gradient estima-
tion of traditional SGD by clipping each sample’s gradient to a fixed norm and adding Gaussian
noise proportional to this clipping norm before summing. This mechanism obscures any single ex-
ample’s contribution to the overall gradient. The total privacy budget for DP-SGD is derived by
tracking the per-iteration privacy cost (under certain (e, d) constraints) and then applying compo-
sition and subsampling amplification techniques (Bun & Steinke, 2016; Dwork et al., 2010; 2014)
across iterations.

3 THE PRIVDISTIL FRAMEWORK

3.1 PROBLEM FORMULATION

We seek to transform a pre-trained LLM into a smaller, privacy-preserving model suitable for spe-
cific tasks. Combining model compression and differential privacy, our objective is a compact lan-
guage model (LM) that adheres to data privacy while remaining within a constrained size budget.
The key challenge is to produce a compressed LM that rivals the performance of its larger counter-
part without overshooting the size limit or compromising privacy.

Formally, let ¢ > 0,0 > 0 be privacy parameters. We start with a public pre-trained LLM (initial
parameters 61,7,/ (0)), a private dataset D,,,.;,, for a target downstream task, and a compression factor
. Let |LLM| denote the number of parameters in the LLM. We aim to derive a compressed LM
such that: (i) |[LM| < ~ - |LLM]|, and (ii) the final parameters of the compressed model, 01,/ (¢),
satisfy (e, §)-differential privacy with respect to D,,.;,,. Any method may use LLM in the process,
provided that the final weights 6,5/ (¢) remain DP-compliant.
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We measure compression quality by comparing the accuracy of an LM (trained under (&, 6)-DP) to
that of the original LLM (also (¢, §)-DP) on the same downstream task. This comparison reveals how
much performance loss is introduced by compression under private training constraints. Notably, we
do not compare to non-private baselines: our goal is to find compression algorithms that preserve as
much of the differentially private LLM’s utility as possible.

Compressed LM Compressed LM Fine-tuned LM Compressed LM Fine-tuned LM

Public Fine-tuned Public Public

LLM LM LM LM

Private
Pre-training  PrivateTuning~ Private Compression Pre-training  Compression~_ Private Tuning Pre-training _~Public Compression  Private Tuning
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Figure 1: Three frameworks for LLM compression.

3.2 STRAWMAN SOLUTIONS

Strawman Solution I: Private Fine-tuning then Private Compression. Mireshghallah et al.
(2022) propose DPKD, shown in Figure 1(a), where both fine-tuning and compression run under
DP. This approach, however, may suffer markedly from DP noise. Prior works indicate that large
models, when trained with DP-SGD, tend to perform worse than smaller ones (Shen et al., 2021).
Consequently, directly fine-tuning the larger LLM under DP-SGD can substantially degrade the final
model’s accuracy.

Strawman Solution II: Private Compression then Private Fine-tuning. A naive alternative is to
reverse the order of compression and fine-tuning, as illustrated in Figure 1(b). By compressing first,
the subsequent DP noise applies to a smaller student model rather than the full LLM.

However, prior research reveals that simply applying DP-SGD to the knowledge distillation process
does not yield a differentially private student (Mireshghallah et al., 2022). The crux lies in the
dependence of f7 () on the entire dataset, which cannot be sanitized via straightforward clipping
and noise addition (Mireshghallah et al., 2022). As a result, the arrangement in Figure 1(a) remains
the only certified DP-compliant framework among these two strawman solutions. Moreover, our
experiments confirm that a more carefully orchestrated approach (as in Figure 1(c)) outperforms
this reversed pipeline (detailed in Section 4.6).

3.3 OUR PROPOSAL

Intuition. To overcome the limitations in prior approaches, our main idea is to make the compres-
sion process public, as depicted in Figure 1(c). Specifically, we employ a public corpus during the
knowledge distillation phase, eliminating the need to include private data—which in turn removes
the necessity for DP noise during compression. However, if the compression relies exclusively on
public data, it lacks awareness of the private domain and thus mainly distills general knowledge
rather than the fask-specific knowledge required. Crucially, enabling a compact model to learn the
input-output mappings of a larger model is only feasible when the input space is sufficiently con-
strained, a condition not met if we rely on general-purpose public data alone. Consequently, such a
purely public distillation step typically underperforms (Section 4.2).

To address this gap, we propose PRIVDISTIL—a data-centric solution that strategically selects data
from the public corpus based on its similarity and usefulness to the private domain. Because the se-
lected corpus remains public and contains no sensitive information, it can be safely used for knowl-
edge distillation. In this manner, the distillation process inherently accounts for the private task’s
data distribution without requiring privacy measures.

Overview. Figure 2 illustrates the workflow of PRIVDISTIL. To harness public data for beneficial
knowledge distillation tailored to a private task, PRIVDISTIL operates through four key steps:
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Figure 2: Overview of the PRIVDISTIL framework.

e Step 1: Domain Classifier Training. We begin by constructing a binary domain classifier that
distinguishes between private and public data. This classifier is trained on a mixture of public and
private samples and thus requires DP noise to protect private data. Once trained, it infers which
public examples are more likely to mirror the private domain.

e Step 2: Public Corpus Clustering. In addition to relevance, we also need diversity in the selected
public samples to ensure robust generalization. We cluster the public corpus based on teacher-model
embeddings, thereby leveraging the teacher model’s representational capabilities to partition the data
into coherent groups.

e Step 3: Adjusted Importance Sampling. We introduce adjusted importance sampling (AIS) to
integrate both diversity and domain relevance. Within each cluster, we select samples with the
highest estimated relevance to the private task (as indicated by the domain classifier) until we achieve
a desired selection size.

o Step 4: Public Knowledge Distillation. Because the chosen public samples are non-sensitive,
knowledge distillation can proceed without DP constraints. We follow a procedure akin to Distil-
BERT, transferring knowledge from the teacher to a reduced-layer student model. Large batches,
dynamic masking, and gradient accumulation ensure efficient training on our curated public dataset.
The student model emerges as a compact yet highly effective proxy for the larger model.

Finally, after public knowledge distillation, we fine-tune the compressed model on the private dataset
under DP constraints, completing the PRIVDISTIL pipeline.

3.4 DESIGN DETAILS

Domain Classifier Training. Since our primary objective is to select public data that effectively
benefits the private task, we start by identifying samples closely aligned with the private data dis-
tribution. Formally, suppose we have a small set of private samples x, 5, . .., z! drawn from a
distribution p, and a large public dataset x1, x2, . ..,y drawn from a distribution ¢. Our goal is to
extract m samples (m < N) from the public corpus that best approximate the private distribution p.

Building on the data cleansing techniques from GPT-3, The Pile, and PaLM (Brown et al., 2020;
Chowdhery et al., 2022; Gao et al., 2021), we train a binary domain classifier f : X — [0,1] on a
mixed dataset of private (labeled 0) and public (labeled 1) examples. Because private data are used
in this training, we apply DP-SGD to maintain privacy. Once trained, f(x;) provides an estimate of
how likely a public sample x; is to come from the private domain. We then select public samples that
receive the highest f(xz;) scores, effectively picking those most similar to the private distribution.

Public Corpus Clustering. Beyond domain relevance, we also want diversity in our selected sam-
ples to improve generalization. Toward this end, we cluster the entire public dataset Dy, using
embeddings produced by the teacher model. Specifically, we define an embedding function

e: Do — Rd,
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which transforms each public sample into a d-dimensional representation. We then apply the k-
means algorithm on these embeddings to form & clusters:

k
Cr = argminz Z le(x) — pill?,
i=1x2eC;
where C; is the i-th cluster and p; is its centroid. Intuitively, increasing & yields more granular

clusters and potentially higher diversity. However, choosing an overly large k£ does not always
improve results, as shown in Section 4.5.

Adjusted Importance Sampling. To balance relevance and diversity in our selected data, we in-
troduce adjusted importance sampling (AIS). Let S = {s1, $2,...,8m} be the set of m chosen
samples. We iterate over each of the k clusters, selecting the sample that maximizes f(x), i.e.,

8; = arg maxmeckf(m),

where f(x) is the trained domain classifier’s output. We repeat this process (one sample at a time per
cluster) until we reach m samples, ensuring that each cluster is proportionately represented. This
strikes a balance between transferring knowledge relevant to the private domain and maintaining
sufficient diversity for test-time generalization.

Public Knowledge Distillation. Because the selected samples come entirely from a public corpus
and therefore contain no sensitive information, we can distill the teacher model’s knowledge without
adding DP noise. Following a procedure similar to DistilBERT (Sanh et al., 2019), we first construct
a student model by mirroring the teacher’s architecture while removing the token-type embeddings
and pooler, and halving the number of Transformer layers. Since the hidden dimensions of teacher
and student match, we initialize the student by copying every other layer from the teacher to pre-
serve representational consistency. We then train the student on the selected public samples using
knowledge distillation with large batch sizes, gradient accumulation, and dynamic masking. This
non-private distillation produces a significantly more compact model while retaining strong perfor-
mance. Finally, we apply DP-SGD fine-tuning on the private dataset to adapt the compressed model
to the downstream task under formal privacy guarantees.

Overall Algorithm. The complete procedure of PRIVDISTIL is summarized in Algorithm 1 in Ap-
pendix A. It details the five-stage pipeline, including domain classifier training, clustering, adjusted
importance sampling, public knowledge distillation, and final private fine-tuning under DP-SGD.

4 EVALUATION

4.1 EXPERIMENTAL SETUP

We follow the setup in (Mireshghallah et al., 2022), our primary baseline. We use pre-trained teach-
ers: BERTgasg' (12 layers, hidden size 768) and BERT argr’ (24 layers, hidden size 1,024).
The student is a 6-layer DistilBERT variant, initialized from the teacher per (Sanh et al., 2019), with
matching hidden size. For the domain classifier, we fine-tune pre-trained Distilled-GPT2? on mixed
private and public data. All checkpoints are from Hugging Face. We evaluate on five datasets: Open-
WebText (Gokaslan et al., 2019) (large unlabeled web text, used as public corpus); and private tasks
from GLUE (Wang et al., 2019): MNLI (393k sentence pairs for inference), QNLI (100k+ question-
paragraph pairs for entailment), QQP (400k+ question pairs for duplicates), and SST2 (67k movie
reviews for sentiment).

We compute privacy budgets via numerical composition (Gopi et al., 2021), evaluating (e = 4,9 =
1/|D|) and (¢ = 1,8 = 1/(10|D])), with clipping threshold C' = 0.1. Total budget covers domain
classifier training (¢ ~ 0.3) and fine-tuning; hyperparameter tuning is excluded per standard prac-
tice (Mireshghallah et al., 2022; Tramer & Boneh, 2020). We provide the detailed configuration of
domain classifier training, model compression, and fine-tuning in Appendix B. This includes how
we handle multi-sentence samples for MNLI, QNLI, and QQP, our choice of training epochs, and
the use of large-batch DP-SGD with Opacus.

lhttps://ﬂquingfac%.co/bert base—-uncased
2
I

ttps://huggingface.co/bert-large—-uncased

3https://ﬁugjingfacc.Co/disti;gptz
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Table 1: Comparison of the performance of PRIVDISTIL, DPKD, and vanilla fine-tuning across
various teacher models and under different privacy budgets.

Privacy Budget Model Teacher Training MNLI QNLI QQP SST2 Avg
BERTEAsE - Finetune 748 856 82.1 86.8 823

- Finetune 669 81.0 783 79.6 765

e=1 DistilBERT BERT DPKD 67.5 80.1 784 785 76.1
(BASE/LARCE) BASE  pRIVDISTIL (Ours) 69.0 80.2 81.8 85.6 79.2

BERT DPKD 67.6 80.1 780 78.0 759

LARGE pRivpISTIL (Ours) 68.3 80.1 80.9 82.3 77.9

BERTEAsE - Finetune 778 878 847 90.5 85.2

- Finetune 717 832 824 827 80.0

e=4 DistilBERT BERT DPKD 728 83.0 82.6 827 803
(BASE/LARCE) BASE  pRIvDISTIL (Ours) 73.3 83.3 84.8 89.2 82.7

BERT DPKD 72.4 831 81.1 815 79.5
LARGE ppiypISTIL (Ours) 72.8 82.8 839 854 81.2

4.2 EFFECTIVENESS OF PRIVDISTIL

We empirically validate PRIVDISTIL’s effectiveness against the SOTA baseline DPKD (Mireshghal-
lah et al., 2022) across privacy budgets and compression ratios. Table 1 reports accuracies on private
tasks. PRIVDISTIL consistently improves accuracy across settings. For ¢ = 1 with BERTpasE,
it boosts average accuracy from 76.1% (DPKD) to 79.4% (+3.3%), a substantial gain for GLUE
tasks (Wang et al., 2019). Gains are smaller at ¢ = 4 (+2.4%), likely due to reduced DP noise
impact in baselines, limiting our noise-mitigation benefits. With BERTsrgE at e = 1, PRIVDIS-
TIL advances from 75.9% to 77.7%, confirming efficacy on larger models. Compared to direct
fine-tuning of the uncompressed teacher (¢ = 1, BERTgask: 82.3%), PRIVDISTIL keeps the drop
within 3%, remaining stable across budgets (2.9% at € = 1; 2.5% at ¢ = 4), indicating that com-
pression introduces minimal DP overhead. PRIVDISTIL also outperforms direct student fine-tuning
in all cases, underscoring the value of knowledge distillation.

Efficiency gains are shown in Table 2: BERTpagg speeds up by 1.97x, and BERT ArcE by
3.77x. Notably, for the same budget and task, BERT[ srgr may underperform BERTpAgE due to
its higher compression ratio (4:1 vs. 2:1), complicating knowledge transfer. We use a consistent
distillation algorithm for fair comparison; stronger algorithms are beyond this scope.

Table 2: Efficiency summary.

System # Params Speedup
BERTgasE (Teacher) 109.5M x1.0
BERTLArGE (Teacher) 335.1M x1.0
DistilBERT sAsE 67.0M x1.97
DistilBERTLARGE 108.4M x3.77

The efficiency of the compressed model is summarized in Table 2. In detail, BERTpagE is sped up
by 1.97 times, while BERT srgE is sped up by 3.77 times.

It can be observed that, for the same privacy budget and the same private task, BERT ArcE could
underperform compared to BERTgagg. This can be attributed to the fact that the compression
ratio for BERT aArgE is 4:1 (24:6), which is higher than the ratio for BERTpagg at 2:1 (12:6). A
higher compression ratio can make it more challenging for the student model to assimilate crucial
weights, necessitating a stronger knowledge distillation algorithm. We note that in this study, we
maintained a consistent knowledge distillation algorithm to ensure fair comparison, and enhancing
the knowledge distillation algorithm is beyond the scope of our research.
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Table 3: The impact of data selection method.

Data Selection MNLI QNLI QQP SST2 Avg

Full data 73.0 82.8 84.3 87.7 819
Random Selection 66.4 74.8 81.5 803 757
Domain Classifier 71.3 81.8 84.4 88.3 815

AIS (Ours) 73.3 83.3 84.8 89.2 82.7

4.3 NECESSITY OF DATA SELECTION

Setup. We set the privacy budget to ¢ = 4, fix the teacher model to BERTpasE, and maintain a
compression ratio of 0.5. Furthermore, we compare the data selection methods with the utilization of
the full OpenWebText dataset, which is labeled as “Full data” in the table, while other data selection
methods adhere to a number of 500k selected data samples to ensure a fair comparison.

Observations. Table 3 illustrates the impact of different data selection methods on the performance
of the PRIVDISTIL framework. We can observe that utilizing the full dataset only moderately outper-
forms random selection: while random selection yields an average accuracy of 75.7%, employing
the full data achieves an average accuracy of 81.9%, improving the performance by just 6.2%. This
could be attributed to the fact that larger models often require substantial data volumes to enhance
generalization. In contrast, smaller models, being constrained by their capacity, derive limited ben-
efit from an increase in data size, but can significantly benefit from accessing high-quality data.

Furthermore, we observe that employing the domain classifier notably enhances the performance of
the PRIVDISTIL framework. Utilizing only the domain classifier can attain an average accuracy of
81.5%, which is an average improvement of 5.8% compared to random selection. This underscores
that elevated transferability, achieved through higher relevance to the private data, can significantly
benefit the PRIVDISTIL framework. Additionally, it can be observed that implementing the proposed
AIS can further boost PRIVDISTIL’s performance. With the incorporation of AIS, the average accu-
racy can be further elevated to 82.7%, marking an average improvement of 1.2% compared to using
only the domain classifier. This highlights the crucial necessity of maintaining a balance between
transferability and test-time generalization.
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Figure 3: Impact of the number of selected data. Figure 4: Impact of the number of clusters.

4.4 IMPACT OF NUMBER OF SELECTED DATA

From Table 3, it is evident that utilizing the full data does not yield sufficiently good results. Conse-
quently, it is imperative to also manage the quantity of selected data to attain optimal performance.
A larger size diminishes the impact of the data selection method but enhances generalization ability.
Therefore, the number of selected data also serves to balance generalization ability and transferabil-
ity — the latter being facilitated by the data selection method through increasing data relevance to
the private data domain. In this experiment, we set the privacy budget to € = 4, fix the teacher model
to BERTpAsE, and maintain a compression ratio of 0.5.
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Observations. Figure 3 illustrates how the number of selected data influences the performance of
the PRIVDISTIL framework. We observe that, with the exception of the QQP dataset, PRIVDISTIL
typically achieves peak performance when the data selection size is 500k. As a result, we set the
default number of the selected data to 500k in our experiments. Although the optimal data size for
the QQP dataset is near 1M, as shown in Figure 3, its performance diminishes as it further increases
to 2M. This underscores the crucial necessity of maintaining a balance between transferability and
test-time generalization.

4.5 IMPACT OF NUMBER OF CLUSTERS

Recall that the number of clusters, k, acts as a hyperparameter in the proposed PRIVDISTIL, serving
to balance generalization ability and transferability. In this section, we explore the impact of k on
the performance of PRIVDISTIL. In this experiment, we set the privacy budget to € = 4, fix the
teacher model to BERTpasE, and maintain a compression ratio of 0.5.

Observations. Figure 4 sheds light on the relationship between the number of clusters and the
performance of the PRIVDISTIL framework. We observe that, most datasets, except QQP, exhibit
optimal performance with the number of clusters is set to 10. As a result, we set the default number
of the clusters to 10 in our experiments. QQP deviates from this trend, peaking at approximately 15
clusters, as indicated in Figure 4, yet it experiences a performance decline upon extending to 20 clus-
ters. This pattern underscores the pivotal role of striking a judicious balance between transferability
and test-time generalization.

Table 4: Comparing with the strawman solution.

Training MNLI QNLI QQP SST2 Avg
DPKD 728 830 826 827 803
KD+FT 69.7 832 819 874 80.6

PRIVDISTIL (Ours)  73.3 833 848 89.2 827

4.6 COMPARING WITH STRAWMAN SOLUTION II

Although existing research has demonstrated that the Strawman Solution II fails to create student
models that satisfy DP due to the lack of protection on the outputs of f7'(z) in Equation 1 (as dis-
cussed in Section 3.2), we temporarily ignore this privacy leakage and examine how such a frame-
work performs. We denote the Strawman Solution II as KD+FT. In this experiment, we set the
privacy budget to ¢ = 4 (without considering the privacy leakage in the middle), fix the teacher
model to BERTgasE, and maintain a compression ratio of 0.5.

Observations. Table 4 showcases the results achieved by DPKD, KD+FT, and PRIVDISTIL. It
can be observed that KD+FT consistently outperforms DPKD, elevating the average accuracy from
80.3% (achieved by DPKD) to 80.6%. This could be attributed to two reasons: firstly, KD+FT typi-
cally alters the order of compression and fine-tuning, which reduces the DP impact (as discussed in
Section 3.2). Secondly, KD+FT introduces additional privacy leakage compared to DPKD, thus re-
sulting in an unfair comparison. Conversely, PRIVDISTIL consistently achieves higher performance
than KD+FT, with an average accuracy of 82.7%. This underscores that the proposed PRIVDISTIL
surpasses the strawman solution, even in the face of an unfair comparison.

5 CONCLUSION

In this work, we introduced PRIVDISTIL, a framework designed to enhance the privacy-utility trade-
off for large language models under private fine-tuning. By strategically reorganizing the fine-tuning
and compression stages, and employing the Adjusted Importance Sampling (AIS) mechanism for
data selection, PRIVDISTIL enables more effective knowledge distillation without compromising
privacy. Empirical results across prominent models and diverse datasets validate the efficacy of
PRIVDISTIL, demonstrating its potential for building private, efficient, and accurate language models
in real-world applications.



Under review as a conference paper at ICLR 2026

REFERENCES

Martin Abadi, Andy Chu, Ian J. Goodfellow, H. Brendan McMahan, Ilya Mironov, Kunal Talwar,
and Li Zhang. Deep learning with differential privacy. In Proceedings of the 2016 ACM SIGSAC
Conference on Computer and Communications Security, Vienna, Austria, October 24-28, 2016,
pp- 308-318, 2016. doi: 10.1145/2976749.2978318. URL https://doi.org/10.1145/
2976749.2978318.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared D Kaplan, Prafulla Dhariwal,
Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, et al. Language models are
few-shot learners. Advances in neural information processing systems, 33:1877-1901, 2020.

Mark Bun and Thomas Steinke. Concentrated differential privacy: Simplifications, extensions, and
lower bounds. In Theory of Cryptography Conference, pp. 635—658. Springer, 2016.

Nicholas Carlini, Chang Liu, Ulfar Erlingsson, Jernej Kos, and Dawn Song. The secret sharer:
Evaluating and testing unintended memorization in neural networks. In 28th USENIX Secu-
rity Symposium, USENIX Security 2019, Santa Clara, CA, USA, August 14-16, 2019, pp. 267—
284, 2019. URL https://www.usenix.org/conference/usenixsecurityl9/
presentation/carlini.

Nicholas Carlini, Florian Tramer, Eric Wallace, Matthew Jagielski, Ariel Herbert-Voss, Kather-
ine Lee, Adam Roberts, Tom B. Brown, Dawn Song, Ulfar Erlingsson, Alina Oprea,
and Colin Raffel. Extracting training data from large language models. In 30th
USENIX Security Symposium, USENIX Security 2021, August 11-13, 2021, pp. 2633-
2650, 2021. URL https://www.usenix.org/conference/usenixsecurity21/
presentation/carlini-extracting.

Aakanksha Chowdhery, Sharan Narang, Jacob Devlin, Maarten Bosma, Gaurav Mishra, Adam
Roberts, Paul Barham, Hyung Won Chung, Charles Sutton, Sebastian Gehrmann, Parker Schuh,
Kensen Shi, Sasha Tsvyashchenko, Joshua Maynez, Abhishek Rao, Parker Barnes, Yi Tay, Noam
Shazeer, Vinodkumar Prabhakaran, Emily Reif, Nan Du, Ben Hutchinson, Reiner Pope, James
Bradbury, Jacob Austin, Michael Isard, Guy Gur-Ari, Pengcheng Yin, Toju Duke, Anselm Lev-
skaya, Sanjay Ghemawat, Sunipa Dev, Henryk Michalewski, Xavier Garcia, Vedant Misra, Kevin
Robinson, Liam Fedus, Denny Zhou, Daphne Ippolito, David Luan, Hyeontaek Lim, Barret
Zoph, Alexander Spiridonov, Ryan Sepassi, David Dohan, Shivani Agrawal, Mark Omernick,
Andrew M. Dai, Thanumalayan Sankaranarayana Pillai, Marie Pellat, Aitor Lewkowycz, Er-
ica Moreira, Rewon Child, Oleksandr Polozov, Katherine Lee, Zongwei Zhou, Xuezhi Wang,
Brennan Saeta, Mark Diaz, Orhan Firat, Michele Catasta, Jason Wei, Kathy Meier-Hellstern,
Douglas Eck, Jeff Dean, Slav Petrov, and Noah Fiedel. Palm: Scaling language model-
ing with pathways. CoRR, abs/2204.02311, 2022. doi: 10.48550/arXiv.2204.02311. URL
https://doi.org/10.48550/arXiv.2204.02311.

Baiyun Cui, Yingming Li, Ming Chen, and Zhongfei Zhang. Fine-tune BERT with sparse self-
attention mechanism. In Proceedings of the 2019 Conference on Empirical Methods in Natural
Language Processing and the 9th International Joint Conference on Natural Language Process-
ing, EMNLP-IJCNLP 2019, Hong Kong, China, November 3-7, 2019, pp. 3546-3551, 2019. doi:
10.18653/v1/D19-1361. URL https://doi.org/10.18653/v1/D19-1361.

Soham De, Leonard Berrada, Jamie Hayes, Samuel L. Smith, and Borja Balle. Unlocking high-
accuracy differentially private image classification through scale. CoRR, abs/2204.13650, 2022.
doi: 10.48550/arXiv.2204.13650. URL https://doi.org/10.48550/arXiv.2204.
13650.

Mostafa Dehghani, Stephan Gouws, Oriol Vinyals, Jakob Uszkoreit, and Lukasz Kaiser. Universal
transformers. In 7th International Conference on Learning Representations, ICLR 2019, New
Orleans, LA, USA, May 6-9, 2019, 2019. URL https://openreview.net/forum?id=
HyzdRiR9Y7.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. BERT: pre-training of deep
bidirectional transformers for language understanding. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for Computational Linguistics: Human Language

10


https://doi.org/10.1145/2976749.2978318
https://doi.org/10.1145/2976749.2978318
https://www.usenix.org/conference/usenixsecurity19/presentation/carlini
https://www.usenix.org/conference/usenixsecurity19/presentation/carlini
https://www.usenix.org/conference/usenixsecurity21/presentation/carlini-extracting
https://www.usenix.org/conference/usenixsecurity21/presentation/carlini-extracting
https://doi.org/10.48550/arXiv.2204.02311
https://doi.org/10.18653/v1/D19-1361
https://doi.org/10.48550/arXiv.2204.13650
https://doi.org/10.48550/arXiv.2204.13650
https://openreview.net/forum?id=HyzdRiR9Y7
https://openreview.net/forum?id=HyzdRiR9Y7

Under review as a conference paper at ICLR 2026

Technologies, NAACL-HLT 2019, Minneapolis, MN, USA, June 2-7, 2019, Volume 1 (Long and
Short Papers), pp. 4171-4186, 2019. doi: 10.18653/v1/n19-1423. URL https://doi.org/
10.18653/v1/nl19-1423.

Cynthia Dwork, Frank McSherry, Kobbi Nissim, and Adam D. Smith. Calibrating noise to sensi-
tivity in private data analysis. In Theory of Cryptography, Third Theory of Cryptography Confer-
ence, TCC 2006, New York, NY, USA, March 4-7, 2006, Proceedings, pp. 265-284, 2006. doi:
10.1007/11681878\_14. URL https://doi.org/10.1007/11681878_14.

Cynthia Dwork, Guy N Rothblum, and Salil Vadhan. Boosting and differential privacy. In 2010
IEEE 51st Annual Symposium on Foundations of Computer Science, pp. 51-60. IEEE, 2010.

Cynthia Dwork, Aaron Roth, et al. The algorithmic foundations of differential privacy. Foundations
and Trends® in Theoretical Computer Science, 9(3—4):211-407, 2014.

Maha Elbayad, Jiatao Gu, Edouard Grave, and Michael Auli. Depth-adaptive transformer. CoRR,
abs/1910.10073, 2019. URL http://arxiv.org/abs/1910.10073.

Angela Fan, Edouard Grave, and Armand Joulin. Reducing transformer depth on demand with struc-
tured dropout. In 8th International Conference on Learning Representations, ICLR 2020, Addis
Ababa, Ethiopia, April 26-30, 2020, 2020. URL https://openreview.net/forum?id=
Syl0O2yStDr.

Jie Fu, Qingqing Ye, Haibo Hu, Zhili Chen, Lulu Wang, Kuncan Wang, and Xun Ran. DPSUR:
accelerating differentially private stochastic gradient descent using selective update and release.
CoRR, abs/2311.14056, 2023. doi: 10.48550/ARXIV.2311.14056. URL https://doi.org/
10.48550/arXiv.2311.14056.

Leo Gao, Stella Biderman, Sid Black, Laurence Golding, Travis Hoppe, Charles Foster, Jason
Phang, Horace He, Anish Thite, Noa Nabeshima, Shawn Presser, and Connor Leahy. The pile:
An 800gb dataset of diverse text for language modeling. CoRR, abs/2101.00027, 2021. URL
https://arxiv.org/abs/2101.00027.

Badih Ghazi, Pritish Kamath, Ravi Kumar, and Pasin Manurangsi. Faster privacy accounting via
evolving discretization. In Kamalika Chaudhuri, Stefanie Jegelka, Le Song, Csaba Szepesvdri,
Gang Niu, and Sivan Sabato (eds.), International Conference on Machine Learning, ICML 2022,
17-23 July 2022, Baltimore, Maryland, USA, volume 162 of Proceedings of Machine Learn-
ing Research, pp. 7470-7483. PMLR, 2022. URL https://proceedings.mlr.press/
v162/ghazi22a.html.

Aaron Gokaslan, Vanya Cohen, Ellie Pavlick, and Stefanie Tellex. Openwebtext corpus, 2019.

Sivakanth Gopi, Yin Tat Lee, and Lukas Wutschitz. Numerical composition of differential privacy.
Advances in Neural Information Processing Systems, 34:11631-11642, 2021.

Mitchell A. Gordon, Kevin Duh, and Nicholas Andrews. Compressing BERT: studying the effects of
weight pruning on transfer learning. In Proceedings of the 5th Workshop on Representation Learn-
ing for NLP, RepL4ANLP@ACL 2020, Online, July 9, 2020, pp. 143-155, 2020. doi: 10.18653/v1/
2020.repl4nlp-1.18. URL https://doi.org/10.18653/v1/2020.replinlp-1.18.

Geoffrey E. Hinton, Oriol Vinyals, and Jeffrey Dean. Distilling the knowledge in a neural network.
CoRR, abs/1503.02531, 2015. URL http://arxiv.org/abs/1503.02531.

Lu Hou, Zhiqi Huang, Lifeng Shang, Xin Jiang, Xiao Chen, and Qun Liu. Dynabert: Dynamic
BERT with adaptive width and depth. In Advances in Neural Information Processing Systems 33:
Annual Conference on Neural Information Processing Systems 2020, NeurlPS 2020, December
6-12, 2020, virtual, 2020. URL https://proceedings.neurips.cc/paper/2020.

Xiaoqi Jiao, Yichun Yin, Lifeng Shang, Xin Jiang, Xiao Chen, Linlin Li, Fang Wang, and Qun Liu.
Tinybert: Distilling BERT for natural language understanding. In Findings of the Association for
Computational Linguistics: EMNLP 2020, Online Event, 16-20 November 2020, pp. 41634174,
2020. doi: 10.18653/v1/2020.findings-emnlp.372. URL https://doi.org/10.18653/
v1/2020.findings-emnlp.372.

11


https://doi.org/10.18653/v1/n19-1423
https://doi.org/10.18653/v1/n19-1423
https://doi.org/10.1007/11681878_14
http://arxiv.org/abs/1910.10073
https://openreview.net/forum?id=SylO2yStDr
https://openreview.net/forum?id=SylO2yStDr
https://doi.org/10.48550/arXiv.2311.14056
https://doi.org/10.48550/arXiv.2311.14056
https://arxiv.org/abs/2101.00027
https://proceedings.mlr.press/v162/ghazi22a.html
https://proceedings.mlr.press/v162/ghazi22a.html
https://doi.org/10.18653/v1/2020.repl4nlp-1.18
http://arxiv.org/abs/1503.02531
https://proceedings.neurips.cc/paper/2020
https://doi.org/10.18653/v1/2020.findings-emnlp.372
https://doi.org/10.18653/v1/2020.findings-emnlp.372

Under review as a conference paper at ICLR 2026

Zhenzhong Lan, Mingda Chen, Sebastian Goodman, Kevin Gimpel, Piyush Sharma, and Radu Sori-
cut. ALBERT: A lite BERT for self-supervised learning of language representations. In 8th
International Conference on Learning Representations, ICLR 2020, Addis Ababa, Ethiopia, April
26-30, 2020, 2020. URL https://openreview.net/forum?id=HleA7AELVS.

Xuechen Li, Florian Tramer, Percy Liang, and Tatsunori Hashimoto. Large language models can be
strong differentially private learners. In The Tenth International Conference on Learning Repre-
sentations, ICLR 2022, Virtual Event, April 25-29, 2022,2022. URL https://openreview.
net/forum?id=bVuP31tATMz.

Weijie Liu, Peng Zhou, Zhiruo Wang, Zhe Zhao, Haotang Deng, and Qi Ju. Fastbert: a self-
distilling BERT with adaptive inference time. In Proceedings of the 58th Annual Meeting of
the Association for Computational Linguistics, ACL 2020, Online, July 5-10, 2020, pp. 6035—
6044, 2020. doi: 10.18653/v1/2020.acl-main.537. URL https://doi.org/10.18653/
v1/2020.acl-main.537.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Mandar Joshi, Danqi Chen, Omer Levy, Mike
Lewis, Luke Zettlemoyer, and Veselin Stoyanov. Roberta: A robustly optimized BERT pretraining
approach. CoRR, abs/1907.11692,2019. URL http://arxiv.org/abs/1907.11692.

Xindian Ma, Peng Zhang, Shuai Zhang, Nan Duan, Yuexian Hou, Ming Zhou, and Dawei
Song. A tensorized transformer for language modeling. In Advances in Neural In-
formation Processing Systems 32: Annual Conference on Neural Information Process-
ing Systems 2019, NeurIPS 2019, December 8-14, 2019, Vancouver, BC, Canada, pp.
2229-2239, 2019. URL https://proceedings.neurips.cc/paper/2019/hash/
dc960c46c38bdl16e953d97cdeefdbc68-Abstract.html.

J. S. McCarley. Pruning a bert-based question answering model. CoRR, abs/1910.06360, 2019.
URL http://arxiv.org/abs/1910.06360.

Brendan McMahan, Eider Moore, Daniel Ramage, Seth Hampson, and Blaise Agiiera y Arcas.
Communication-efficient learning of deep networks from decentralized data. In Proceedings of
the 20th International Conference on Artificial Intelligence and Statistics, AISTATS 2017, 20-22
April 2017, Fort Lauderdale, FL, USA, pp. 1273-1282,2017. URL http://proceedings.
mlr.press/v54/mcmahanl7a.html.

Harsh Mehta, Abhradeep Thakurta, Alexey Kurakin, and Ashok Cutkosky. Large scale transfer
learning for differentially private image classification. CoRR, abs/2205.02973, 2022. doi: 10.
48550/arXiv.2205.02973. URL https://doi.org/10.48550/arXiv.2205.02973.

Fatemehsadat Mireshghallah, Arturs Backurs, Huseyin A Inan, Lukas Wutschitz, and Janardhan
Kulkarni. Differentially private model compression. Advances in Neural Information Processing
Systems, 35:29468-29483, 2022.

Ilya Mironov. Rényi differential privacy. In 30th IEEE Computer Security Foundations Symposium,
CSF 2017, Santa Barbara, CA, USA, August 21-25, 2017, pp. 263-275. IEEE Computer Society,
2017. doi: 10.1109/CSE.2017.11. URL https://doi.org/10.1109/CSF.2017.11.

Nicolas Papernot, Martin Abadi, Ulfar Erlingsson, Ian J. Goodfellow, and Kunal Talwar. Semi-
supervised knowledge transfer for deep learning from private training data. In 5th Inter-
national Conference on Learning Representations, ICLR 2017, Toulon, France, April 24-26,
2017, Conference Track Proceedings, 2017. URL https://openreview.net/forum?
id=HkwoSDPgg.

Alec Radford, Jeffrey Wu, Rewon Child, David Luan, Dario Amodei, Ilya Sutskever, et al. Language
models are unsupervised multitask learners. OpenAl blog, 1(8):9, 2019.

Victor Sanh, Lysandre Debut, Julien Chaumond, and Thomas Wolf. Distilbert, a distilled version

of BERT: smaller, faster, cheaper and lighter. CoRR, abs/1910.01108, 2019. URL http://
arxiv.org/abs/1910.01108.

12


https://openreview.net/forum?id=H1eA7AEtvS
https://openreview.net/forum?id=bVuP3ltATMz
https://openreview.net/forum?id=bVuP3ltATMz
https://doi.org/10.18653/v1/2020.acl-main.537
https://doi.org/10.18653/v1/2020.acl-main.537
http://arxiv.org/abs/1907.11692
https://proceedings.neurips.cc/paper/2019/hash/dc960c46c38bd16e953d97cdeefdbc68-Abstract.html
https://proceedings.neurips.cc/paper/2019/hash/dc960c46c38bd16e953d97cdeefdbc68-Abstract.html
http://arxiv.org/abs/1910.06360
http://proceedings.mlr.press/v54/mcmahan17a.html
http://proceedings.mlr.press/v54/mcmahan17a.html
https://doi.org/10.48550/arXiv.2205.02973
https://doi.org/10.1109/CSF.2017.11
https://openreview.net/forum?id=HkwoSDPgg
https://openreview.net/forum?id=HkwoSDPgg
http://arxiv.org/abs/1910.01108
http://arxiv.org/abs/1910.01108

Under review as a conference paper at ICLR 2026

Sheng Shen, Zhen Dong, Jiayu Ye, Linjian Ma, Zhewei Yao, Amir Gholami, Michael W. Ma-
honey, and Kurt Keutzer. Q-BERT: hessian based ultra low precision quantization of BERT.
In The Thirty-Fourth AAAI Conference on Artificial Intelligence, AAAI 2020, The Thirty-Second
Innovative Applications of Artificial Intelligence Conference, IAAI 2020, The Tenth AAAI Sym-
posium on Educational Advances in Artificial Intelligence, EAAI 2020, New York, NY, USA,
February 7-12, 2020, pp. 8815-8821, 2020. doi: 10.1609/aaai.v34i05.6409. URL https:
//doi.org/10.1609/aaai.v34105.64009.

Yinchen Shen, Zhiguo Wang, Ruoyu Sun, and Xiaojing Shen. Towards understanding the impact
of model size on differential private classification. CoRR, abs/2111.13895, 2021. URL https:
//arxiv.org/abs/2111.13895.

Reza Shokri, Marco Stronati, Congzheng Song, and Vitaly Shmatikov. Membership inference at-
tacks against machine learning models. In 2017 IEEE Symposium on Security and Privacy, SP
2017, San Jose, CA, USA, May 22-26, 2017, pp. 3-18, 2017. doi: 10.1109/SP.2017.41. URL
https://doi.org/10.1109/SP.2017.41.

Thomas Steinke. Composition of differential privacy & privacy amplification by subsampling.
CoRR, abs/2210.00597, 2022. doi: 10.48550/arXiv.2210.00597. URL https://doi.org/
10.48550/arXiv.2210.00597.

Zhiqing Sun, Hongkun Yu, Xiaodan Song, Renjie Liu, Yiming Yang, and Denny Zhou. Mobilebert:
a compact task-agnostic BERT for resource-limited devices. In Proceedings of the 58th Annual
Meeting of the Association for Computational Linguistics, ACL 2020, Online, July 5-10, 2020,
pp- 2158-2170, 2020. doi: 10.18653/v1/2020.acl-main.195. URL https://doi.org/10.
18653/v1/2020.acl-main.195.

Florian Tramer and Dan Boneh. Differentially private learning needs better features (or much more
data). arXiv preprint arXiv:2011.11660, 2020.

Florian Tramer and Dan Boneh. Differentially private learning needs better features (or much
more data). In 9th International Conference on Learning Representations, ICLR 2021, Vir-
tual Event, Austria, May 3-7, 2021, 2021. URL https://openreview.net/forum?id=
YTWGVPEOQD-.

Tulia Turc, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. Well-read students learn better:
The impact of student initialization on knowledge distillation. CoRR, abs/1908.08962, 2019. URL
http://arxiv.org/abs/1908.08962.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N.
Gomez, Lukasz Kaiser, and Illia Polosukhin. Attention is all you need. In Ad-
vances in Neural Information Processing Systems 30: Annual Conference on Neural In-
formation Processing Systems 2017, December 4-9, 2017, Long Beach, CA, USA, pp.
5998-6008, 2017. URL https://proceedings.neurips.cc/paper/2017/hash/
3f5ee243547dee91fbd053clcd4a845aa-Abstract.html.

Alex Wang, Amanpreet Singh, Julian Michael, Felix Hill, Omer Levy, and Samuel R. Bowman.
GLUE: A multi-task benchmark and analysis platform for natural language understanding. In 7th
International Conference on Learning Representations, ICLR 2019, New Orleans, LA, USA, May
6-9, 2019, 2019. URL https://openreview.net/forum?id=rJ4km2R5t 7.

Wenhui Wang, Furu Wei, Li Dong, Hangbo Bao, Nan Yang, and Ming Zhou. Minilm:
Deep self-attention distillation for task-agnostic compression of pre-trained transform-
ers. In Advances in Neural Information Processing Systems 33: Annual Conference
on Neural Information Processing Systems 2020, NeurIPS 2020, December 6-12, 2020,
virtual, 2020. URL https://proceedings.neurips.cc/paper/2020/hash/
3f5ee243547dee91£fbd053clc4a845aa—Abstract.html.

Jianxin Wei, Ergute Bao, Xiaokui Xiao, and Yin Yang. DPIS: an enhanced mechanism for dif-
ferentially private SGD with importance sampling. In Proceedings of the 2022 ACM SIGSAC
Conference on Computer and Communications Security, CCS 2022, Los Angeles, CA, USA,
November 7-11, 2022, pp. 2885-2899, 2022. doi: 10.1145/3548606.3560562. URL https:
//doi.org/10.1145/3548606.3560562.

13


https://doi.org/10.1609/aaai.v34i05.6409
https://doi.org/10.1609/aaai.v34i05.6409
https://arxiv.org/abs/2111.13895
https://arxiv.org/abs/2111.13895
https://doi.org/10.1109/SP.2017.41
https://doi.org/10.48550/arXiv.2210.00597
https://doi.org/10.48550/arXiv.2210.00597
https://doi.org/10.18653/v1/2020.acl-main.195
https://doi.org/10.18653/v1/2020.acl-main.195
https://openreview.net/forum?id=YTWGvpFOQD-
https://openreview.net/forum?id=YTWGvpFOQD-
http://arxiv.org/abs/1908.08962
https://proceedings.neurips.cc/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html
https://proceedings.neurips.cc/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html
https://openreview.net/forum?id=rJ4km2R5t7
https://proceedings.neurips.cc/paper/2020/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html
https://proceedings.neurips.cc/paper/2020/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html
https://doi.org/10.1145/3548606.3560562
https://doi.org/10.1145/3548606.3560562

Under review as a conference paper at ICLR 2026

Da Yu, Saurabh Naik, Arturs Backurs, Sivakanth Gopi, Huseyin A. Inan, Gautam Kamath, Janard-
han Kulkarni, Yin Tat Lee, Andre Manoel, Lukas Wutschitz, Sergey Yekhanin, and Huishuai
Zhang. Differentially private fine-tuning of language models. In The Tenth International Con-
ference on Learning Representations, ICLR 2022, Virtual Event, April 25-29, 2022, 2022. URL
https://openreview.net/forum?id=Q42f0df jECO.

Ofir Zafrir, Guy Boudoukh, Peter Izsak, and Moshe Wasserblat. QS8BERT: quantized 8bit
BERT. In Fifth Workshop on Energy Efficient Machine Learning and Cognitive Computing -
NeurlPS Edition, EMC2@NeurIPS 2019, Vancouver, Canada, December 13, 2019, pp. 36-39,
2019. doi: 10.1109/EMC2-NIPS53020.2019.00016. URL https://doi.org/10.1109/
EMC2-NIPS53020.2019.00016.

Yuqing Zhu, Xiang Yu, Manmohan Chandraker, and Yu-Xiang Wang. Private-knn: Practical
differential privacy for computer vision. In 2020 IEEE/CVF Conference on Computer Vision
and Pattern Recognition, CVPR 2020, Seattle, WA, USA, June 13-19, 2020, pp. 11851-11859,
2020. doi: 10.1109/CVPR42600.2020.01187. URL https://openaccess.thecvf.com/
CVPR2020.

A ALGORITHM

Algorithm | summarizes the complete PRIVDISTIL pipeline. Given a pre-trained public LLM, a
public dataset D,,;, and a private dataset Dp,;,,, along with user-defined parameters (clusters £,
samples m, training epochs Rp,i», Rpus, Rae, and privacy budget (e, 9)), the procedure outputs a
compressed model that satisfies (£, §)-DP. The process is divided into five stages: (1) building and
training a domain classifier with a portion of the privacy budget, (2) clustering the public corpus, (3)
selecting public data via adjusted importance sampling, (4) conducting public knowledge distillation
on the selected samples, and finally (5) privately fine-tuning the model using DP-SGD on Dy,;.;,.

A.1 ALGORITHM ANALYSIS

Model Utility. In PRIVDISTIL, only two components are subject to DP noise, as highlighted by the
green models in Figure 2: the domain classifier and the final fine-tuned student model. Crucially,
the domain classifier is only used for data selection and does not directly affect the model’s final
accuracy, since it lies outside the main pre-training, compression, and fine-tuning pipeline. Hence,
whereas two large models were previously perturbed by DP (see Figure 1), we now reduce the
noise impact to essentially one main component (the student model). Moreover, the large model
previously subjected to DP noise (i.e., the teacher) is replaced by a much smaller domain classifier.
Since prior studies indicate that larger models suffer more from DP-induced noise (Shen et al.,
2021), our approach can significantly decrease the detrimental effect on utility compared to earlier
frameworks.

Privacy Budget. Although PRIVDISTIL introduces a second DP-protected component (the domain
classifier), this classifier is notably smaller and simpler than the teacher model it replaces. More-
over, such a simple model often converges faster under DP-SGD and thus accrues a lower overall
privacy cost. This phenomenon arises because each DP-SGD iteration expends part of the privacy
budget, meaning fewer required iterations translate to less total privacy expenditure. Additionally,
public and private datasets typically differ substantially in real-world scenarios, making the domain-
classification task relatively straightforward. Consequently, the domain classifier can often achieve
satisfactory performance with a minimal privacy budget. In cases where the private and public
datasets closely resemble each other, the classifier need not be highly precise—again allowing a
modest budget. In both scenarios, PRIVDISTIL yields lower total privacy costs than the previous
DP-KD framework, where the large teacher model also consumed privacy budget.

Privacy Guarantee. Recall that the input to PRIVDISTIL comprises a public pre-trained LLM,
a public corpus Dy,p, and a private corpus Dp,;,, (see Algorithm 1). We denote the first three
steps—training the domain classifier, clustering, and adjusted importance sampling—as the data
selection procedure My : Dpyp — D). Which operates under privacy budget (€1,01). The

pub>®
subsequent knowledge distillation step Mkp is a post-processing operation on D{,ub, incurring no
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Algorithm 1 The PRIVDISTIL Pipeline.

Input: Public pre-trained LLM, public corpus D, private dataset Dp,.;»,, number of clusters k, number of
samples m, private fine-tuning rounds R,., public knowledge distillation rounds R, domain classifier
training rounds Rgc, privacy budget (e, 9).

Output: Compressed language model satisfying (&, §)-DP.

1: Determine how to split (g, ¢) into (e1, d1) for domain classifier training and (g2, d2) for the final fine-tuning
2: // 1. Domain Classifier Training

3: Initialize domain classifier f

4: fori = 1to R4 do

5 Train f with DP-SGD on Dpriv U Dpus using (€1, 01)

6: end for

7: // 2. Public Corpus Clustering

8: Generate embeddings for samples in Dy, using the LLM

9: Perform k-means clustering on these embeddings to obtain & clusters
10: // 3. Adjusted Importance Sampling

11: selected-samples «+ {}

12: while —selected_samples— < m do

13: for each cluster C; in the k clusters do

14: s* «— argmaxsec; f(s)

15: Add s* to selected_samples; remove s* from C;
16: if —selected_samples— > m then

17: break

18: end if

19: end for

20: end while

21: // 4. Public Knowledge Distillation

22: Initialize student model by copying and reducing layers from the LLM
23: fori = 1to Rpup do

24: Distill knowledge from the LLM on selected_samples

25: end for

26: // 5. Final Fine-tuning

27: fori =1to Rpriv do

28: Fine-tune the compressed model on Dy,.;, with DP-SGD using (£2, d2)
29: end for

30: return Compressed language model with DP guarantee

additional privacy cost. We then obtain a compressed model
LM < Mxp (LLM, D;ub).

Finally, LM is fine-tuned on D,,;, via a DP algorithm Mgy using a budget of (2, d2). Combining
these steps under the advanced composition property (Steinke, 2022) ensures the entire procedure
remains (g, 0)-DP:

Theorem 1 (Advanced Composition of Approximate (¢, §)-DP (Steinke, 2022)). Let

M(Dpriv) = (Msel(Dpriv), MKD+FT(Dp'riv7 ;ub))
Then M is (e, 0)-DP relative to Dpyiy, for any 6 > 81 + 6o, with
£ = min{sl +e9, $(eT+63) + \/2 log(1/6") (€2 + 5%)},
where §' = 6 — (61 + 02).

In our experiments, we use the private random variable (PRV) accountant (Gopi et al., 2021; Ghazi
et al., 2022) to obtain tighter numerical bounds. Other advanced accountants, such as Rényi Differ-
ential Privacy (RDP) (Mironov, 2017), could be similarly applied to track and manage the overall
privacy cost.

B TRAINING AND HYPERPARAMETER DETAILS

For both domain classifier training and model compression, we follow the same configurations
across all datasets, as described in Section 4.1. Note that each sample in MNLI, QNLI, and QQP
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includes two separate sentences. To integrate these into a mixed dataset with the public corpus, we
handle each sentence independently. Consequently, we train two domain classifiers for each dataset
and select the one with the higher prediction loss. Specifically, we use the “premise” field for MNLI,
the “sentence” field for QNLI, and the “answer” field for QQP. Compared to DPKD (Mireshghallah
et al., 2022), our setup employs fewer total epochs (3 for domain classifier training, 10 for model
compression, and 20 for fine-tuning, versus 75 in DPKD) and larger batch sizes during fine-tuning.
We implement these large batches efficiently using Opacus’s BatchMemoryManager.

Table 5: Detailed hyperparameter settings.

Dataset Size d(e =4/e =1) Learning Rate Batch Size

SST2 67K  1.5e-5/1.5e-6 Se-4 2048
QNLI 105K 9.5e-6/9.5e-7 8e-4 8192
MNLI 393K 2.5e-6/2.5e-7 8e-4 16384
QQP 364K 2.7e-6/2.7e-7 Se-4 8192

Domain Classifier Training. We set the number of epochs to 3, batch size to 1,024, and learning
rate to 0.001. We randomly select 50k private and 200k public samples to fine-tune the classifier.

Data Selection. We vary the number of clusters k& € {1,2,3,5,8 10,15,20} and select
an equal number of samples from each cluster, with the total number of selected samples in
{200k, 500k, 1M, 2M}. By default, ¥ = 10 and we select 500k samples in total.

Model Compression. We train for 10 epochs with a batch size of 800 and a learning rate of
0.0005. The distillation loss combines multiple objectives, each given equal weight. To improve
performance, we initialize the student model with specific layers from the teacher, following Distil-
BERT (Sanh et al., 2019).

Fine-tuning. We fine-tune for 20 epochs, varying the learning rate in {5.0 x 104, 8.0x 1074, 1.0x
1073, 1.2 x 1073, 2.0 x 1073} and batch size in {2048, 4096, 8192, 16384 }. We report the best
result from all hyperparameter combinations. As is standard practice (Mireshghallah et al., 2022;
Tramer & Boneh, 2020), we do not account for hyperparameter tuning in the privacy budget.

Implementations. We use Opacus 1.4.0, Transformers 4.31.0, PyTorch 2.0.1, scikit-learn 1.2.2, and
Python 3.8.16. Our experiments run on Tesla V100 GPUs. We use distributed training in PyTorch for
model compression, and single-GPU training for DP domain classifier training and DP fine-tuning.

C IMPACT OF MODEL ARCHITECTURE

In this experiment, we investigate how model architecture affects PRIVDISTIL. We evaluate two
teacher models: BERT (Devlin et al., 2019) and GPT-2 (Radford et al., 2019). For GPT-2, we exam-
ine the compression process from GPT-2 to DistilGPT2. The private dataset used in this experiment
is fixed as SST2.

Observations. The results, illustrated in Table 6, demonstrate the influence of model architecture on
the effectiveness of PRIVDISTIL. Overall, PRIVDISTIL is highly effective and generally outperforms
DPKD in both configurations, highlighting its adaptability and stability.

Moreover, we observe that the effectiveness of PRIVDISTIL does not significantly vary across dif-
ferent model architectures. Consequently, in the subsequent sections, we will use BERT as the fixed
model architecture for a more in-depth investigation of our approach.

D IMPACT OF CLUSTERING METHODS

Recall that we utilize the embeddings generated by the teacher model to execute clustering, thereby
potentially leveraging the knowledge of the teacher model and consequently achieving proficient
performance. To understand the impact of the clustering method, we compare the proposed cluster-
ing method with a randomly implemented clustering method, which is defined as follows. Suppose
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Table 6: The impact of model architecture.

Teacher Training e=1 e=4
DPKD 78.5 82.7
BERT PRIVDISTIL (Ours) 85.6 89.2
DPKD 80.2 85.3
GPT-2 PRIVDISTIL (Ours) 84.4 86.8

Dpup is our data and k is the number of clusters we aim to create. An evenly random clustering
method can be described as:

Ci={x € Dpyp : * mod k =1}

In this definition, x represents an individual data point, and ¢ symbolizes a specific cluster index.
Each data point x is assigned to a cluster C; based on the remainder of the division of x by k. It
should be noted that random clustering can also control over generalization ability since conducting
adjusted importance sampling on the generated clusters can also enhance the diversity of the selected
data. However, it does not utilize any knowledge from the teacher model.

In this experiment, we fix the private dataset as SST2, set the privacy budget to € = 4, fix the teacher
model to BERTpAsE, and maintain a compression ratio of 0.5.

Observations. Figure 5 compares the end-to-end performance between the random clustering
method and the proposed method, which uses the embedding generated by the teacher model. We
can observe that random clustering typically achieves peak performance when the the number of
clusters is 15, with an accuracy of 88.7%. On the other hand, the proposed method reaches peak
performance when the number of clusters is 10, attaining an accuracy of 89.2%. Therefore, the peak
performance achieved by the proposed method is considerably higher than that of random clustering.
This highlights the importance of using the knowledge extracted from the teacher model.

89.2  _._ Clustering with Embedding /'
Random Clustering

89.0

%)

A
88.2 \/

1 2 3 5 8 10 15 20
# of clusters

Figure 5: The impact of clustering method.

E IMPACT OF INITIALIZATION METHOD

Recall that our knowledge distillation method aligns with both DistilBERT (Sanh et al., 2019)
and DPKD (Mireshghallah et al., 2022), initializing the student network using the teacher model’s
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weights. In the proposed PRIVDISTIL framework, compression occurs before fine-tuning; thus, the
compressed model can only be initialized using the pre-trained teacher model’s weights. Conversely,
in DPKD, fine-tuning occurs before compression, providing an alternative option to initialize using
the weights of the fine-tuned teacher model. This section offers a comparative analysis between
PRIVDISTIL and both versions of DPKD, with initialization using the pre-trained teacher model de-
noted as PT, and using the fine-tuned teacher model as FT. In this experiment, we set the privacy
budget to € = 4, fix the teacher model to BERTpasE, and maintain a compression ratio of 0.5.

Observations. Table 7 illustrates the impact of the initialization method on the performance of
DPKD. We observe that when ¢ = 4, utilizing weights from the pre-trained teacher model yields
superior results, whereas when € = 1, employing weights from the fine-tuned teacher model is
more effective. However, there is only a modest average variance of only +0.3%. Nevertheless,
the proposed PRIVDISTIL framework outperforms both versions of DPKD across all tested privacy
budget scenarios.

Table 7: The impact of the initialization method.

Budget Training Init. MNLI QNLI QQP SST2 Avg

FT 683 803 77.0 80.0 764
=1 DPKD PT 675 801 784 785 76.1

PRIVDISTIL (Ours) PT 68.5 80.1 82.3 86.7 79.4

FT 723 829 821 826 800
e=4 DPKD PT 728 830 826 827 803

PRIVDISTIL (Ours) PT 73.3 83.3 84.8 89.2 82.7

F ERROR RATE OF DOMAIN CLASSIFIERS

In this section, we report the performance of our domain classifiers. For each private dataset, we
randomly select 50,000 samples from the private corpus and 250,000 samples from the public corpus
to fine-tune the domain classifier. We then measure the error rate (i.e., the misclassification rate)
on a test set composed of 15,000 private examples and 15,000 public examples. Throughout this
section, the entire privacy budget is allocated solely to fine-tuning the domain classifier, so the e = 1
setting here corresponds to the same setting used in our main text. Table 8 summarizes the results.
We observe that DP noise has a minimal impact on the classifier’s performance; the classifier can
accurately distinguish between private and public examples. We attribute this to the simplicity of
the domain classification task in our scenario and the relatively large gap between private and public
data distributions.

Table 8: The error rate of domain classifiers.

SST2 QQP QNLI MNLI
e=1 0 1.7e-5 3.7e-5 6.0e-5
e=2 0 1.3e-5 3.7e-5 2.0e-5
e=4 0 1.3e-5 2.3e-5 2.0e-5

G DISCUSSION

PRIVDISTIL is designed with data selection as its principal component to enhance the privacy-utility
trade-off. However, this framework relies on data selected from a provided public corpus; thus, in
the absence of public data for specific scenarios—such as some medical tasks—it cannot function.
In such cases, the domain classifier, originally used as a sampler for data selection, can be replaced
with a DP generator. This generator, which might be a diffusion model, can be trained on private
data to produce synthetic public data that mirrors the private data’s distribution. The newly generated
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public data then serves as training material for the knowledge distillation process. Future research
could explore this approach further.

Notably, the requirement for public data (auxiliary data) is a common assumption in the field of DP
machine learning research. This assumption is not unique to our paper but is also present in methods
such as PATE (Papernot et al., 2017) and Private-knn (Zhu et al., 2020). Auxiliary data generally
refers to data that share the same distribution as sensitive data but is publicly available. Nonetheless,
we have demonstrated that our strategy exhibits good transferability and is not strictly limited to
public datasets with the same distribution. We believe this represents a relaxation of the auxiliary
data assumption compared to prior works in DP machine learning.

Furthermore, while our discussion and implementation center on a single-party scenario, it is worth
noting that our framework is adaptable to both single-party and multi-party situations. In a multi-
party context, the private data originates from multiple sources. Consequently, both the domain
classifier training and private fine-tuning processes can be facilitated through federated learning.
In these instances, the DP-SGD algorithm would need to be supplanted by the DP-FedAvg algo-
rithm (McMahan et al., 2017) to integrate DP noise during aggregation. Although PRIVDISTIL
provides a promising foundation, the adaptation, execution, and assessment of the methodology
in multi-party contexts necessitate further exploration and rigorous validation. Future research en-
deavors will delve deeper into the complexities and nuances of multi-party scenarios, evaluating
the adaptability, scalability, and efficiency of PRIVDISTIL in these environments. We also note that
the proposed PRIVDISTIL can be further combined with pruning strategies Gordon et al. (2020);
Hou et al. (2020) and quantization strategies for enhanced efficiency Shen et al. (2020); Zafrir et al.
(2019). We leave the exploration of this combination to future work. PRIVDISTIL is also considered
suitable for the image domain. However, this application becomes more challenging since it is much
harder to find similar data samples in the image domain compared to the language domain. We leave
this exploration to future work.
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