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Abstract

Introduced by Korpelevich in 1976, the extragradient method (EG) has become a
cornerstone technique for solving min-max optimization, root-finding problems,
and variational inequalities (VIs). Despite its longstanding presence and significant
attention within the optimization community, most works focusing on understand-
ing its convergence guarantees assume the strong L-Lipschitz condition. In this
work, building on the proposed assumptions by Zhang et al. [2020b] for minimiza-
tion and Vankov et al. [2024] for VIs, we focus on the more relaxed a-symmetric
(Lo, L1)-Lipschitz condition. This condition generalizes the standard Lipschitz
assumption by allowing the Lipschitz constant to scale with the operator norm,
providing a more refined characterization of problem structures in modern machine
learning. Under the c-symmetric (Lg, L1 )-Lipschitz condition, we propose a novel
step size strategy for EG to solve root-finding problems and establish sublinear
convergence rates for monotone operators and linear convergence rates for strongly
monotone operators. Additionally, we prove local convergence guarantees for weak
Minty operators. We supplement our analysis with experiments validating our
theory and demonstrating the effectiveness and robustness of the proposed step
sizes for EG.

1 Introduction

Min-max optimization problems have recently attracted significant interest due to their widespread
applications in machine learning, such as reinforcement learning [Brown et al., 2020, Sokota et al.,
2023], distributionally robust optimization [Namkoong and Duchi, 2016], and generative adversarial
network training [Goodfellow et al., 2020]. These problems are often formulated as variational
inequalities (VIs) [Ryu and Yin, 2022, Gidel et al., 2019, Sokota et al., 2023]. In the unconstrained
case, the VI problem simplifies to the root-finding problem [Luo and Tran-Dinh, 2022, Tran-Dinh,
2024], defined as follows [Gorbunov et al., 2022b]:

Find =, € R? such that F(z,) = 0, (1)

where I : R? — R? is an operator. Root finding problems of the form (1) encompass a variety of
problems as special cases, such as: (i) Unconstrained minimization: finding a stationary point of
min,cge f(z), is equivalent to solving (1) with F'(z) = V f(x), (ii) Min-max optimization: Let
min,, cgd; Max,, cgd, L(w1, ws) where L : R4 x R — R. In this scenario, if in (1), the operator
is selected as follows:

F() = (Vi Lwy, ws) T, =V, L(wy, ws)T) )

then solving (1) amounts to finding a stationary point z, = (wy,,w,,)’ € R4+ of the min-
max problem, which for convex-concave functions L is a global solution (Nash equilibrium), i.e.,
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L(wis, ws) < L({Wyx, was) < L(w1,was) [Luo and O’Neill, 2025, Choudhury et al., 2024], and
(iii) Multiplayer games: A Nash equilibrium z, = (w/,,... ,w]—\r,*)—r of an N-player game in
which each player ¢ minimizes their own convex objective £;(w;, w_;) with respect to w; (here

w_; denotes the actions of all players except 7) is also captured by (1), with an operator F'(x) =
(Van L1(w1,w_1)T, .., Vi Ly (wn, w_n)T) ' [Yoon etal., 2025].

Problem (1) and algorithms for solving it have been studied extensively in recent years under different
conditions on the operator F' [Loizou et al., 2021, 2020, Gorbunov et al., 2022a, Diakonikolas et al.,
2021, Choudhury et al., 2024]. One of the well-known algorithms for solving VIs and root-finding
problems of the form (1) is the extragradient (EG) method [Korpelevich, 1977] due to its superior
convergence guarantees [Gorbunov et al., 2022b]. The algorithm is defined as follows

Ty = xp—wF(a),
Thy1 = Tk —wpF(T) 3

where v, > 0 and w, > 0 are the extrapolation step size and update step size, respectively. Since
its original inception by Korpelevich, the EG method was revisited and extended in various ways,
e.g., non-monotone operators [Diakonikolas et al., 2021, Fan et al., 2023] stochastic [Mishchenko
et al., 2020, Gorbunov et al., 2022a, Choudhury et al., 2024, Li et al., 2022], distributed [Beznosikov
et al., 2022]. Despite a rich literature for analysing EG and its variants, most of the existing
convergence guarantees heavily rely on the L-Lipschitz assumption of the operator F' [Korpelevich,
1977, Diakonikolas et al., 2021], i.e.

1F(z) = F(y)ll < Lllx —y|| 4)

forall x,y € R<. However, this assumption can be restrictive; for instance, the operator F'(z) = x2

for € R does not satisfy (4) for any finite L [Zhang et al., 2020b]. The primary goal of this work is
to relax this assumption and establish convergence guarantees under a more general framework.

Relaxing the L-Lipschitz Assumption. Recently, Zhang et al. [2020b] introduced the
(Lo, L1)-smoothness assumption for the minimization problems. Specifically, for min,cga f(z),
Zhang et al. [2020b] assume ||V f(x)| < Lo + L1||V f(z)|| (when f is twice differentiable) and
later [Chen et al., 2023] proved that this is equivalent to:

V(@) =Vl < (Lo + L[V (@) [z =yl ©)

Zhang et al. [2020b] demonstrated that modern neural networks, such as LSTMs (Long Short-Term
Memorys) [Hochreiter and Schmidhuber, 1997], align with (Lg, L1 )-smoothness assumption rather
than the traditional L-smoothness assumption (i.e. ||V f(x) — Vf(y)|| < L||z — y||). Moreover, they
used this assumption to justify why gradient clipping speeds up neural network training. Later, Ahn
et al. [2024] showed that similar trends hold for the transformer [Vaswani et al., 2017] architecture.

In Figure 1, we present an example demonstrating the
validity of the (Lo, L1 )-smoothness condition (5) for the
iterates of the EG. Similar plots have been presented for
gradient descent methods [Zhang et al., 2020b, Gorbunov
et al., 2025], but to the best of our knowledge, this lin-
ear connection between ||[V?2f(xy)|| and ||V f(zy)| for
EG iterates was never reported before. Following Gor-
bunov et al. [2025], we consider the minimization problem
min,cga f(z) := log (14 exp(—a'z)), and plot the val-
ues of || V2 f(z)]| on the y-axis against |V f ()| on the
z-axis. Each point is colored according to the iteration
index k, as indicated by the accompanying colorbar. The

resulting plot reveals an approximately linear relationship " ° Gradient Norm
between || V2 f(zx)| and ||V f(z1)]|, thereby supporting

the modeling of this function within the | V2 f(x)|| < Figure 1: Scatter plot of (IV2 £ ()| on y-
Lo + L1||Vf(2)| or (Lo, Ly)-smoothness framework. ~ axis and ||V f(x)|| on z-axis.
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Now, let us consider the min-max optimization problem min,, cgd, max,,, cga, £(w1,wz), which
is captured by (1) with the operator (2). If the operator F' is L-Lipschitz, then its Jacobian matrix
J(x), defined in (11), satisfies ||J(z)|| < L for all z = (w; ,w, )" (follows from Theorem 2.1



with L; = 0). For example, consider the quadratic min-max objective min,,, max,,, £(w,ws) =
Lw? + wywy — %w% In this case, implementing the EG method and plotting the Jacobian norm
ﬁJ (x)]| (on the y-axis) against the operator norm || F'(z)|| (on the xz-axis) yields a horizontal line

parallel to x-axis (see Appendix B).

However, this behaviour does not persist for more complex problems. For instance, for the cubic
objective

: 1 1
min,, max,, £(wy,ws) = sw} + wiws — w3, (6)

[[J(xx)|l increases with the ||F'(x)||. This observation suggests that the standard Lipschitz
assumption may be overly restrictive for capturing the structure of such problems (check Figure 2).

To better model this relationship, we investigate a relaxed
condition of the form ||J(z)|| < Lo + L1||F(z)||* with
a € (0, 1] which generalizes the standard Lipschitz bound
(for Ly = 0, this boils down to ||J(x)|| < Lo, which
is the Lipschitz property). Note that, instead of @ = 1,
our formulation permits « to lie in the broader interval
(0, 1]. This condition is motivated by the plot in Figure 2,
which suggests a sublinear relationship, resembling the
form h(r) = Lo + L1r® for some « € (0, 1), rather than
a linear trend.
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As we will prove later (in Theorem 2.1), for any i
doubly differentiable min-max optimization problem
min,,, maxy, £(wi,ws), the condition ||J(z)|| < Lo +
L1 ||F(x)||* is equivalent to the operator F satisfying the
a-symmetric (Lg, L1 )-Lipschitz condition (see Assump-
tion 1.1). The equivalent c-symmetric (Lo, L1 )-Lipschitz condition does not rely on second-order in-
formation and applies to a broader class of problems (no need for double differentiability). Therefore,
in the remainder of this work, we focus on analyzing the convergence of EG under the a-symmetric
(Lo, Ly)-Lipschitz assumption [Vankov et al., 2024] on the operator F, defined below.

Gradient Norm

Figure 2: Scatter plot of ||J(z)]|| on y-axis
and || F'(z)|| on z-axis.

Assumption 1.1. F is called a-symmetric (Lg, L1 )-Lipschitz operator if for some Ly, L; > 0 and
a € (0,1],

|F (@)~ F)ll < (Lo + Ly maxaeio,y |F(6z + (1~ 0))]*) o — 9]l Vz.yeRe. ()

Instead of a fixed Lipschitz constant in (4), Assumption 1.1 allows the Lipschitz-like quantity to
depend on the norm of the operator itself along the path from x to y. This assumption generalizes the
standard L-Lipschitz condition (4), corresponding to the special case where Ly = L and L; = 0.
Moreover, the a-symmetric (Lg, L1)-Lipschitz condition provides a more refined characterisation of
operators whose Lipschitz constant depends on their norm, offering a tighter bound by balancing
Ly < Land L; < L. Additionally, (7) provides a more relaxed bound compared to (5) with o = 1.

Classes of Root-finding Problems. Apart from the condition (7), we will also assume ad-
ditional structure on the operator F' to prove convergence. We say the operator F' is monotone or
strongly monotone if it satisfies the following assumption.

Assumption 1.2. F is called monotone if
(F(z) = F(y),z —y) >0 Va,yeR? ®)
and strongly monotone if there is some g > 0 such that
(F(2) = F(y),x —y) > plle —y|*> Vz,y € R% )
This captures convex minimization and convex-concave min-max optimization problems as a special

case. Apart from the monotone operators, we are also interested in some non-monotone operators,
weak Minty operators [Diakonikolas et al., 2021], which satisfy the following assumption.



Table 1: Summary of step size selection for EG under the L-Lipschitz and a-symmetric (Lo, L1 )-Lipschitz

assumptions. Our proposed step size strategy is of the general form v, = m tailored for solving

problems involving a-symmetric (Lo, L1 )-Lipschitz operators.

\ Setup [ Assumption [ «a Vi W |
L-Lipschitz @ ] 0.25
[Mokhtari et al., 2020] L Tk
a-symmetric (Lo, L1)-Lipschitz . {L 1 1 }
Nf“"‘igly 0 [Vankov et al., 2024] ! T 30 5V8eLo” 2B L [F ()] Tk
onotone
a-symmetric (Lg, Ly)-Lipschitz 1 0.21
(Theorem 3.2) Lot Li[E@o] Tk
a-symmetric (L, Ly )-Lipschitz 0,1) 0.61 @
(Theorem 3.4) ’ 2K0+(2K1+21 =2 K}~ %) || F(zx) || Ve
L-Lipschitz 1 e
[Gorbunov et al., 2022b] - L 2
, a-symmetric (Lg, L1)-Lipschitz 0.45
Monotone i 215 L ToF L TFGRT e
a-symmetric (Lo, L1 )-Lipschitz 0,1) 1
(Theorem 3.7) D 2V2Ko+(2v2K1+2°0 2 Ky~ || F () || Tk
L-Lipschitz 1 e
[Diakonikolas et al., 2021] - L 2
L-Lipschitz ) 1 i (F(&k),an—88)
Weak Minty O [Pethick et al., 2022] L P TF )T
nty
a-symmetric (Lo, L1)-Lipschitz 1 0.56 T
(Theorem 3.8) Lo+Li[[F(zk)ll 2
a-symmetric (Lg, L1)-Lipschitz (0,1) 1 e
(Theorem 3.9) Z 2V3Ko+(2V2K1 +2° 0~ V2 K3 =) || F ()| 2

(M Convergence measure  strongly monotone: || — x||%, ® monotone: ming<p< i ||F ()], ® weak minty: ming<r<k [|[F(Zk) II2.
@ For Ko, K1, K2, check Proposition 3.1. Note that, for L; = 0 we have K1 = Ko = 0.

Assumption 1.3. Operator F' is called weak Minty if for some p > 0,
(F(x),z — ) > —p||F(z)]|? vz € R4 (10)

1.1 Main Contributions
‘We summarize the main contributions of our work below.

 Tighter analysis for strongly monotone: We establish linear convergence guarantees for strongly
monotone (9) a-symmetric (Lg, L1 )-Lipschitz problems (see Theorem 3.2, 3.4). In contrast to
the results in Vankov et al. [2024] for o = 1, our analysis shows that linear convergence can be
achieved without incurring exponential dependence on the initial distance to the solution ||z¢ — .||
(see Corollary 3.3).

* First analysis for monotone and weak Minty: We provide the first convergence analysis of EG
for solving monotone (8) and weak Minty (10) problems under a-symmetric (L, L )-Lipschitz
assumption. We establish global sublinear convergence for monotone problems (see Theorem 3.5,
3.7) and local sublinear convergence for weak Minty problems (see Theorem 3.8, 3.9).

* Novel step size for EG: We propose a novel adaptive step size strategy for the EG method designed
to handle c-symmetric (L, L1)-Lipschitz operators. Specifically, all our step size schemes adopt
the general form v = STFATFEOTE where cg, c; > 0 are constants determined by the problem-
dependent parameters Lg, L1, and «. In Table 1, we included a detailed summary of our proposed
step size selection for different classes of operators and compared it with closely related works.

* Numerical experiments: Finally, in Section 4, we present experiments validating different aspects
of our theoretical results. We compare our proposed step size selections with existing alternatives,
demonstrating the effectiveness and robustness of our approach.

2 On the a-Symmetric (L, L )-Lipschitz Assumption

We divide this section into two parts. In the first subsection, we present an equivalent reformulation
of the a-symmetric (Lo, L1)-Lipschitz condition (7) in the context of min-max optimization. In



the second subsection, we provide some examples of operators that satisfy (7) and highlight its
significance.

2.1 Equivalent Formulation of a-Symmetric (Lo, L;)-Lipschitz Assumption

In this subsection, we consider the min-max optimization problem min,,, max,,, £(w, ws). The
corresponding operator F' and Jacobian J are defined as

_ vu}lﬁ(whw?) _ v%u wl‘c(wth) v%u wlﬁ(w17w2)
F($> B |:Vw2£(”UJ1,UJ2):| andJ(x) B |:—Vilw2£(’w1,UJ2) —Vw2w2£(w1,w2) ’ (11)

where z = (w{ ,w,y ). Assuming that F is a-symmetric (L, L1 )-Lipschitz, we obtain the following

theorem.

Theorem 2.1. Suppose F' is the differentiable operator associated with the problem
min,,, maxy,, £(wy,ws). Then F satisfies the a-symmetric (Lg, L;)-Lipschitz condition (7)
if and only if

1@ < Lo + La [ F(x)[|*. (12)

Here J(z) is the Jacobian defined in (11) and ||J(z)|| = omax(J(z)) i.e. maximum singular value
of J(x). In particular, we have ||J(x)|| < L when operator F' is L-Lipschitz.

This result provides an equivalent characterization of the a-symmetric (Lo, L1)-Lipschitz condi-
tion (7) for min-max optimization problems. In practice, it is often easier to verify (12) than to
directly check (7). In Appendix E, we provide an example where we use Theorem 2.1 to verify if an
operator satisfies (7).

2.2 Examples of a-Symmetric (Lg, L;)-Lipschitz Operators

To motivate the significance of this relaxed assumption (7), we present a few instances of
a-symmetric (Lo, L1)-Lipschitz operators that highlight its advantages over the conventional
L-Lipschitz assumption.

Example 1[Gorbunov et al., 2025]: We start with an example from the minimization set-
ting. Consider the logistic regression loss function f(z) = log (1 + exp (—a'x)). Then the
corresponding gradient operator ' = V f satisfies the L-Lipschitz assumption with L = ||a||* and
a-symmetric (Lo, L1 )-Lipschitz assumption with Ly = 0,L; = ||a||, « = 1. Therefore, when
|a]| > 1, the bound provided by 1-symmetric (Lg, L1 )-Lipschitz can be significantly tighter than the
one imposed by the L-Lipschitz condition. This example emphasizes the benefit of the a-symmetric
(Lo, L1 )-Lipschitz framework in scenarios where standard Lipschitz constants are overly pessimistic.

Example 2: Consider the operator F'(z) = (u?,u3) for x = (u1,us) € R? with 2, = (0,0). Then

we can show that
1F(z) — F)ll < 2||F (227 1z — y]| < 2||maxpeio.n F (02 + (1 — 0))]|” Iz — ],

This establishes that F' is 1/2-symmetric (0, 2)-Lipschitz operator. However, this operator F' does not
satisfy the standard L-Lipschitz assumption for any finite choice of L. We add the related details
to Appendix C. Therefore, this example highlights the need for relaxed assumptions on operators
beyond standard L-Lipschitz (4).

Example 3. Consider the following min-max optimization problem, for any p > 1,

min,, max,, L£(wy,ws) = |wy|[PTL + w] Bwy — |wa ||PT1.

p+1 p+1

2p2—1
The corresponding operator F'(x) defined in (2) is 1-symmetric (27'0 + | M]],2 #? 7-1> -Lipschitz,

p—1
for any choice of 1 > 0 and 79y = ( pT_ll) M = {_]%T ](ﬂ . Moreover, F'is not L-Lipschitz

for any finite L. We have added the proof in Appendix C.
In Appendix C, we also provide additional examples that illustrate cases where the operator associated

with a general bilinearly coupled min-max optimization problem or an N-player game satisfies the
a-symmetric (Lg, L1 )-Lipschitz condition.



3 Convergence Analysis

In this section, we present the convergence guarantees of EG for solving monotone, strongly mono-
tone, and weakly Minty operators. For strongly monotone operators, we have linear convergence,
while for monotone and weak Minty operators, we provide sublinear convergence guarantees. To
prove these results, we rely on the similar expression presented in Chen et al. [2023] for the (L, L1 )-
smooth minimization problem. For completeness, we include the proof for a-symmetric (Lo, L1)-
Lipschitz operators in the Appendix.

Proposition 3.1. Suppose F' is a-symmetric (Lo, L )-Lipschitz operator. Then, for oo = 1
[1F(z) = F(y)ll < (Lo + Li[[F(2)]]) exp (Laflz — yl)) |« =y, (13)
and for a € (0,1) we have

IF(z) = F(y)ll < (Ko + Kul|F()]|* + Kallz — y[7*=*) l|lz — o] (14)

where Ko = Lo(2" /'~ + 1), Ky = Ly - 2° /'~ and Ky = L}/* ™" - 2°"/1= . 3%(1 — )*/"~,

Proposition 3.1 eliminates the maximum over 6 € [0, 1] in (7) and provides a simpler upper bound on
the | F'(x) — F(y)||. We divide the rest of the section into three subsections based on the structure of
operators. Moreover, each of these subsections is divided into two parts depending on the value of «,
ie.a=1and o € (0,1).

3.1 Convergence Guarantees for Strongly Monotone Operators

In case of strongly monotone operators (9), we achieve linear convergence rates, analogous to those
obtained under standard L-Lipschitz assumptions [Tseng, 1995, Mokhtari et al., 2020]. For o = 1,
operator I’ satisfies the condition (13). To guarantee convergence for this class of operators, we use
the EG with step size v, = wi, = ¥/(Lo+L1[|F(z¢)|)) and v > 0. Gorbunov et al. [2025] used similar
step sizes for the Gradient Descent algorithm to solve convex minimization problems.

Theorem 3.2. Suppose F' is p-strongly monotone and 1-symmetric (Lg, L1 )-Lipschitz operator.

Then EG with step size v = wp = m satisfy
o k+1
2 2
Tk — Ty S 1-— ) o — Tx
==l < (1~ o e mle =) o

where v > 0 satisfy 1 — 2v — v exp 2v = 0.

The equation 1 — 2 — v exp (2v) = 0 admits a positive solution, approximately v ~ 0.363. Specif-

ically, to ensure ||z — 7. ||? < &, we require K = O ((% + Lolallzo=a.| =0 (LIHI(’*I*”)) log %)
iterations. When L; = 0, we recover the best-known results for the strongly monotone L-Lipschitz
setting [Tseng, 1995, Mokhtari et al., 2020]. Vankov et al. [2024] also studied constrained strongly

monotone problems and obtained similar guarantees with an alternative step size scheme.

However, using a refined proof technique, we can eliminate the exp(L1||zo — 2.||) term from the
convergence rate and establish a tighter bound. One of the intermediate steps of Theorem 3.2 is
proving a lower bound on the step size 7, which can be very loose for large k. We now show that
after a certain number of iterations K’ (51), the operator norm satisfies || F'(zy)| < Lo/, for all
k > K', which implies v, = wy, > v/2L, forall k > K'.

Corollary 3.3. Suppose F'is a u-strongly monotone and 1-symmetric (Lg, L1 )-Lipschitz operator.

Then, EG with step sizes v, = wy, = To L [Pz uarantees |z +1 — x||? < € after at most
2L <|m0—m*||2> 1 <2L1||x0—x*|2)
K=—log|——— | +—log| ——+—— (15)
v 3 Cu ¢?Lo
Term I Term IT

iterations, where we have ¢ := ¥/Lo(1+L1 exp(L1 |zo—2. ||)||zo—z.||), and v > 0 satisfies 1 — 4v —
202 exp(2v) = 0.



This result shows that to reach an accuracy of € > 0, we need (15) iterations. Importantly, Term II in
(15) is independent of &, and the Term I of (15) no longer depends on exp(L1 ||xg — 2.|). Technically,
Term II corresponds to the number of iterations required for the step sizes 7, and wy, to exceed ¥/2Lo,
while Term I captures the iteration complexity of EG with a fixed step size v/2L.

Now, we investigate the behavior of a-symmetric (L, L1 )-Lipschitz operators for 0 < a < 1. In
this regime, we adopt a step size of the order O (|| F'(xr)|| =) and prove the following result.

Theorem 3.4. Suppose F' is p-strongly monotone and a- symmetnc (Lo, L1)-Lipschitz operator
with & € (0,1). Then EG with v, = wy, = satisfy

2Ko+(2K1+21 - aKl NP ()]

+
2 _ v 2
lonss =] < (1 2Ko+<2K1+21*aK;*“><K0+K2nxo—x*n“/lfa)anxo—w*na) o = |

where v € (0, 1) is a constant such that 1 — v — v = 0.

This result establishes linear convergence. In particular, to ensure ||z x — x.||? < ¢, it suffices to run

@/l —o
K=0 (( + UKy +K)llzo—a-| ) log l) iterations. Compared to the L-Lipschitz setting,
m €

the bound here includes an additional dependence on ||z — x,||*/*~*, which grows larger as o — 1.

3.2 Convergence Guarantees for Monotone Operators

In this subsection, we focus on the monotone operators (8). Here we provide the first analysis for the
monotone 1-symmetric (Lg, L )-Lipschitz operators.

Theorem 3.5. Suppose F is monotone and 1-symmetric (Lg, L1 )-Lipschitz operator. Then EG

with step size v, = wi = m satisfy
. 2L2(1+L L . g .
ming<k<k ||F(xk)||2 < 2(14+Ly exp (L1]|zo (w J_\)l|)\wo zu|)?||zo—2 H (16)
where vexpv = 1/v2.
Note that the solution of vexpr = 1/v2 is approximately 0.45. Hence, this result proves

sublinear convergence of EG when F' is monotone. Moreover, (16) implies, EG will need

_ o (Lillmo—aa]® | L3L3 exp 2Ly [|lwo—a.|])[|zo 2. *
K=0 - + 0

) iterations to get || F(zx)||? < & for some

k < K. Therefore the convergence rate exponentially depends on ||zg — x| when Ly > 0. This
shows that 1-symmetric (L, L1 )-Lipschitz operators potentially require more iterations of EG com-
pared to L-Lipschitz operators when initialization xg is far from x,. However, (16) recovers the
best known dependence on ||xg — x| as a special case when L; = 0, i.e. F is a standard Lipschitz
operator [Gorbunov et al., 2022b].

Theorem 3.5 shows that the EG’s convergence rate has an extra term exp (L1 ||zg — z.||) compared
to the results of the Lipschitz setting. One of the intermediate steps in this proof involves an upper
bound on ZkK:o Y2 || F(z)||? (see (56) in Appendix D). Then the simple approach is to get a lower
bound on ~7 for all £ and derive (16). This lower bound on ~7 involves the exp (L1 ||zg — z.]|) term
(see (55) in Appendix D) and can be potentially very small. However, it is possible to eliminate this
exponential dependence using a refined proof technique.

Theorem 3.6. Suppose F is monotone and 1-symmetric (Lg, L1 )-Lipschitz operator. Then EG
with step size v, = wi, = m satisfy

. V2Lo||zo—zx||
mino<k<x |F(@0)ll < S 2m= e o

2 2
where vexpr = 1/v2and K + 1 > 2L1H1V+1”

Note that to obtain this convergence guarantee, a sufficiently large number of iterations is required,
specifically K 4 1 > (2L7llzo—.1*)/,2. Gorbunov et al. [2025] employed a similar proof technique



to eliminate the exponential dependence on the initial distance exp(L; ||xo — 2.]|) in the context of
the Adaptive Gradient method.

Next we state our result for a-symmetric (Lo, L1 )-Lipschitz monotone operator with o € (0, 1).

Theorem 3.7. Suppose F' is monotone and a- symmetrlc (Lo, Ly1)-Lipschitz operator with « €
(0,1). Then EG with v, = wy, = satisfy

2fKo+(2fK1+23“ DRKLT)F ()]

-3 _ _ 2
16 (Ko (K2~ V2 K1~ (Ko+ Kallwo—2. ]| /1 =) o= ) 1o —a. |

ming<p<x [[F(z4)|* < RIT

This theorem establishes a sublinear convergence rate for a € (0,1). In the special case where
Ly = 0 (i.e., the standard L-Lipschitz setting), we have K; = K3 = 0 by Proposition 3.1. Thus, our
result recovers the best-known rate O (L§llzo—=-/*/k +1) from Gorbunov et al. [2022b]. On the other

2+4a 2
hand, when L; > 0, we obtain a convergence rate of O [ llzo—z«l " == /g 41 |. Furthermore,

as « — O—which corresponds again to the L-Lipschitz setting—our step sizes 7y, and wy become
constant, and we recover the standard convergence rate O (Hmo—m* ||2/ K+1). This matches the classical
result for monotone L-Lipschitz operators up to constants, emphasizing the tightness of our analysis.

3.3 Local Convergence Guarantees for Weak Minty Operators

Beyond the monotone operators, it is also possible to provide convergence for weak Minty opera-
tors (10) under some restrictions on p > 0. In contrast to the monotone problems where we used the
same extrapolation and update step v, wg, here we use smaller update step size wy. Specifically,
we employ wy, = 7V#/2, similar to Diakonikolas et al. [2021] for handling weak Minty L-Lipschitz
operators.

Theorem 3.8. Suppose F' is weak Minty and 1-symmetric (L, L1 )-Lipschitz assumption. More-
over we assume

B = Lo(1+La[lzo—z. [[eb1leo—==T) 4p > 0. a7

Then EG with step size v = Lo FET and we = /2 satisfies

ALo (1 + Ly exp (La[lxo — @) w0 — 2. |]) [lwo — =+ |
2 o 4o 1 1
ogllcng 1F @I < vA1(K +1)

(18)

where vexprv = 1.

To the best of our knowledge, this is the first result establishing convergence guarantees for weak
Minty, a-symmetric (Lo, L )-Lipschitz operators. Similar to the monotone case, we obtain a
sublinear convergence rate for weak Minty operators. However, the condition in (17) indicates that
the initialization point xy must be sufficiently close to the solution x, in order to ensure convergence.
Consequently, Theorem 3.8 only provides a local convergence guarantee.

In the special case where L; = 0, i.e., the standard L-Lipschitz setting, condition (17) reduces to
the simpler requirement p < ¥/4L,. Similar assumptions on p have been made in prior works such
as Diakonikolas et al. [2021] and Pethick et al. [2022] for the L-Lipschitz weak Minty setting. Finally,
we extend our analysis to the case o € (0,1), and present a corresponding theorem establishing
sublinear convergence under analogous restrictions on p.

Theorem 3.9. Suppose F' is weak Minty and «-symmetric (Lg, L )-Lipschitz operator with
€ (0,1). Moreover we assume

e 1 _
Ao = 5 AR T AR et Kalme o me—ae — 42 >0 (19

Then EG with step size v = and wy, = 7#/2 satisfy

1
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4 Numerical Experiments

In this section, we conduct experiments to validate the efficiency of our proposed step size strategy
Yk = soFeTF@oye With a = L. In the first experiment, we compare our step size choice with that
of Vankov et al. [2024] on a strongly monotone problem, and in the second experiment, we make a
comparison with the constant step size strategy for solving a monotone problem. Finally, we evaluate
our scheme for solving the GlobalForsaken problem from Pethick et al. [2022]. All experiments in
this work were conducted using a personal MacBook with an Apple M3 chip and 16GB of RAM. We
provide the code for all of our experiments at https://github.com/isayantan/LOL 1 extragradient.
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Figure 3: In Figures 3a and 3b, we compare our proposed adaptive step size strategy with that of Vankov et al.
[2024]. We report the relative error and the magnitude of the step size over iterations.
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Figure 4: In Figures 4a and 4b, we evaluate the performance of the EG method on the problem in (20), using
both a constant step size and the (Lo, L1)-adaptive step size. We report the relative error and the magnitude of
the step size over iterations.

Performance on a Strongly Monotone Problem. In this experiment, we compare our theoretical
step sizes with those from Vankov et al. [2024]. Here, we implement EG for solving the operator
F(z) = (sign (u1) |uy| + uz, sign (uz) |uz| — u1). This problem has constants Ly = 1 + 2+/2 and
L1 = 2+/2. For our method, we use Ve = Wk = m while for EG [Vankov et al., 2024]
1 1 1

) 41 2v/2eLo 2v2eLy || F(zk) || }
error % on the y-axis while number of iterations on the z-axis. We find that our proposed step
size outperforms that of Vankov et al. [2024]. Moreover, in Figure 3b, we compare the magnitude of
the step size and how it evolves over the iterations. We find that the step size of Vankov et al. [2024]
remains constant at approximately 0.02, whereas our proposed step size increases to a value larger
than 0.032. These experiments highlight the efficiency of our proposed step size.

we use stepsize y; = wp = min { . In Figure 3a, we plot the relative


https://github.com/isayantan/L0L1extragradient

Performance on a Monotone Problem. Here we consider the following min-max optimization
problem

min,,, cga Max,,, cga L(w1, ws) = % (wlTAwl)s/ +w{ Bwy — 1 (w ng) o . (20)

where A, B, C € R¥*? are positive definite matrices. Note that, when d = 1, and A, B, C are just
scalars equal to 1, this problem reduces to (6). The corresponding operator of this problem is given
by

(wlTAwl) /2 Aw; + Bws

(w;ng)l/2 Cwy — BTuy

Furthermore, we show that £ is convex-concave and has an equilibrium only at wy, ws = 0 € R?
(check Appendix F). To solve (20), we implement the EG method using two types of step size strate-
gies: (1) a constant step size v = wg = /¢, and (2) an adaptive step size v = wr = Y(co+c1||F(ai)|)-
For the constant step size EG, we perform a grid search over ¢ € {10%,10%,10%,10°,105,107}.
We find that ¢ = 10° yields the best performance: larger values lead to slower convergence, while
smaller values cause divergence. Figures 4a and 4b present the relative error and step size for the
case ¢ = 10°. For our adaptive EG method, we perform a grid search over ¢ € {10,100, 1000} and
¢1 € {0.1,1, 10}, evaluating all 9 possible combinations. The performance of all adaptive variants is
plotted in Figures 4a and 4b. We observe that most combinations outperform the constant step size
EG, with (co, c1) = (10, 10) achieving the best results (see Figure 4a).

o= [Tt -

Interestingly, while the adaptive EG starts with smaller step sizes compared to the constant step size
EG, its step sizes increase over time and eventually surpass those of the constant step size approach
(see Figure 4b). This highlights the practical effectiveness of our proposed method in handling
non-Lipschitz operators such as the one in (20).

Performance on a Weak Minty Problem. Here we consider the unconstrained GlobalForsaken
problem from Pethick et al. [2022] given by
i L(wq, = — , 21
min gﬁﬁ (w1, w2) = wiwz + Y(wi) — P(wz) (21)
where ¢ (w) = QL — % + % 7 As shown in Pethick et al. [2022], the saddle-point problem in (21)
admits a global Nash equilibrium at (wy,w2) = (0, 0) and satisfies the weak Minty condition (10)
with parameter p ~ 0.119732. We implement Adap-
tiveEG+, EG+ and EG with our step size strategy to
solve this problem. For each algorithm, we perform step
size tuning on a a grid of {107°,107%,--- ,10%}. We 0s

1.0

observe that both AdaptiveEG+ and EG+ perform best

with a fixed step size of y;, = 0.1. For our method, we g oo Kﬂ)

set the step size parameters as (cg,c¢1) = (1, 1). In Fig-

ure 5, we present the trajectory plots of these algorithms, o T acaptiveEanfathcl & 20281
all initialized at (w1, ws) = (1,1). Our findings indicate G (This Work)

that all algorithms eventually converge to the equilibrium e e

(0,0), but the convergence of our method is significantly Ho s oo o5 10
faster. This demonstrates the advantage of our step size e

strategy jn solving c;hallenging problems that satisfy only Figure 5: Trajectories of algorithms for solv-
weak Minty conditions. ing problem (21).

5 Conclusion

This work extends the analysis of the EG method to a broader class of a-symmetric (Lg, L1)-
Lipschitz operators. We establish new convergence guarantees for strongly monotone, monotone, and
weak Minty settings, supported by a novel adaptive step size rule.

A limitation of our current analysis is that it focuses solely on root-finding problems and does not
handle the constrained setup. However, the results included in this work advance the theoretical
understanding of EG and open several promising directions, including extensions to constrained
and stochastic settings, as well as the analysis of optimistic gradient methods under this relaxed
assumption. Furthermore, another important research direction is the estimation of the unknown
constants «, Lo, L1, which would pave the way for fully adaptive algorithms.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]
Justification: see Section 3 and 4.
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims made in the
paper.

 The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

« It is fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: see Section 3.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that the paper
has limitations, but those are not discussed in the paper.

¢ The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to violations of
these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to provide
closed captions for online lectures because it fails to handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to address problems
of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and a complete
(and correct) proof?

Answer: [Yes]
Justification: see Section 1 and 3.
Guidelines:
* The answer NA means that the paper does not include theoretical results.

¢ All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
¢ All assumptions should be clearly stated or referenced in the statement of any theorems.
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* The proofs can either appear in the main paper or the supplemental material, but if they appear in
the supplemental material, the authors are encouraged to provide a short proof sketch to provide
intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

¢ Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main experimental
results of the paper to the extent that it affects the main claims and/or conclusions of the paper
(regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: see Section 4.
Guidelines:

¢ The answer NA means that the paper does not include experiments.

« If the paper includes experiments, a No answer to this question will not be perceived well by the
reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

« If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might suffice,
or if the contribution is a specific model and empirical evaluation, it may be necessary to either
make it possible for others to replicate the model with the same dataset, or provide access to
the model. In general. releasing code and data is often one good way to accomplish this, but
reproducibility can also be provided via detailed instructions for how to replicate the results,
access to a hosted model (e.g., in the case of a large language model), releasing of a model
checkpoint, or other means that are appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe the
architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should either be
a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]
Justification: see Section 4.
Guidelines:

¢ The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

¢ While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).

¢ The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.
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* The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

¢ The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

¢ At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

* Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specity all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]
Justification: see Section 4.
Guidelines:

¢ The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail that is
necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-
tion about the statistical significance of the experiments?

Answer: [NA]
Justification: all experiments are deterministic.
Guidelines:

* The answer NA means that the paper does not include experiments.

e The authors should answer "Yes" if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

¢ The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

* The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

¢ The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error of the
mean.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should preferably report
a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is
not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

« If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?

Answer: [Yes]
Justification: see Section 4.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud
provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual experimental
runs as well as estimate the total compute.
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9.

10.

11.

* The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into
the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS Code
of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: the paper follows NeurIPS Code of Ethics.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

« If the authors answer No, they should explain the special circumstances that require a deviation
from the Code of Ethics.

¢ The authors should make sure to preserve anonymity (e.g., if there is a special consideration due
to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal impacts
of the work performed?

Answer: [NA]
Justification: the paper is mostly theoretical and does not have a direct societal impact.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal impact or
why the paper does not address societal impact.

« Examples of negative societal impacts include potential malicious or unintended uses (e.g.,
disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied to particular
applications, let alone deployments. However, if there is a direct path to any negative applications,
the authors should point it out. For example, it is legitimate to point out that an improvement in
the quality of generative models could be used to generate deepfakes for disinformation. On the
other hand, it is not needed to point out that a generic algorithm for optimizing neural networks
could enable people to train models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for monitor-
ing misuse, mechanisms to monitor how a system learns from feedback over time, improving the
efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators, or
scraped datasets)?

Answer: [NA]
Justification: we do not release data or models.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere to
usage guidelines or restrictions to access the model or implementing safety filters.

» Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.
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12.

13.

14.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,
properly credited and are the license and terms of use explicitly mentioned and properly respected?

Answer: [Yes]
Justification: see Section 4.
Guidelines:

* The answer NA means that the paper does not use existing assets.

» The authors should cite the original paper that produced the code package or dataset.

¢ The authors should state which version of the asset is used and, if possible, include a URL.
* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

» For scraped data from a particular source (e.g., website), the copyright and terms of service of
that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the package should
be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

 For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation provided
alongside the assets?

Answer: [NA]
Justification: the paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their sub-
missions via structured templates. This includes details about training, license, limitations,
etc.

¢ The paper should discuss whether and how consent was obtained from people whose asset is
used.

¢ At submission time, remember to anonymize your assets (if applicable). You can either create an
anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper include
the full text of instructions given to participants and screenshots, if applicable, as well as details about
compensation (if any)?

Answer: [NA|
Justification: not applicable.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with human

subjects.

* Including this information in the supplemental material is fine, but if the main contribution of the
paper involves human subjects, then as much detail as possible should be included in the main
paper.

¢ According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.

. Institutional review board (IRB) approvals or equivalent for research with human subjects

Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an
equivalent approval/review based on the requirements of your country or institution) were obtained?

Answer: [NA]
Justification: not applicable.

Guidelines:
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* The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly state
this in the paper.

* We recognize that the procedures for this may vary significantly between institutions and

locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

* For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or non-standard
component of the core methods in this research? Note that if the LLM is used only for writing,
editing, or formatting purposes and does not impact the core methodology, scientific rigorousness, or
originality of the research, declaration is not required.

Answer: [NA]
Justification: LLMSs were not used.
Guidelines:

* The answer NA means that the core method development in this research does not involve LLMs
as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for what
should or should not be described.
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Supplementary Material

The supplementary material is organized as follows. In Section A, we discuss papers that are closely related to our
work. Section B presents several technical lemmas used in our theoretical analysis. Section C provides illustrative
examples of a-symmetric (Lo, L1)-Lipschitz operators, while Section D contains the detailed proofs of the
main convergence theorems presented in the paper. Next, in Section E, we discuss an equivalent formulation of
the a-symmetric (Lo, L1)-Lipschitz condition. Finally, Section F offers additional details on the experimental

setup and results.
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A Further Related Work

Relaxing Lipschitzness. The (Lo, L1)-smoothness assumption was first introduced by Zhang et al. [2020b] and
further developed in Zhang et al. [2020a], Chen et al. [2023]. More recently, improved convergence guarantees
for optimization under this relaxed smoothness were obtained by Gorbunov et al. [2025], Vankov et al. [2025].
This assumption has also been used in the analysis of modern large-scale optimization algorithms, for example,
Gluon for LLM training [Riabinin et al., 2025].

Beyond (Lg, L1)-smoothness, several alternative notions or relaxations of smoothness have been proposed in
the literature, including relative smoothness [Bauschke et al., 2017], glocal smoothness [Fox et al., 2025], and
Holder smoothness [Gorbunov et al., 2024], among others. The (Lo, L1)-smoothness framework has recently
been extended to the variational inequality setting by Vankov et al. [2024], while Xian et al. [2024] analyzed
min—max problems under a similarly general smoothness perspective. A recent line of work by Loizou et al.
[2021], Gorbunov et al. [2022b], Beznosikov et al. [2023] studies star-cocoercive operators, which could hold
even when the operator is not Lipschitz.

On Methods for Solving VIs. A variety of methods have been developed to solve root-finding problems and,
more generally, variational inequalities. The most basic approach is the gradient method and its stochastic
counterpart [Loizou et al., 2021, Beznosikov et al., 2023]. More variants of the gradient method have been
proposed in different settings, like the dissipative gradient method [Zheng et al., 2024] and distributed methods
for VIs [Zhang et al., 2024]. However the gradient method fails to converge in simple monotone problems [Gidel
et al., 2019].To obtain convergence guarantees in more relaxed settings (including monotone problems), Korpele-
vich [1977] introduced the EG method, which has since been extended to adaptive [Antonakopoulos et al., 2021],
stochastic [Gorbunov et al., 2022a, Gidel et al., 2019, Mishchenko et al., 2020, Diakonikolas et al., 2021, Li et al.,
2022], and decentralized variants [Beznosikov et al., 2022]. A key drawback of EG is that it requires two oracle
calls per iteration. To address this, Popov [1980] proposed the Optimistic Gradient (OG) method, which uses
only a single oracle call. Similar to EG, OG has been analyzed in stochastic settings [Hsieh et al., 2019, Gidel
et al., 2019, Daskalakis et al., 2017, Choudhury et al., 2024, Bohm, 2023]. Beyond these methods, accelerated
variants have also been developed, achieving faster convergence rates [ Yoon and Ryu, 2021, Diakonikolas, 2020,
Lee and Kim, 2021].
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B Technical Lemmas

In this section, we present some technical lemmas, which will be used to prove the main results of the work in
subsequent sections.

Lemma B.1. For a,b € R?, we have
2 (a,b) = flall* + [|b]* — lla — b]*. 22)
Lemma B.2. For a,b € R%, we have

1
—llall* < = lla+0]* + o] (23)

Lemma B.3. For positive numbers a, b > 0 we have

a+b<V2v/a? + b2 24

Proof. From AM-GM inequality on a, b > 0 we have
2ab < a’ + b2,
Adding a® + b? on both sides we have
(a+b)° < 2(a® +b°).
Then the result follows by taking square root on both sides. O

Lemma B.4 (Cauchy-Schwarz Inequality). For vectors a, b € R?, we have

(a,b) < [lal[[ol (25)
Lemma B.5. Chen et al. [2023] Operator F is a-symmetric (Lo, L1)-Lipschitz if and only if

1
||F<x>—F<y>|\s(Lo+L1 / |\F<ex+<1—e>y>n“d0)||x—y|| e,y eRL (6)
(0]

Lemma B.6. For a 2 x 2 symmetric matrix, the maximum eigenvalue is given by

a b (a+d)+ +/(a—d)2 + 4b2
)\max (|:b d:|> = 9 (27)

where a, b, d € R.

Proof. Let A be a symmetric 2 X 2 matrix given by
a b

2=[i
where a,b,d € R. Since A is symmetric, it has real eigenvalues. The eigenvalues of A are the roots of its
characteristic polynomial:

a—A b
det(A—)J):det([ b d_AD:(a—A)(d—A)—bQ.
Expanding the determinant, we obtain the characteristic equation:
A = (a+d)A+ (ad — b*) = 0.

This is a quadratic equation in A, and its solutions are:

\_ (et d) £/ la—d) + 42
: .

Thus, the maximum eigenvalue is the larger of the two roots:
(a4+d)+ +/(a—d)? + 4b>

)\max (A) - 2

This completes the proof. O
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Lemma B.7. For the quadratic problem min,,, maxuw, £(w1,w2) = 3w} + wiws — w3, the Jacobian
J(z) is given by

Proof. Note that

I() I(z) = B g} — o1,

I@)| = onx(I@)) = VA A@TI@) = V2. O

Lemma B.8 (Vankov et al. [2025] Example 2.2). The function f(x) = i ||=[/”**, where p > 1 is

which has maximum eigenvalue v/2. Hence,

T1

1
To, T1)-smooth with arbitary 71 > 0 and 79 = ( 2=% ? ie.
(70, 71) ary 0

IV @l < (2) T +niviwl o8

for any 7 > 0.

Lemma B.9 (Equivalence of L, Norm). For any vector z € R?% and 0 < r < ¢, we have
11
[zllg < llzfl- < dva [zl (29)
In particular, for any a,b € R and 0 < r < g we have
(af + b7 < (a” +b7)7 (30)

and

1 1
7 ™

(a" + )7 <2774 (a? 4+ bY) 7 31)

Proof. The proof of (29) follows from Holder’s Inequality. (30) and (31) follows from (29) with d = 2 and
z = (a,b). O
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C Further Examples of

In this section, we provide further

a-Symmetric (L, L;)-Lipschitz Operators

examples of operators that satisfy the a-symmetric (Lo, L1)-Lipschitz
assumption. We first start with the details of Examples 2 and 3 from Section 2.2, then we provide three more

examples for the min-max optimization problem and /N-player game that satisfy the assumption.

Example 2: Here we consider the operator F'(x) =

[1F(z) = F(y)

IN Il

IA

IN

Here, the first inequality follows from the Cauchy-Schwarz inequality. This completes the proof of %—symmetric—
we consider the vectors ¢ = ol and y = 12 where 12 = (1, 1). Then we

(0, 2) Lipschitz property of F'. Now,
have

2

2 2
— U1, U2 —

V2

)|l

(i

2)1/2
2 2 2y 1/2

+ (u2 — v2)” (u2 + v2) )
4)1/4 ((u1 + 'U1)4 + (u2 + ’02)4)1/4

1/4

2)1/2 ((ul + U1)4 + (u2 + U2)4)

1/4
4) I = yll

4\ /4
2 b )) o ]

~— ~— ~—

2 max HF (O + (1= 0)y)[|* ||z — -
0€0,1]

[F(z) = F)ll _  V(a? =12+ (> 1)
[z =yl Vie=12+ (a—1)2
B 2(a? —1)2
B 20— 1)2
(@—1)*(a+1)
(a—1)
= |a+1|.
Therefore,
fim E@=FOI | + 1]
S TR

This proves that F' is not Lipschitz.
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Example 3. Consider the min-max optimization problem

1 1
min max £(w1, wa) = —— |lwi [P + w] Bwa — —— |lwa/P*. 32
ninmax £(wy, we) = = flw 1 Buz = g el (32)

2p2—1
Then the corresponding operator F' defined in (2) is 1-symmetric (27’0 + ||IM]],2 »? 7-1) -Lipschitz with any

_]%T ](ﬂ . Moreover, F' is not Lipschitz for any finite L.

T1

-1
arbitary 7 > 0 and 79 = (E)p where M = {

Proof. For the simplicity of the proof, we define the function f(w) := 17 [lw||”**. The following properties
of this function will be used to prove our result.

1. Gradient of f(w): The gradient of f(w) = —L-[jw|[P*! = - 2) "5 is given b
- Gradient of f(w): The gradient of f(w) = 35 [lw[P*" = 15 ([lw][*) = is given by

_ 1 pklgoe Bt Gy Lo et o
Vi) = g B () TV () = 5 ()T 2w = el 63)

Here, the first equality follows from chain rule.

2. fis (70, 71)-smooth: From Lemma B.8, we know f is (79, 71 )-smooth. Choose arbitary 71 > 0, then from
Lemma B.8, f satisfies

) )
IVZf()l < 70+ 7|[VF(w)ll (34)

T1

1 p—1
where 79 = (—) .

Now, we will get back to the original min-max problem. Note that, using the definition of f(w), we can rewrite
the objective function in (32) as

L(w1,ws) = f(wi) +wi Bws — f(ws). (35)

Then the operator F' corresponding to the min-max problem (32) is given by

Flz) = Vo, L(wi,wo) | s [ VF(wi) +Bwz | @3 [ lwi]”” wi + By 36)
- —VwQL(wl,U)Q) o Vf(’LUQ) —BTwl o ||w2||p71w2 _BT'LUQ ’
Moreover, the Jacobian matrix corresponding to this min-max problem (32) is
V2 oy L(w1, w2) V2w, Lwr,we) | 65 [V f(wr) B
J — wywy ) Wowl ’ = . 37
@) {—vﬁmc(wl,wz) VA L(ws,ws) BT V2 f(w) @7)
Furthermore, note that, we can break the operator F' from (36) as F'(z) = H(x) + Mz with
Vf(wr) [[ws [P~y
H(z) = = _ 38
@ =[] = [feake-ri G8)
and M = {7](;7 0] . Then the Jacobian J(z) of this min-max problem satisfies
en ||V F(w) B ]
HJ(‘T)H - | _BT v2f(’lU2)_
_ [V 0 ]
=l 0 R TM
[V f(w1) 0 ]
<
< T g [+ 1M1
< max {|Vf(w)l, [V*f(w2) ||} + [M]|
< IVl + V2 f(w2) | + M|
(34
< 1o+ 7l[VEA(w)l + 70 + [V f (w2) || + M|

270 + [[M| + 71 (IV f (wi) [| + IV £ (w2)]])
24

< @m0+ M)+ V2n VIVl + [V Fws) P
L @+ M) + V2| H@)|. >

p—1
where 71 > 0 is arbitary and 79 = (E) . Above, the second inequality follows from the fact that the

T1
maximum eigenvalue of a block diagonal matrix is less than or equal to the maximum eigenvalues of it’s diagonal
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matrices. Now, we want to find a bound on || H (z)|| in terms of || F'(x)||. Towards that end, we will first find the

relation between || H ()| and (F'(z), ). Note that
(F(z),z) = (H(z),z)+ Mz, z)

= (H(z),z)+ < {_gﬁl] ’ Lﬁ >
= (H(z),z)

@) wi][P~ wi] [wr
[wa [P~ wa | w2

= Jwn "+ fwa] P

1
= (=) a1 + (ol flez))”) *

1
= (Jlwrl* + flw2]*7) 2

and

|H(z)| ‘H\|w1\|p-1wl]

[[wal [P~ we

Then note that
1
lJwr[[*” + [lw2]|*7) 2

1N\P
(Jun > + [leos]*?) )

IH (@) =

N
—~

Il
7 N 7 N

(30) _1 \P

2 (P + fal ) 7
_pP_

= (o o+ ) P

O (F(z),z) T

(25)

||F () || 757 || ]| 74T

_p
P 1\ p+1
= P ((||w1||2+ uwzu2)2)

1

P
31 p 11 1\ pF1
2 @) (22 % (o[22 + [usl|?) )

1

1\ p+1
a7 + ||w2||2p)2)

_p
p—1 D 1\ pt+1
= 2 F@) ((nwln% s %) )
—1
- Z%HF(@H%((

W 25| F(2) |75 | H ()| 7T

Therefore, dividing both sides by || H (z)]| 7T we get
—1
| H (@) 77 < 2" | F ()| 75

Thus raising both sides to the power prl we get

2

p—1
|H(z)|| <227 ||[F(z)]].
Combining this bound on ||H (z)|| with (39) we get

(39) 1
[B@)I < 27+ M)+ 227 H ()|

“2) 1,021

< @2ro+ M) +227 2 n||F(z)]

2p2 -1

= Qro+IM[)+2 2% nuf|[F(x)].

Thus, the result follows using Theorem 2.1.
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Next we show F' is not Lipschitz. Consider, z = (tw1,0) and y = (0, 0) with ||w1|| = 1. Then we get

[F@) - Fl _ 1 &
|z =yl p+1 t  p+1
As we take t — oo, we get IF@=FWI _, . Hence, there doesn’t exist any finite bound on IF@=FW o

lz—yll lz—yll

F is not L-Lipschitz.

Example 4: Consider the min-max problem

. 1 1
min max £(w1,wz) = 7\|w1\|p+1 - 7Hw2‘|p+l'

wy w2 p+1
Then the corresponding operator F' defined in (2) is 1-symmetric (Lo, L1)-Lipschitz where L; = /27, and
-1
Lo=2 (%) ! for any 7, > 0. Moreover, F' is not L-Lipschitz for any finite L.

Proof. Define f(w) = ﬁ”w”p“. From Lemma B.8, we know f is (70, 71 )-smooth. Choose arbitary 71 > 0,

then from Lemma B.8, f satisfies
2 (28)
IVZf(w)|| < 70+ [V f(w)]l (43)

p—1
where 79 = (%) . Then we have L(w1,w2) = f(w1) — f(w2) and the corresponding operator and
Jacobian are given by

V f (un V2 f(wr 0
F(x):{VﬁwQ;] and J(z) = fO( ) v fun)|

respectively. Note that the Jacobian matrix J(z) is block diagonal. Hence, the maximum eigenvalue of J(z) is
less than the maxiumum eigenvalue of both V2 f(w1) and V2 f(ws). Therefore,we get

@)l < max (V2 fwn)ll, [V f (w2)]}
< IV (w)] + V2 f (w2)]

@3)
7o + TV f(wi)|| + 70 + 71|V f(w2)]]

= 2+ (I9F(w)]| + [V £wa) )

< 2m0+ V2V ()2 + [V f(w2)]?
= 270+ V2n||F(2)||

-1
Then F is 1-symmetric (Lo, L1 )-Lipschitz from Theorem 2.1 with L, = V27 and Lo = 270 = 2 (P_r;ll)p
for any 1 > 0.

Next we show F' is not Lipschitz. Consider, z = (tw1,0) and y = (0, 0) with ||w1|| = 1. Then we get

[F@) - Fl _ 1 &
|z =yl p+1 t  p+1
As we take t — oo, we get W — 00. Hence, there doesn’t exist any finite bound on W
Therefore, F' is not L-Lipschitz.
O

Example 5: Min-max optimization problems can be studied using operators. Here we consider one such
example, the bilinearly coupled min-max optimization Chambolle and Pock [2016] problem

min = max L(wi,ws) = f(w + w; Bwa — g(w
o2 g £l w2) = fwn) oy Bun = g(w2)

for matrix B € R%*? and functions f,¢ : R? — R. The associated operator for this problem is given by
F(z) = H(z) + Mx where

H(z) = [gggﬁ;ﬂ and M= [_I%T ](ﬂ

If f, g are individually (Lo, L1)-smooth Zhang et al. [2020b], we show that
1F @)~ o)l < (20 + (1 + 2L R) M| + VLA F(2)]) 12—y
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Thus, F is 1-symmetric (2Lo + (1 + 2L1 R)||M||, v2L1)-Lipschitz. Consider the min-max problem

min  max L(wi,ws) = f(w + w; Bwa — g(ws).
o2 r S £l w2) = F(wn) + oy Buz = glws)

where f, g are (Lo, L1)-smooth. Then for x = (w1, w2) we have

re) = (G + (e 5) () =)+

where M is a matrix and H is an operator. Now note that for z = (w1, w2) and y = (v1,v2) we get

23

| H(x) — H(y)|| Vg(ws) Vg(’vz)

= (IVf(wr) = V@I + g(wa) — g(w2)]?) "

< (Lo + LallVF(wn)D? s — o1 ? + (Lo + La[[Vg(wa)[)? [[wz — va?)"*

< (Lo + LulVFw)D* + (Lo + L[ Vg(ws)[)*) 7 (Jlwr — o] + [lws — o] ")
< ((Lo+ LilVF)D? + (Lo + La[[Vg(ws) 1)) " (lwr — vr|? + [Jws — va]?)
< (4L} +2L3 (I\Vf(wl)\l +19g(w2)[2)* (llwr — v + flwz — va]|?)

= (4L} + 2L H@)|%)" |z ]

< (2L0+ V2LiH@)]) 12 -yl

Therefore, using the above inequality, we derive
[1F(z) = Fyll < [[H(z) = H(y)ll + Mz — My]|
(2L0 + V2LAlH @)} llo = yll + Ml y]

IN

IN

(220 + IMI| + V2L [ H(@)]]) 1o - vl
Now using || (@) | = || H () + Mz — Ma| < |[F(@)| + [M|le]l < [F()]| + V2R|M] we get
IP@) — F@)l < (2Lo+ (1 + 2L R) M| + V2L [ F@)]]) [l - ]

Example 6: In this example, we consider an N-player game Balduzzi et al. [2018], Loizou et al. [2021], Yoon
et al. [2025], where each player ¢ € [N] selects an action w; € R%, and the joint action vector of all players is
denoted as x = (w1, w2, - ,wN) € R4+ AN Each player ¢ aims to minimize their loss function f; for their
action w;. The objective is to find an equilibrium x, = (w1, Wax, - -+ , W+ ) such that

Wix = argminwi cRr%i fl (wi, w,i*).

Here we abuse the notation to denote w—; = (w1, - ,Wi—1,Wit1, - ,wyn) and fi(w;,w—;) =
fi(wi, -+ ;wn). When the functions f; are convex, this equilibrium corresponds to solving F(z.) = 0,
where the operator I’ is defined as

F(z) = (Vifi(z), Vafa(),..., VN In()).

In case each of these partial gradients V, f; are (Lo, L1 )-Lipschitz i.e.

[Vifi(x) =Vifiy)ll < (Lo+ La|[Vifi(x))llz —yll
then we obtain

IF(z) - Fl* = IV fi(e) = Vifi@w)l®

M=

.
Il
—

(Lo + L1 |Vifi(@)|)? Iz — yl®

-

Il
—

k3

N
lz =yl Y (2L5 + 2LE (Vi fi(2)]1*)

<
i=1
= e —yl*@NLG + 2LY|| F(2)[|*)
< lle = ylI* (V2N Lo + V2L1||F (2)]))*.

This completes the proof.
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D Convergence Analysis

In this section, we present the missing proofs from Section 3. We start with the proof of Proposition 3.1 and then
provide the results related to strongly monotone, monotone and weak Minty problems.

D.1 Proof of Proposition 3.1
Proposition D.1. Suppose F' is a-symmetric (Lo, L1 )-Lipschitz operator. Then, for o = 1

[F(z) = F(y)ll < (Lo + L[| F(2)]]) exp (Lallx — ylDllz — yll,
and for « € (0,1) we have

IF(@) - F@)ll < (Ko + K1l F@)|* + Kalle = yl|**~) | — |

where Ko = Lo(2%/*~* 4+ 1), Ky = L1 - 2%/~ and Ky = LY~ . 2%°/1== . 32(1 — q)*/1~=,

Proof. For proving this theorem, we follow the proof technique similar to Chen et al. [2023]. We start with
o = 1 case. Let z,y € R and define x4 := 0z + (1 — 0)y. Since F is 1-symmetric (Lo, L1 )-Lipschitz , we
have for all § € [0, 1],

IF(z0) - Fy)|| < (Lo + Ly / uFmT)ndT) o — .

Note that
z9r =Tz +(1—T)y=70z+ (1 —-0)y)+ (1 —7)y=0rz+ (1 —67)y.
Let us define a function

0
H(0) := Lob + Ll/ | E(z)||du.
0
Then, note that H'(6) = Lo + L1||F(x¢)]|. Moreover, we have

[1F(ze) = F(y)ll < L0+L1/O IIF(l"er)HdT) o — yll

<
= <L0 + L /01 ||F(x97)|\dr> [0z + (1 —0)y —

(01 [ 1F@00lar ) 102 - 0y
(
(

= (woen [ P+ ~upld) o o]

1
noo+ 1o [ HF(:reT)nedr) le — gl
0

1
Lob + Ly / |F(0rz + (1 — 67)y)||6d7—) |z =yl
0

o

= (wosn [ ||F<a:u>|\du) eyl
0

HO) v

Therefore we obtain
H'(6)

Lo + L[| F(zo)|

Lo+ L1 ([ F(ze) — F(y)ll + [|1F(»)I)

Lo+ La (H(O)[lz — yll + 1))

aH(0) + b,

where a = L1||z — y||,b = Lo + L1||F(y)||. Then we integrate both sides for 6 € [0, 0'] to get

INIA

HO') < 2(6“9, —).

Here, we set 8’ = 1 to obtain

b

2e® — 1

ber—1)

Lo + L[| F(y)||
Lillz —yl|

H(1)

IN

(eLle—yH _ 1).
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Now, put this back into the original inequality

[F(z) = F(y)ll < H@)|z -yl

elille=yll _ 1

Ly
(32 +1rn) (1ot 1,

IA

(Lo + La[lE()]) -

Finally, using the inequality e* — 1 < ze” for z > 0, we get

IF@) - Fw)ll < (%JrHF(y)H)L1H:cfy||eL1”””’y”

(Lo + La|| F(y) e 1=~ |l — y|
This completes the proof for o = 1. The proof for o € (0, 1) follows similarly from Chen et al. [2023]. O

IN

D.2 Convergence Guarantees for Strongly Monotone Operators

Lemma D.2. Suppose F' is p-strongly monotone operator. Then Extragradient method with step size v, = wi
satisfy

[Zrsr = 2ell* < (1= e low = 2ell* = (1 = 2um) | F (@) |* + %11 F(2e) = F@))%. @4

Proof. From the update step of the Extragradient method, we obtain

ekt —zl® = llax — WF (@) — .|
lwr = 2l|* = 2k (F(@x), 1 — @) + 7kl F ()
= on = @ul® = 2 (F (@), & — @) — 29 (F(&x), @i — &) + 92| F (@) ||

2
|

(2 2 - 2 S -~ 2 -~ 2

< ok — 2l = 2ypllEr — zll” = 29k (F'(2k), o — &) + YicllF (@) |

S5 2 2 -, 2 - -,
< ek = @ell” = yepller — l” + 2vepllor — Zell” = 29 (F(2k), 26 — k)

Rl F (@)

= (L= ym)ller — zl® + 2ypllee — &6ll® = 29k (F(@x), 2x — &1) + 72| F (25|
= (L= ym)llzr — x| + 298 pl F(ze)||” — 29i (F(@), F(xx)) + 72l F(25)])?

= (1= ) ok — 2] + 290l F (k)

=i (IF@)I° + 1 F @))* = 1 F(xx) = F(@6)1?) + 2| F (@)1

= (U= ) llze — 2 ]® = (1= 2% | F (@) |* + Al F(r) — F (@)1

2
I

D.2.1 Proof of Theorem 3.2
Theorem D.3. Suppose F is u-strongly monotone and 1-symmetric (Lo, L1)-Lipschitz operator. Then

Extragradient method with step size v, = wi = m satisfy
k+1
2 v 2
Tka1 — Tx < 1-— > To — Tx
e =2l < (V- LT e @l e pm =) oo

where v > 0 root of 1 — 2v — v exp 2v = 0.

Proof. From the update rule of Extragradient and using p-strong monotonicty, we obtain

2 (42) 2 2 2 2 A 2
lzerr —zll” < (1 = yep) Joe — 2ol = v (1 = 296 p) | F(z)|]” + v | F(zk) — F(28) ||
(13)
< (1= yep) ok — 2l — R (1 = 29p) || F (k)

+7k (Lo + La||F(zx)[)? exp (2La ||z — &x )|z — 251
= (—mp)lee — o
—7i (1= 2yp = %ic(Lo + La|| F (i) 1) exp (29 La | F (i) ) I1F () [ (45)

I
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v

ToTLFGEOT Then we want to choose v such that

Now we set 7y, =

2vp 2
l—-—————— — v exp2v > 0.
Lo+ L[ F ()] p=
Note that 1 < Lo + L1 || F(zx)|| for any . Therefore, we get 1 — m —viexp2v>1—2v—

v? exp 2v and it is enough to choose v such that
1—-2v— I/2€Xp21/ > 0.
This inequality holds for any v < 0.22. Hence, for this choice of v we get the following inequality from (45).
lzeer —zl® < (1= yep) ok — 2. (46)

This proves that the distance of the iterates zj from . are bounded by ||zo — z.||. Now note that using (13)
with £ = xp, y = @, with ||z — .|| < ||z0 — || We get

13)
[1E@)ll < Loexp (Luflzr — z|)[lzx — |

(46)
< Loexp (L1]|lzo — z«|)||xo — z«||. @7n
Therefore, we have the following lower bound on the step size
B v
" Lo+ LillF ()]
<D v (48)
= Lo(1+ Liexp (Liflwo — z«|))[lzo — z[])”
Hence, we get
46),(48) v
2 2
x — T« < 1-— Tk — Tx
e~ L (- e mle e
i k1
< 1- zo — = ||
< (-mavneaiapmoen) oo
O

D.2.2 Proof of Corollary 3.3
Corollary D.4. Suppose F' is u-strongly monotone and 1-symmetric (Lo, L1)-Lipschitz operator. Then

Extragradient with step size vk = wr = 7y Satsty [ — z.|* < e after
2L — .| 1 2L ||lzo — z.|?
PR AW T A A P
Vi € T 7*Lo

many iterations, where v > 0 satisfy 1 — 4v — 2v% exp 2v = 0 and

14
7T Lo (1 + Liexp (L[lwo — @) lwo — 2+

Proof. We set yi, = and we choose v € (0,1) such that 1 — 4v — 2% exp 2v = 0. Then we

have

- v
Lo+ Li[[F(zp)ll

2up

1 —2yp — (Lo + L1||F 2 2y L1 ||F > 1—— o —Pexp?2
Yot = 9o+ L@l exp u i Faw)l) 2 1= g p sy — v expaw
> 1—2V—V26Xp21/
1
= . 49
5 49)
Therefore, from (45) and (49) we get
2
lonss 2ol < (= pmllan — 2l = R (50)
In (48), we found that a lower bound of 4 is
>y i= Y
=TT Lo (T Ly exp (Inflzo — @) [wo — a.]))
Then from (50) we get
2
LAIF@I? < (1 = y)llae =2l < (1 =y lao - 2. 51
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This can be rearranged to write
2(1 — yp)* !
,YQ
P 2 - L
This implies ||F'(zx)[|” < 72 after

K= L log (2L1Hwo - x*l\z)
T 2 Lo

2 2
[F(ze)l” < lxo — @[

many iterations. Hence for k > K’ we have
v

T Lot LillF(m)]
14

2L

In the last inequality we used ||F(zx)||* < i—‘; for k > K'. Therefore for k > K’ we obtain

2 Vi 2
o =l < (1= 75 ) fou -]

” k+1-K'
< (1 QL) 2k — .||

v k+1-K'
< (1-48) oo

Thus we conclude that, ||zx 11 — . ||*> < ¢ after atmost

2
Kz%logolxo .|| >+K/
Vi €

many iterations.

D.2.3 Proof of Theorem 3.4

(52)

Theorem D.5. Suppose F' is p-strongly monotone and a- symmemc (Lo, L1)-Lipschitz operator with o €

(0,1). Then Extragradient method with v = wi = satisfy

2Ko+(2K1 421~ aKl NE @)l

k1
_ 2 _ v _ 2
||$k+1 m*” < ( 2K0+(2K1+21—QK21_Q)(K0+K2||zo—z*||a/1_o‘)o‘|\20—z*||‘1) ||£L’0 CL’*H ’

where v € (0, 1) is a constant such that 1 — v — v > 0.

Proof. Using the update steps of the Extragradient method and using p-strong monotonicity, we have

g @ 2 2 2 2 SN

lzrrr —zl” < (1= vp) [loe — 24]|” — v (1 = 29[| F (o)™ + vicl | F(ze) — F(@)||
19 2 2 2
< (=) llze — 2all” = v (1 = 29p) | F' () |

2
40t (o4 KallF @@l + Koo = ) o =

= (I—mp)|ze — 2.

2
2 (1 = gt — o (Ko + KllF ()| + 7/ Kal | F ()| ) ) 17 ()|

Here we will choose vy, > 0 such that

2
1= 2y — 7 (Ko + Ka| F@a) [ + 5 Kol F(ae) |7 =) " > 0

Let us choose vy, = for some v € (0,1). Then we observe that

2K0+(2K1 421~ Ky~ ) || F(wy) ||
v (Ko + Ka||F(z)]|*)

/l—a a/l—a
Vi (Ko + K1||F(zr)||*) + 7~ K| F(ax < —
( 1 (ze)l1*) 1E ()l 2K+ (2K 1 21— KL ) [F(an)]®
+ p | F () |
(2Ko + (2K 4212 K37%) | F(ay)|*)
1/1—a

v v

< —

= 37

<
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The last inequality follows from v € (0, 1). Therefore it is enough to choose v € (0, 1) such that

1— v — —2>0
2Ko + (2K1 + 217K, %) || F(wk)||®

However, note that, we always have 1 < Ko, thus it is enough to choose v € (0, 1) such that
1—v—1> > 0.
Hence, for this choice of v we get
Jorss =2l < (=)o — o

Here we lower bound the step size 7, with

v
>
k2 = i .
2Ko + (2K1 + 21*0‘[(21 V(Ko + Ka||lzo — x4 || =) ||zo — @ ||

v

Hence we obtain

_ 2 _ VL _ 2
[orsr = 2" < <1 2Ko+(2K1+21*aK217a)(K0+K2\|zofz*\\a/17a)a\|wofz*Ha) lze = 2]

k+1
2

< 1-— — i To — T« ||”.

= 2Ko+(2K1+21— Ky~ ) (Ko+Ka||zo—z. | /2 =) ||zg —z. || I -

This completes the proof of the theorem.
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D.3 Convergence Guarantees for Monotone Operators
Lemma D.6. Suppose F' is a monotone operator. Then EG with step size v, = wy, satisfy

lewir — 2ol < llan — 2.l = @) + 121 (@e) — Fan)P. (53)

Proof. From the update rule of the Extragradient method, we have

lzri —2l? = Jlon — wF(Ek) — ?
= ok — 2ul* = 29 (F (1), 2 — 24) + 72l F(26) ||
= ok — 2al|* — 29 (F(2k), &k — @2) — 29 (F(&k), 7% — k) + 72| F (&)
®)
< ok — s ® = 29 (F(&n), 26 — &%) + 72l F(26)||
= lox — @l — 29k (F(@k), F(z)) + il F (@)
@2 F 2 2 2 F(2)12 2 2112
= ok — @d? = I F @)1 = VR IF (o)) + il F (zn) — F (@)1 + 7| F (@) |
= ok — @l® = I F (o)1 + 72| F(e) — F(an)|l.

O

D.3.1 Proof of Theorem 3.5
Theorem D.7. Suppose F' is monotone and 1-symmetric (Lo, L1 )-Lipschitz operator. Then EG with step
size yp = wi = m satisfy
< 2L (1 + Ly exp (L f|wo — @) [|zo — 2 ]))? [lwo — .||
o2, IF @) < V(K +1) '

where v expv = 1/va.

Proof. From the update rule of the Extragradient method and using monotonicity, we have

53
o —zul* < Jlow = 2)? = R F (@) + vk F(ze) — F(&)]
a3

| 2

IN

= @l = Al F () I

7 (Lo + La||F(zx)[1)* exp (2La |z — &5 )|z — ]|

= o =2 ” =% (L= 7k (Lo + Lal| F (@) |)? exp (Lo [|F (@) ) 1F ()]
< lzs — 2

—k (1 =7 (Lo + La || F (i) )* exp (27 (Lo + La || F(zx)I))) 1F ()|

Here we use v, = for some v € (0,1) to get

Lo+L1||F(zg)ll
lews =2l < flan— 2l =7 (1 v exp (20) | P

Then we choose v such that v exp v = 1/v2 to obtain

2
ks = zall® < llzn —a® ~ %IIF(M)II2- G4

In particular the distance of the iterates z from . are bounded i.e. ||zr+1 — z«|| < |2k — 4] < ||xo — 24|
Therefore, using (13) with y = z. and z = x, we get

IF@)l < Loexp (Lillex — . |)llan — 2.

< Loexp (Lil|zo — «]) |z — 2 ||.

Then we have the lower bound on step size given as follows
v v

= > . 55
™= Lo+ LalF(@)] = Lo (L + Ly exp (Lo — ) o — a2 6
Rearranging (54) we have
2
TNF@OI < o =l = ower = o],
Summing up the above inequality for k = 0,1, - - - , K and dividing by K + 1 we get
K 2 2 2 2
1 Vi 2 _ w0 — @ — [lors1 — 2| _ [lwo — 2|
—||F < < 56
R g 1Pl < K+1 = K+1 (56)
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Here we will use the lower bound on step size v, given in (55) to get

K
LSS ) < 2800+ Lo Gl — o) o = ) o — .

K+1&& v2(K +1)

Finally, note that mino<x<x || F(z1)||* < 245 S IIF(zk)||?. Therefore we have

2L (1+ Ly exp (La|lzo — @4 ) [lzo — z4]])* [|lzo — .||
F < 9 :
0Ty @I < V(K +1)
This completes the proof of the Theorem. O

D.3.2 Proof of Theorem 3.6
Theorem D.8. Suppose F' is monotone and 1-symmetric (Lo, L1 )-Lipschitz operator. Then Extragradient

method with Step size Y& = m SatiSfy
V2Lo||zo — 2|
min || F(zk <
0<k<K 1 (@)l VWK +1—2L1||zo — x|

2 2
where vexpy = 1/vzand K + 1 > 2Eilzoex”
Proof. From (56), we know steps of Extragradient method satisfy

LS e < ol
K+14=2 r = K+1
Taking the minimum on the left-hand side we have

21lro — T« 2
min_2|F@)? < 2eo—et

0<k<K - K+1 7
or equivalently,
2 2 _ 2
L PIF@E 2w —
0<k<K (Lo + Li||F(zx)|)2 — K+1
Taking the square root on both sides we have
VI[F ()l < Y2llwo — .|
0SheK Lo+ Li||F(zx)]| — K+1
Therefore, for some 0 < kg < K we have
[ (ko) < V2llzo — .|
Lo+ La|[F(zk)l = wV/K+1

Therefore, rearranging these terms, we get

(WWE+T=VaLilwo - w.]l) |F(ex,)l < V2Lollwo — -]

20— |2 .
When we have K + 1 > 2“”2072“” then we can rearrange the terms to obtain

V2Lol|lzo — o
(VWK +1 = V2L ||zo — 2.]))

for some 0 < ko < K. Hence, we complete the proof of the theorem

[1E (o)l <

V2Lo|[xo — x|
min ||F(z < .
B L e T

D.3.3 Proof of Theorem 3.7
Theorem D.9. Suppose F' is monotone and co-symmetric (Lo, L1) Lipschitz operator with « € (0,1). Then

Extragradient method with step size vy, = satisfy

2fK0+(2fK1+23<1 2K~ *)||F ()|

P < 16(Ko+(K1+2~ 2K} ™) (Ko+Kalwo =2« | /1 =) zo =2« 1) * w0 12
= K+1 .

mino<k<x || F(zk)
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Proof. Here operator F is a a-symmetric (Lo, L1)-Lipschitz i.e. it satisfies (14). For the update steps of the
Extragradient method, we have

(53)
<

k1 — 2. lzk = @ ]|* = VRN E (@) I* + ARl F(2x) — F (@)l

(14) 9 9 2
2k — 2«l|” = vl F(z)]]

2
1o (Ko + Kl @) |+ Kallre — 20l ) o —
=l — .
2 2 a a/1-a a/1-a)? 2
—%ie | 1=k (K0+K1||F(l’k)|\ + B[ F (x| ) 1 (2e)[1.(57)
Here we want to choose ~j, such that

i (Ko + K1 |[F(2i)[[) + 7" Ko | F )| <

=

For this, it is enough to make sure

e 1 1/1—« a/l—a 1
Vi (Ko + Ku||F(z) | )Sﬁ and /K| F (x| <55

1 .
VA RoT KiIF o) [ 7250 D AR [ Fan) o and we get the following from (57)

Therefore, we choose vy, =

2
lewe —2al? < flan - 2l = T IF @)l (58)

Rearranging this inequality, we have

2
v
S IF@II < ok = all® = lonps — 2]
Then we sum up this inequality for £ = 0,1, - - - K to get

1 2||zo — . ||?
fE’ 2\ 2 g AT ol
il kzo’)’k” (ze)® < K1 (59)

|| from (62). Now note that from (14) we obtain the

For this step size, we also have ||z — 2ol|? < ||zo — .
following bound with x = z} and y = .
IF@i)|® < (Ko + Kallk = 2l|") |lax — 2.

©2) a/l—ayo @
< (Ko + Kallzo — x| ) llwo — ]|

We use this to lower bound the step size i as follows
1
2V2(Ko + K[| F(ar)||*) + 22072 K, | F () ||
1
2\/§K() + 2\/§(K1 =+ 2_3/2K21_a)(K0 + K2||x0 — x*””/l*O‘)O‘HZEo — ZE*”O‘ ’

Therefore from (63) we obtain

™ =

3 /e —a @ —x 2
, , 16 (Ko + (Ko + 272 K3 ™) (Ko + Kallwo — 2|7 =) lzo = @.]|”) " Ifoo - .
min ||F(x)]]” <

0<k<K - K+1
O
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D.4 Local Convergence Guarantees for Weak Minty Operator

D.4.1 Proof of Theorem 3.8
Theorem D.10. Suppose F' is weak Minty and 1-symmetric (Lo, L1 )-Lipschitz assumption. Moreover we

m
assume v

Ay =
"7 Lo (1+ La|[wo — @a|[ebrlmo—aTT)

—4p > 0. (60)

Then EG with step size v, = and wy, = Vk/2 satisfies

Lo+L1lF(@p)ll
A4Lo (14 L L — I, — — z.|?
min (PP < A0+ Diexp(Lallzo = o) o = 2. 1) llzo = o

0<k<K - vA (K +1) ©1)

where vexpr = 1.

Proof. From the update rule of the Extragradient method, we have

2
o =l = [an = PG - o

2
= ok = l® = v (F(@n), o — w) + F (@)
= ok — 2al|® — v (F(@x), 8k — 22) — 9 (F(@1), 5 — &) + & ||F( )1
2
< lee = @dl® + el F @)1 = i (F(&0), 2 — &) + l’“IIF(ﬂ?fk)HQ
4
2
= llew — @ l? + el F@0)l* = 7% (F (@), Flan)) + LI (@)
2 2
. 8 A °
ek — 2e)|* + ol F(@0)]|* - ngF(m)II2 - 3"I\F(ﬂvk)\|2
2 2
gl X Ve s
+ 2 F (@) — F@nll + 2@
2 2
. 0 A °
= lzr — @l” + el F (@)1 - Z’“HF(J%)II2 - 7’“I\F(ka)\|2
’Yl% 2
5 [F(@r) = F(@)l
E) N Vo Vi
< ok — 2 + el F (@)l - I’“HF(J%)II2 - 7’€I\F(ﬂck)\|2
’Y2 2 2
+§k(L0 + La||F(z)|)” exp (2L1[|ox — 2k ) [|we — &l

b
= ok -2 - 1 (e —4p) IF (@)

2 (1= 7k (Lo + LallF () I)? exp (2 La | F (@) ) |1 ()|

2
Ve
ok — all” = =7 (o = 4p) [|F ()|

IN

72'“ (1= 7k (Lo + Lal|F(wi) )? exp (2yk (Lo + La[|E (i) 1)) 1F ().

Similar to the proof of Theorem 3.5, we have
Tk
lorss =2l < e = @el* = -2 (O = 4p) | F @)1

for v, = and v exp v = 1. Again similar to Theorem 3.5, step size - is lower bounded with

v
Lo+L1 || F(zg)l
v v

> :
Lo+ Li|[F(ze) — Lo (1 + Liexp (Laflzo — @]) [|xo — 2 |)

=

Hence from (17) we get

’YkAl 2 2
IF@OI* < Nl = 2all® = lersn — 2|
Then we sum up this inequahty fork=0,1,---, K to get
K
|F (2 Hz < [0 — a|*
1= - K+1
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Therefore, we get

2 4H$0*$*H2
omin 1P @) < Z 0

D.4.2 Proof of Theorem 3.9
Theorem D.11. Suppose F' is weak Minty and a-symmetric (Lo, L1)-Lipschitz with « € (0, 1). Moreover
we assume

1
2v2Ko + 2v2(K1 + 272 K3~ %) (Ko + Ka||mo — 24||*/1=)%||zo — @ ||®

Then EG with step size v =

—4p > 0.

a ‘=

1 = Jlx, 1
2VaKo+(2VaR, 12 RL )[R (afa 210 Wk = 2 satisfy

=g — —
2 < 4(Ko+(K14+27 %2 K} ™) (Ko+ Kz llwo—ax | /1 =) |z = | ) w0 — |2

mino<k<x ||F(Zr) Aq(K+1)

Proof. From the update rule of the Extragradient method, we have

2
lzhts — zo]® = ka—é—kF(:ik)—x*
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Here we choose v, = and we get the following from (57)

1
2(Ko+K1[|F(xp)|°)+23 1= D2 K =% || F (ay) | @

k
lonss 2ol < llow — 2l = 2 (o = 4p) 1P @) (62)

Rearranging this inequality, we have
% (e =4 IF@0)I* < llow — 2. ” = [lzre — 2.
Then we sum up this inequality for k = 0,1, - - - K to get
2]jzo — . |*

K
Tk
== — < ="
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For this step size, we also have ||z — z.||* < |lzo — 2+||* from (62). Now note that from (14) we obtain the
following bound with x = x}, and y = x.
IF@ol® < (Ko + Kollze — | 7) |lzx — 2.

© a/l—a\a a
< (Ko + Kallwo — .| ) llwo — @ ||

We use this to lower bound the step size v as follows
1
2V2(Ko + Ku || F(aw)l|*) + 220~/ K, ™ || F(aw)||
1
2V2Ko + 2v2(K1 + 272 K1) (Ko + Ka||lzo — .]|*/' =) || zo — @ ||

Therefore from (63) we obtain
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E Equivalent Formulation of o-Symmetric (Lo, L;)-Lipschitz Assumption

In this section, we consider the min-max optimization problem given by min,,, maxw, £(w1,w2) and provide
an equivalent formulation of a-symmetric (Lo, L1)-Lipschitz operator. Next, we provide an example where we
use this formulation to compute the constants o, Lo, L.

E.1 Proof of Theorem 2.1
Theorem E.1. Suppose F' is the operator for the problem

min max £ (w1, w2).
wy  wa

Then F satisfies a-symmetric (Lo, L1 )-Lipschitz assumption if and only if

[J@) = sup [[I(z)ull < Lo+ LaflF ()]

[lull=1
where ) )
J((L‘) _ vw21w1['(w17w2) vw22w1£(w17w2) .
—lewzﬁ(wl, 11)2) —Vw2w2£(w1, ’wg)
Here ||J(2)|| = 0max(J(z)) i.e. maximum singular value of J(x).

Proof. Following (26), we have the equivalent characterization of F' given by
1
17) = Pl < (Lo Lo [ 17+ 0= o)) a0) Iy ol Yoy e R
0

As this inequality holds for any x,y € R?, we choose y = 2 4 8'u where ||u|| = 1 and 6’ € (0, 1). Then we
get

1
|F(z+60'uw) — F(x)| < (Lo + L / ||F(z+6'6u)|” d0> (16| vz e RY.
0

The right-hand side of this inequality can be rewritten as

1 1
(L0+L1/ ||F(x+9'6’u)”ad9> 116"l 0 (L0+L1/ |}F(m+0’9u)|y“d0>
0 0

1
Lot + Ly / 17+ 0'0u)|[* 0'do
0

0/
Lot/ + L [ 1P+ pu)|” dp,
0

In the last line, we used the change of variable with ¢ = 6’0. Therefore, we get

F(x+0'u)— F(x L [ o
[P+ — P §L0+9—}/0 1P+ pu)|* di.

Then we take § — 0 and use L’Hopital’s rule and Leibniz Integral rule to obtain

’
i IFG@ +0') - F(x)
6’—0 0’

I < Lo+ Ly P

Moreover, note that the left-hand side is given by ||J(z)u|| where

vi)lwlﬂ(wlvq'l)?) v121121111£(w17w2)

J =
(m) —Vilwzﬁ(whwz) —Viszﬁ(’whwz)

Therefore, for any ||u|| = 1 we have
[ (z)ull < Lo + L[| F(z)[|".

Hence we get
()] = Sup, [I(@)ull < Lo + L[| F(x)[|*.

Now we want to show the other way, i.e. suppose we have ||J(z)|| < Lo + L1||F(z)||*. For this we define,

q(0) := F(0z + (1 — 0)y).
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Then ¢(1) = F(x) and ¢(0) = F(y) and we have

1F@) - FOI = lla() - a)]
_ /01 dF(Hm—i—dél—é))y)deH
= /01 JOz+ (1—0)y)(z fy)dGH
< [ 13zt @ -0z~ y)do
= ([ 19+ a-omas) e
< ([ zor L@+ a-owira) e -y
= (so+ e [ 1F@+a-omras) s -l
Then, using Lemma B.5, we have the result. O

E.2 Computation of o, L, L; for L£(wq, ws).

‘We now revisit the min-max problem defined in (6). Note that, the operator corresponding to this problem is

given by
2
_|wy + wa
Then the norm of operator is || F'(z)|| = \/ (w2 4 w2) + (w2 — w1)>. Moreover, the Jacobian matrix is given
by

I(@) = {2—1011 2;2] :

Then the maximum singular value at any point x is given by

F@I = A (3@) I (@)
s (e %3 )
2 \/Z(w%+w%)+1+2\/(w1—w2)2+<w§_wg)2 64)

To validate whether the operator F’ satisfies the condition (7), we examine whether the following function is
non-negative:

g(wi,w2) = Lo + La|[F(z)[| — [|I()]]. (65)
In Figure 6, we plot g(w1, w2) using Lo = 10 and L1 = 10. We observe that g(w1, w2) has no real solution
and remains positive for all w1, w2 € R, confirming that the function (6) satisfies (12) with (a, Lo, L1) =
(1,10, 10). Thus, the corresponding operator F is 1-symmetric (10, 10)-Lipschitz.
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g(W]_p W2) le7

Figure 6: Plot of g(wy,wa) (65). Here, the z-axis is in 107 scale.

F Additional Details on Numerical Experiments

In this section, we provide additional details on the second experiment related to the monotone problem. First,
we show that

1 3/2 1 3/2
L(wi,ws) = 3 (wlTAwl) —I—wlTsz ~3 (szng)

is convex-concave, and then we find the equilibrium point of L.

Convex-Concave L(wj,ws). Note that for L(wi,w2) in (20) we have Vi, L(wi,w2) =
(wi'—Awl)l/2 Aw; + Bws and Vi, L(wi,w2) = BTw; — (w;—sz)l/2 Cuws. Then the second-order
derivatives are given by
Awlwir AT

[AY 2wy |
Here, A is positive definite and Awiwl AT isa positive semidefinite matrix. Hence, Vﬁ,lwlﬁ(wl, ws) is a
positive definite matrix as well and £(-, w2) is convex for any ws. Similarly, we show that
Cwawg CT

ICY2ws ||

Vs L(w1, w2) = [|A w1 ||A +

— Vs L(w1,w2) = |C w2 C +

and —V3,, ., L(w1,w2) is positive definite. Therefore, £(w1, ) is concave for any wi. This proves that
L(w1,w2) is convex with respect to w1 and concave with respect to wo. Thus, we conclude that the correspond-
ing operator ' is monotone.

Equilibrium of £(w;,ws). To find the equilibrium points, we solve the set of equations given by
Vo, L(wi, w2) = 0and Vi, L(w1, w2) = 0, i.e., solve for

T /2
(wl Awl) Aw; +Bws = 0,
1/2

B w, — (ngsz) Cwz: = 0.

Now multiplying the first equation with w; and second one with ws , we have
1/2
(wlTAwl) wlTAwl + wlTsz =0
ToT T V2

we B wy — (w2 sz) wy Cwy = 0

Combining these two equations, we get

1/2 1/2
(wTAun) erwl + (w;—ng) w;—ng =0
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which can be equivalently written as
3 3
a5 n][ "+ flo ] =o0

which implies w1 = w2 = 0 as both A, C are positive definite matrices (hence A2 CY? are invertible).
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