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Abstract

Disentangling overlapping conversations in
multi-party communication is a foundational
challenge in natural language processing.
Existing state-of-the-art approaches leverage
encoder-based language models, often requir-
ing extensive training data and complex feature
engineering. In this work, we explore the ca-
pabilities of large language models (LLMs) in
conversation disentanglement using zero-shot
prompting. We propose two simple, principled
prompting schemes for conversation disentan-
glement, along with a self-critic technique for
refining results. Testing on the Ubuntu IRC
and Movie Dialogue datasets, our methods sur-
pass previous state-of-the-art performance with-
out requiring model fine-tuning. Comparative
analysis with human annotators suggests that
LLMs perform comparably to humans, but fur-
ther work is required to uniformly outperform
the median annotator on all metrics.

1 Introduction

Complex multi-party and multi-conversation ex-
changes, such as in online chat rooms or over-
lapped audio conversations, present a challenging
domain for knowledge extraction and modeling
tasks that are designed for single dialogues. Con-
versation disentanglement aims to separate these
overlapping conversations into individual conversa-
tion threads so that downstream tasks such as infor-
mation extraction or summarization can then be car-
ried out more effectively. Previous model-based ap-
proaches to this task have focused on autoencoding
pre-trained language models such as BERT along
with hand-crafted features based on discourse struc-
ture and pragmatic theory (see Gu et al. (2022) for
a detailed survey of research in multi-party con-
versations). The current work represents, to our
knowledge, the first application of enterprise-level
autoregressive language models such as GPT-40
to the task of conversation disentanglement. We

demonstrate that this family of models is able to
out-perform the previous state-of-the art with sim-
ple zero-shot prompting strategies, removing the
need for fine-tuning on costly annotated data.

2 Related Work

Conversation Disentanglement. Recent model-
based approaches to the conversation disentangle-
ment task can largely be organized into two high-
level camps: two-step methods that aim to predict
utterance reply-to relationships and then use this
information to predict shared conversation mem-
bership (Elsner and Charniak, 2008; Kummerfeld
et al., 2019) and end-to-end methods that aim to
predict conversation membership directly in a sin-
gle inference pass (e.g., (Liu et al., 2020)). Spe-
cific architectural choices vary widely, including
pre-trained encoder-only language models such as
BERT (Zhu et al., 2021; Chang et al., 2023), bi-
directional LSTMs to model dependency relations
between utterances (Yu and Joty, 2020; Li et al.,
2022; Huang et al., 2022), as well as the incorpo-
ration of hand-crafted heuristics grounded in prag-
matic theory and discourse structure (Kummerfeld
etal., 2019; Ma et al., 2022).

Given the limited amount of training data avail-
able and the costly nature of training high-quality
annotators on this task (Gouravajhala et al., 2023),
recent approaches aim to develop unsupervised or
self-supervised methods. Liu et al. (2021) exploit
the hierarchical nature of the data and task, devel-
oping an unsupervised co-training method in which
a message-pair classifier and session-level embed-
ding model are jointly trained, leading to increased
performance on the disentanglement task. Huang
et al. (2022) take a similar hierarchical approach
to the task, developing an unsupervised training
approach built on bi-contrastive learning to jointly
optimize across utterance-level and session-level
representations.



Large Language Models. Advancements in large
language models (LLMs) have revolutionized the
field of natural language processing (NLP), with
impressive performance on core NLP tasks such
as text summarization, machine translation, senti-
ment analysis, and named-entity recognition (Yang
et al., 2024; Zhao et al., 2024). Recent frontier
models are typically decoder-only transformer ar-
chitectures trained for next-token text prediction on
vast and diverse datasets. This training on the struc-
tural properties of language leads to impressive
emergent properties that enable remarkable perfor-
mance on a wide variety of tasks and domains.

To our knowledge, this family of LLMs has not
yet been applied to the conversation disentangle-
ment task. However, we have strong reason to
believe that these models will perform well on
this task without significant fine-tuning. Specif-
ically, the conversation disentanglement task relies
on knowledge of discourse structure, topic identi-
fication and tracking, as well as understanding the
pragmatic principles of text-based interactions. Be-
cause these higher-order structural characteristics
are critical to the task, we believe conversation dis-
entanglement is a productive domain to benchmark
the ability of LLMs against previous generations of
pre-trained language models and a valuable addi-
tion to the suite of more commonly evaluated NLP
tasks. The current work addresses this research gap
and directly explores the potential of LLMs for dis-
entanglement task and provides a new benchmark
for performance on this key NLP task.

3 Methods

3.1 Prompting Schemes for Disentanglement

To evaluate the baseline performance of large lan-
guage models (LLMs) on the disentanglement
task, we explore two zero-shot prompting-based ap-
proaches to disentangle overlapping conversations
within chat logs. Both methods adopt a turn-based,
iterative processing strategy, handling one utter-
ance at a time. We deliberately use simple, princi-
pled prompting schemes to highlight the general
ability of LLMs on this task rather than tailoring a
specific method for maximum performance. Below,
we provide comprehensive descriptions and corre-
sponding high-level pseudocode for each method.
Prompt text is provided in the Appendix.

3.1.1 Best Response Clustering

Our Best Response approach iterates through the
utterances sequentially and uses the LLM to iden-
tify the most appropriate prior utterance that a new
utterance could respond to. This creates a discon-
nected directed graph over the utterances. If the
LLM determines that the new utterance is not a
response to any prior utterance, we treat the new
utterance as the start of a new cluster. After con-
structing the graph, we remove the response context
and treat each cluster as a distinct group.

Algorithm 1 Best Response Clustering

1: for each utterance in session do

2 Construct prompt with all prior utterances
3 Send prompt to LLM and receive response
4 Create utterance node in graph

5: Create edge from node to parent utterance
6: end for

7: Construct clusters from graph

8: return clusters

3.1.2 Direct Assignment Clustering

Our Direct Assignment method provides the LLM
with the current state of conversation clusters and
tasks it with assigning the newest utterance to the
most appropriate existing cluster or creating a new
one. This approach differs from Best Response
because it directly tasks the LLM with cluster as-
signment and provides the LLM with the full state
of the clusters at each step instead of constructing
a graph and determining the clusters after the fact.

Algorithm 2 Direct Assignment Clustering

1: for each utterance in session do

2 Construct prompt with current clusters

3 Send prompt to LLM and receive response
4: Assign utterance to cluster

5: end for

6: return clusters

3.1.3 Self-Critic with Naive Chain-of-Thought

In addition to our base methods, we experiment
with a post-processing self-critic approach that re-
fines an existing set of conversation assignments
from a session. We frame this approach as an agent
problem where the LLM is deployed within an
EVALUATE-ACT loop with three possible actions
each turn:
1. Reassign an utterance from one conversation
to another.
2. Create a new conversation and move an utter-
ance to the new conversation.
3. Finish the refinement process.



During each turn, the LLM agent is prompted to
“think step-by-step”” about what should be changed
about the current assignment state, based on previ-
ous zero-shot chain-of-thought work (Kojima et al.,
2023). Then, its output is fed into a Structured Out-
put prompt that returns a function call to one of the
three actions. We apply the self-critic process to
the conversation assignments of both our Best Re-
sponse and Direct Assignment methods using the
same language model that generated the original
results.

3.2 Implementation Details

All of our prompting schemes are implemented in
Python using OpenAl’s chat.completions API
(OpenAl, 2024) for interacting with the LLM. For
Best Response and Direct Assignment, we use the
Structured Outputs feature to ensure the model
only returns the output representing either its best
response prediction or cluster prediction. Impor-
tantly, this means the LLM cannot use any extra
tokens to reason about the problem for these meth-
ods. For each of our experiments, we test both
GPT-40-2024-08-06 (henceforth “GPT-40”) and
GPT-40-mini (as of November 24, 2024). We set
the temperature to zero for replicability.

3.3 Data

We test our methods on the two main datasets com-
monly used in conversation disentanglement: the
Movie Dialogue dataset (Liu et al., 2021) and the
Ubuntu IRC dataset (Kummerfeld et al., 2019).

The Movie Dialogue dataset contains sessions
with randomly interleaved scripts from 869 movies.
Each session contains dialogue from between 2 and
6 different scripts. Because the Movie Dialogue
sessions were synthetically interleaved, they likely
do not perfectly align with the structural charac-
teristics of naturally co-occurring conversations.
We find that each Movie Dialogue session contains
between 10 and 40 lines of dialogue.

The Ubuntu IRC dataset contains sessions sam-
pled from the Ubuntu IRC technical support chat-
room, which were then hand-labeled to identify the
conversations therein. Each session contains 250
or 500 chat messages, but following prior work, we
separate these into chunks of exactly 50 messages.
Additionally, some system messages (e.g., a mes-
sage stating that a user has joined the server) are
labeled as each belonging to a unique cluster. Fol-
lowing previous work, we keep these messages in
our evaluation data, but our prompts must specify

how these messages should be treated.

3.4 Evaluation Metrics

Following (Huang et al., 2022), we evaluate against
Normalized Mutual Information (NMI), Adjusted
Rand Score (ARI), and Shen-F. NMI and ARI are
common clustering metrics that have implemen-
tations in the scikit-1learn library. Shen-F is a
variant of F1 score unique to conversation disen-
tanglement and originally proposed by Shen et al.
(2006); we implement this metric ourselves.

4 Experiments

4.1 Ubuntu IRC

We present the results for the test partition of the
Ubuntu IRC dataset in Table 1. We find that the
Direct Assignment method performs competitively
against previous state-of-the-art with both GPT-40
and GPT-40-mini, with GPT-40 exceeding previous
state-of-the-art performance on all three metrics.

Ubuntu IRC
Method NMI ARI  Shen-F
TRANSITION-BASED 0.626  0.206 0.497
B1-CL 0.624 0.360 0.707
PTR-NET - 0.801 -
Best Response (40) 0.859 0.665 0.814
with Self-Critic 0.872 0.711 0.837
Best Response (40-mini) 0.368 0.156 0.479
with Self-Critic 0.381 0.163 0.483
Direct Assignment (40) 0912 0.823 0.912
with Self-Critic 0919 0.836 0.916
Direct Assignment (4o-mini) 0.889  (0.764 0.884
with Self-Critic 0.885 0.759 0.880

Table 1: Clustering Performance Results on Ubuntu IRC
with NMI, ARI, and Shen-F. TRANSITION-BASED re-
sults from Liu et al. (2020). BI-CL results from Huang
et al. (2022). PTR-NET results from Yu and Joty (2020).

The response prompt scheme significantly influ-
ences LLM performance on this task. While we are
able to exceed previous state-of-the-art benchmarks
with the Direct Assignment prompting scheme, the
Best Response method falls short, especially for
GPT-40-mini, which underperforms all prior re-
sults we include.

Our self-critic technique also increases perfor-
mance across all metrics except for Direct Assign-
ment with GPT-40-mini. However, the effect size is
quite small and does not conclusively demonstrate
the utility of our self-critic method.



4.2 Movie Dialogue

As in the Ubuntu IRC results, our Direct Assign-
ment method with both GPT-40 and GPT-40-mini
outperforms the previous state-of-the-art by a wide
margin, as presented in Table 2. In line with pre-
vious literature, we find that our methods under-
perform on the Movie Dialogue dataset compared
to the Ubuntu IRC dataset. We hypothesize this
is largely due to (1) modality differences, where
movie scenes are made more ambiguous in text via
the removal of disambiguating visual/scene infor-
mation, and relatedly, (2) lack of specific discourse
structures present in naturally-interleaved conver-
sations like explicit addressee mention and related
strategies taken by speakers who know they are
participating in a forum where multiple conversa-
tions are taking place. Overall, we significantly
advance the state-of-the-art performance on this
task and dataset, with the best performing configu-
ration (Direct Assignment GPT-4o0 with self-critic)
demonstrating a relative ARI increase of +107%
(0.382 — 0.793) over the previous best approach.

Movie Dialogue

Method NMI ARI  Shen-F
TRANSITION-BASED 0.358 0.255 0.650
BI-CL 0.575 0.382 0.747
Best Response (40) 0.292 0.222 0.653
with Self-Critic 0.665 0.528 0.791
Best Response (40-mini) 0.154 0.077 0.581
with Self-Critic 0.166 0.077 0.586
Direct Assignment (40) 0.813 0.747 0.892
with Self-Critic 0.841 0.793 0.911
Direct Assignment (40-mini) 0.743  0.615 0.802
with Self-Critic 0.751 0.636 0.819

Table 2: Clustering Performance Results on Movie Di-
alogue. TRANSITION-BASED results from Liu et al.
(2020). B1-CL results from Huang et al. (2022).

4.3 Human Baseline

To compare the performance of our methods to a hu-
man baseline, we recruit 5 volunteers to hand-label
arandom subset of 5 sessions from the Ubuntu IRC
test set and 5 sessions from the Movie Dialogue test
set. Annotators had no previous experience with
the datasets or project but were research scientists
in related fields from our informal social networks.
Participants are provided the same instructions as
the language models, except instead of iterating

through the utterances sequentially, we allow them
to view the whole context of the conversation.

We find that our disentanglement methods are
out-performed by humans across most metrics on
our sample of 5 sessions from Ubuntu IRC and 5
sessions from Movie Dialogue. This performance
gap is greater when considering median perfor-
mance due to an outlier labeler. Moreover, humans
do not perform as well on the Movie dataset com-
pared to Ubuntu IRC, which is in line with our
LLM findings. Overall, the LLM method performs
well but does not exceed human-level performance.

Ubuntu IRC
Method NMI ARI  Shen-F
Direct Assignment (40) 0914 0.739 0.873
with Self-Critic 0916 0.742 0.875
Direct Assignment (40-mini) 0.918  0.788 0.890
with Self-Critic 0.909 0.777 0.937
Human Baseline (mean) 0.886 0.803 0.875
Human Baseline (median) 0.969 0.940 0.948
Movie Dialogue
Method NMI ARI  Shen-F
Direct Assignment (40) 0.777 0.737 0.892
with Self-Critic 0.809 0.785 0.894
Direct Assignment (40-mini) 0.734  0.618 0.796
with Self-Critic 0.706  0.599 0.790
Human Baseline (mean) 0.812 0.717 0.806
Human Baseline (median) 0.869 0.819 0.867

Table 3: Comparison to Human Baseline on Random
subsets of Ubuntu IRC and Movie Dialogue.

5 Conclusion

In this work, we present the first exploration of
frontier large language models on the task of con-
versation disentanglement. We develop an iterative,
zero-shot prompting scheme for GPT-4o that is able
to exceed previous state-of-the-art performance ob-
tained via earlier pre-trained language models such
as BERT. Additionally, we demonstrate that imple-
menting an iterative self-critic procedure provides
modest performance gains for most LLM condi-
tions. The task of conversation disentanglement
leverages both local and global information, requir-
ing the synthesis of informative cues at the utter-
ance level and at the larger level of discourse struc-
ture. This work presents evidence that LLMs are
well-positioned to excel at this task and represents
a baseline for future development and research.



6 Limitations

One potential limitation of this research is our re-
liance on restrictive structured output schema and
standard decoding methods. Strict constraints on
structured output, such as output schema restric-
tions, can cause a significant decrease in LLM per-
formance on reasoning tasks (Tam et al., 2024).
This performance decrease can be avoided by gen-
erating responses on reasoning-based tasks first
in natural language and then casting to a struc-
tured output via deterministic methods or an oracle
model.

Another potential concern is data memorization
of the test materials resulting in artificially inflated
performance that does not transfer to unseen or
future data. Both GPT-40 and GPT-40-mini have
reported knowledge cutoffs of October 2023 (Ope-
nAl, 2024) and may very well include elements
of the Movie Dialogue and Ubuntu IRC testsets in
their training data. This concern can be addressed
in future work by benchmarking performance on
novel, unseen datasets or synthetic data.
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Appendix
Prompt: Best Response for Ubuntu IRC

You will be provided a chat log where
each message has a unique ID, as well as
the next chat message in the sequence.
Respond with a JSON object that contains
the ID of the message the last chat
message is responding to/following up
to. Alternatively, if the last chat
message seems to be starting its own
conversation, respond with the chat
message's ID. If the last chat message
is just a system message, respond with
the chat message's ID.

Example: {"response_to": 1213}
Example: {"response_to": 6513}
Example: {"response_to": 2439}

Prompt: Best Response for Movie Dialogue

You will be provided a dialogue where
each message has a unique ID, as well as
the next utterance in the sequence.
Respond with a JSON object that contains
the ID of the message the last line of
dialogue is responding to/following up
to. Alternatively, if the last utterance
seems to be starting its own
conversation, respond with the
utterance's 1ID.

Example: {"response_to": 12}
Example: {"response_to": 651}
Example: {"response_to": 2439}

Prompt: Direct Assignment for Ubuntu IRC

You will be provided a set of
conversations extracted from a chat log,
as well as the next chat message in the
sequence. Respond with a JSON object
that contains the conversation ID of

the message the last chat message is
responding to/following up to.
Alternatively, if the last chat message
seems to be starting its own
conversation, respond with

{"conversation_id": @}. If the last chat
message 1s just a system message,
respond with {"conversation_id": 0}.
Examples:

{"conversation_id": 0}
{"conversation_id": 11}

{"conversation_id": 7}
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Prompt: Direct Assignment for Movie Dialogue

You will be provided a dialogue with
lines from entangled movie scripts. Your
goal is to assign each line to a cluster
representing which movie script it
belongs to. Respond with a JSON object
that contains the conversation ID of the
movie script it seems the last line of
dialogue belongs to. Alternatively, if
the last chat message seems to be

starting its own conversation, respond
with {"conversation_id": 0}.

Examples:

{"conversation_id": 0}
{"conversation_id": 11}
{"conversation_id": 7}

Prompt: Self-Critic Examine for Movie
Dialogue

Prompt: Self-Critic Examine for Ubuntu IRC

Another agent has tried to disentangle
the conversations in an Ubuntu IRC chat
log. Your task is to decide which action
to take to make any necessary fixes.
These are the actions available to you:

“assign_utterance(utterance_id:
new_cluster_id: int)"

Given an utterance's ID and a cluster
ID, move the utterance to that cluster.

int,

“create_conversation(utterance_id: int)~
Create a new conversation populated by
the specified utterance.

“finish ()"
Finish the editing process. Run this
once you are content with the results.

- System messages are treated as
separate, unique conversations.

Think step-by-step to determine what the
next action should be. Make your final
decision clear at the end so that the
assigner can follow your instruction.
The final decision should be a single
action rather than multiple.

Another agent has tried to disentangle
the movie scripts ("conversations"”) in a
jumbled script. Your task is to decide
which action to take to make any
necessary fixes.

These are the actions available to you:

“assign_utterance(utterance_id:
new_cluster_id: int)"

Given an utterance's ID and a cluster
ID, move the utterance to that cluster.

int,

“create_conversation(utterance_id: int)"
Create a new conversation populated by
the specified utterance.

“finish ()~
Finish the editing process. Run this
once you are content with the results.

- An utterance belongs to a conversation
when it seems to potentially come from
the same script as other utterances in
that conversation.

- "Conversation" refers to a distinct
movie script. If two utterances are from
the same script, they should be in the
same conversation.

Think step-by-step to determine what the
next action should be. Make your final
decision clear at the end so that the
assigner can follow your instruction.
The final decision should be a single
action rather than multiple.




Prompt: Self-Critic Action

You will be provided a set of
conversations extracted from a chat log,
the next chat message in the sequence,
and an instruction on what action to
take.

“assign_utterance(utterance_id: int,
new_cluster_id: int)"

Given an utterance's ID and a cluster
ID, move the utterance to that cluster.

“create_conversation(utterance_id: int)"
Create a new conversation populated by
the specified utterance. new_cluster_id
should be set to 0.

“finish ()"

Finish the editing process. Run this
once you are content with the results.
utterance_id and new_cluster_id should
be set to 0.

Your response should be a JSON object
with the following keys:

- Taction™: The action to take. One of
assign_utterance, create_conversation,
or get_next_utterance.

- “utterance_id : The ID of the
utterance to assign to a cluster.

- “cluster_id~: The ID of the cluster to
assign the utterance to.

You should only respond with a JSON
object and nothing else. Your response
should formalize what the instruction
says, not what you think the best option
is.
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