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ABSTRACT

Data imbalance presents a significant challenge in various machine learning (ML)
tasks, particularly named entity recognition (NER) within natural language pro-
cessing (NLP). NER exhibits a data imbalance with a long-tail distribution, featur-
ing numerous minority classes (i.e., entity classes) and a single majority class (i.e.,
O-class). This imbalance leads to misclassifications of the entity classes as the O-
class. To tackle this issue, we propose a simple and effective learning method
named majority or minority (MoM) learning. MoM learning incorporates the loss
computed only for samples whose ground truth is the majority class into the loss
of the conventional ML model. Evaluation experiments on four NER datasets
(Japanese and English) showed that MoM learning improves prediction perfor-
mance of the minority classes without sacrificing the performance of the majority
class and is more effective than widely known and state-of-the-art methods. We
also evaluated MoM learning using frameworks as sequential labeling and ma-
chine reading comprehension, which are commonly used in NER. Furthermore,
MoM learning has achieved consistent performance improvements regardless of
language or framework.

1 INTRODUCTION

Named entity recognition (NER) (Nadeau & Sekine, 2007; Lample et al., 2016) is one of many real-
world natural language processing (NLP) tasks with significant data imbalance, especially when
applied for business purposes like corporate information-gathering websites (Guo et al., 2009) and
extracting drug names and diseases from vast amounts of unstructured medical data (Ramachandran
& Arutchelvan, 2021). NER commonly uses a sequential labeling framework, a form of multiclass
classification that predicts labels corresponding to the words in a sentence. In sequential labeling,
all words are divided into either entity words with information (i.e., proper nouns) or non-entity
words without information. Each entity word is labeled as a specific class (PERSON, LOCATION,
etc.) to which a few samples belong. In contrast, all non-entity words constitute the majority and
are labeled as a single class (i.e., the “others” O-class). This labeling yields a data imbalance with
a long-tail distribution. Between the well-known benchmarks CoNLL2003 (Sang & De Meulder,
2003) and OntoNotes5.0 (Pradhan et al., 2013), the number of samples for the O-class significantly
exceeds that of the entity class, a condition that often leads to misclassifications of entity classes as
the O-class, causing a considerable decline in the prediction performance of the minority classes.
Overall, overcoming this data imbalance is a crucial step toward enhancing NER performance.

Conventional machine learning (ML) methods for addressing data imbalances are categorized into
sampling-based methods (Pouyanfar et al., 2018; Buda et al., 2018) for inputs and cost-sensitive
learning (Adel et al., 2017; Madabushi et al., 2019; Li & Xiao, 2020) for outputs. The sampling-
based method, which adjusts the number of sentences in training, has a certain effect on the ML
tasks. However, NER uses sequential labeling, which predicts the labels corresponding to each word
in a sentence; thus, it does not mitigate the imbalance. By contrast, cost-sensitive learning addresses
the imbalance by designing a loss function for the ML model based on the number of samples in
each class. While it is effective for binary classification, NER is a multiclass classification requiring
extension of this method. This extension will lead to complex weight adjustments for each class and
for cases in which it is not fully capable, thus not attaining the desired level of performance.
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In this paper, we propose a novel learning method, majority or minority (MoM) learning, to tackle
the data imbalance in NER. MoM learning is simple and effective for incorporating the loss com-
puted only for samples whose ground truth is the majority class into the loss of the conventional
ML model. Our strategy enables cost-sensitive learning but differs from the concepts of previous
studies because it does not depend on the difficulty of the classification or the number of samples in
the class. The purpose of MoM learning is to enhance performance by preventing misclassifications
of the minority classes (entity classes) as the majority class (the O-class). When incorporating the
loss of entity classes instead of the O-class, the model cannot distinguish whether the prediction
is misclassified as the O-class or as another entity class. Therefore, MoM learning focuses on the
O-class to recognize misclassifications from the O-class to the entity classes.

We evaluated MoM learning using four NER datasets and with a ML model, including BERT (De-
vlin et al., 2019), which have proven successful in various NLP tasks. The evaluation results demon-
strated that MoM learning contributes to consistent improvements in performance across languages.
We also confirmed that MoM learning is more effective than those introduced in previous state-of-
the-art studies, such as focal loss (FL) (Lin et al., 2017) and dice loss (DL) (Li et al., 2020b). Fur-
thermore, beyond common sequential labeling, we demonstrated the effectiveness of MoM learning
using the machine reading comprehension (MRC) framework, which is becoming mainstream (Li
et al., 2020a; Zhang & Zhang, 2023).

Our contributions are summarized as follows. (1) We propose a novel learning method, majority or
minority (MoM) learning, designed to address the data imbalance with a long-tail distribution, which
is a significant challenge. (2) We evaluated four common NER datasets (English and Japanese) and
demonstrated that MoM learning is more effective than conventional methods of both the sequential
labeling framework and MRC. (3) MoM learning improved the performance of the entity classes
without compromising the performance of the O-class in a language-agnostic context.

2 PROPOSED METHOD

2.1 NOTATION

T (GT) B-ORG I-ORG O O O B-LOC

P (Pred) B-ORG I-ORG I-ORG O O O

T (GT) B-ORG I-ORG O O O B-LOC

P (Pred) B-ORG I-ORG I-ORG O O O

TEXT The WBC took place in Florida

T (GT) B-ORG I-ORG O O O B-Loc

Proposed

Figure 1: Concept of MoM learning. The conven-
tional loss function, L (e.g., cross-entropy loss),
calculates the loss for all samples. In MoM learn-
ing, LMoM, the loss associated with the “major”
O-class, is added to L.

First, as a common approach to NER, we
introduce the notation for sequential labeling.
We consider a dataset comprising a set of input
sentences X = [x(1), · · · ,x(n), · · · ,x(N)]
and the corresponding training labels
Y = [y(1), · · · ,y(n), · · · ,y(N)], where
N is the number of sentences in the dataset.
The n-th sentence split tokens and corre-
sponding training labels are represented as
x(n) = [w

(n)
1 , · · · ,w(n)

i , · · · ,w(n)
M ] and

y(n) = [y
(n)
1 , · · · ,y(n)

i , · · · ,y(n)
M ], respec-

tively. M is the number of tokens in the longest
sentence in the dataset, and shorter sentences
are padded up to M .

The training label y(n)
i is annotated using the

BIO format (Ramshaw & Marcus, 1999) in se-
quential labeling. This format consists of entity classes (e.g., PER, LOC, and ORG) and a non-entity
class (i.e., the O-class); where the former are represented by prefixing the entity category with B
for the first token and I for the rest, as follows: B-PER, I-PER, B-LOC, etc. The sequence of
predicted labels is denoted as p(n) = [p

(n)
1 , · · · ,p(n)

i , · · · ,p(n)
M ], where the ML model estimates

the predicted probabilities p(n) for each token of the sentence x(n).

2.2 MAJORITY OR MINORITY (MOM) LEARNING

MoM learning is a simple and effective method that incorporates the loss for samples whose ground
truth is a single majority class into the loss of an arbitrary conventional ML model. Fig. 1 illustrates
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the concept of MoM learning, where conventional loss L represents an arbitrary loss function of the
model, such as cross-entropy, which computes the loss for all samples boxed in red. The LMoM

term only computes the loss whose ground truth is the O-class (i.e., y(n)
i = “O”) framed in red, and

incorporates them into the conventional loss. The equation for the LMoM is

LMoM(y(n),p(n)) = − 1

M

M∑
y
(n)
i =“O”

ℓ(y
(n)
i ,p

(n)
i ), (1)

where ℓ is an arbitrary loss function, including cross-entropy, weighted cross-entropy, FL (Lin et al.,
2017), DL (Li et al., 2020b), etc. Because LMoM focuses only on the O-class, certain entity classes
misclassified by the model become inconsequential. Hence, LMoM functions as a pseudo-binary
classification, distinguishing between the O-class and the entity classes to detect misclassifications
of O-class as entity classes. MoM learning enables independence from such factors as the number of
class samples, task features, and the model employed, making it adaptable to similarly imbalanced
tasks.

For the n-th sentence x(n), the loss function LS , when applying MoM learning, is written as

LS(y
(n),p(n)) =λ · L(y(n),p(n)) + (1− λ) · LMoM(y(n),p(n)), (2)

where λ is a hyperparameter balancing L and LMoM. MoM learning simplifies weights adjustments
compared to WCE, with a single hyperparameter λ. Finally, the model loss LM is minimized with
the training labels for the entire dataset Y and the prediction probabilities P :

LM(Y ,P ) =
1

N

N∑
n=1

LS(y
(n),p(n)). (3)

3 EXPERIMENTS

This section describes the dataset, followed by the evaluation experiments used, including sequential
labeling and MRC, loss functions, and implementation details. Considering data variability, the
evaluation was based on the average of the results of 10 random seeds in each condition. In all
evaluations, we performed paired t-tests (α = 0.05) to identify differences between our method and
other leading methods where α is the significance level.

3.1 DATASETS

We used the following four datasets: English CoNLL2003 (Sang & De Meulder, 2003), English
OntoNotes5.0 (Pradhan et al., 2013), Kyoto University web document read corpus (KWDLC; in
Japanese) (Hangyo et al., 2012), and Stockmark NER wiki (NER wiki; in Japanese) (Omi, 2021).
In addition, we evaluated four datasets using sequential labeling. For MRC, we used CoNLL2003,
which has been adopted in previous studies, by converting the data from sequential labeling an-
notations. For the English datasets, we employed the standard training, validation, and test data
provided, while for the Japanese datasets without those standard aspects, we randomly split the data
on an 8:1:1 basis.

3.2 NER FRAMEWORKS AND LOSS FUNCTIONS

We compare two frameworks. The sequential labeling framework classifies at the token level and
yields a data imbalance with a long-tail distribution. This framework directly addresses NER as a
multiclass classification. Thus, we used the macro F1 score as an evaluation criterion. Compared
to sequential labeling, the MRC framework, another practical option for NER, has been widely
used in recent years (Li et al., 2020a) in binary classification tasks. This framework determines
whether each word belongs to a particular class and finds its range. Specifically, for a token w

(n)
i in

a sentence x(n), the ground truth can be written as y(n)
i ∈ {0, 1}Y , where Y is the set of entity and

non-entity classes. Unlike the macro F1 score for sequential labeling, we used the macro F1 score,
which matches the index of the predicted start and end points.
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Table 1: Performance with BERT in sequential labeling (in macro F1). In all items, MoM had the
best score, with a significant difference from FL, which was the next best (α = 0.05).

CoNLL2003 OntoNotes5.0 KWDLC NER Wiki
Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

BERT 90.16 91.86 91.00 87.41 89.07 88.23 70.92 73.96 72.41 77.32 81.04 79.13

w/ WCE-1 89.73 92.15 90.93 85.66 90.28 87.91 62.79 78.32 69.70 73.65 80.28 76.82
(-0.07) (-0.32) (-2.71) (-2.31)

w/ WCE-2 89.94 92.22 91.07 86.81 89.67 88.22 68.86 77.23 72.80 75.72 81.19 78.36
(+0.07) (-0.01) (+0.39) (-0.77)

w/ FL 90.33 92.03 91.17 87.62 89.15 88.39 71.88 74.27 73.05 77.79 81.53 79.61
(+0.17) (+0.16) (+0.64) (+0.48)

w/ MoM 90.41 92.27 91.33 87.39 89.84 88.60 72.54 74.13 73.32 78.13 81.61 79.83
(proposed) (+0.33) (+0.37) (+0.91) (+0.70)

Table 2: Comparison of performance in each entity in se-
quential labeling of CoNLL2003.

w/ MoM BERT
Prec. Rec. F1 Prec. Rec. F1

MISC 79.18 84.58 81.78 79.21 84.04 81.54
LOC 92.91 93.50 93.20 92.60 93.49 93.04
ORG 89.87 93.17 91.54 89.90 92.70 91.27
PER 97.66 97.88 97.77 97.76 97.55 97.65
O 99.72 99.28 99.50 99.69 99.31 99.50

Table 3: Summary of the performance
of MRC on CoNLL2003.

Prec. Rec. F1
BERT-MRC 92.43 92.22 92.32

w/ FL 92.95 92.10 92.52
(+0.20)

w/ DL 92.69 92.43 92.56
(+0.24)

w/ MoM 92.99 92.51 92.75
(proposed) (+0.43)

We compared the prediction performance of MoM learning with that of conventional learning meth-
ods (i.e., loss functions) that have long been considered state-of-the-art and used widely for data
imbalance issues. The WCE is one of the most commonly used weighted loss functions, and we
consider two variants: the inverse class frequency (WCE-1) and a hyperparameter related to the
number of samples (WCE-2). In our experiments, WCE-1 is set as the inverse class frequency and
WCE-2 is set as log10(

s−sk
sk

+ β), used in a DL paper (Li et al., 2020b), where sk is the number of
samples for class k, s is the total number of train samples, and β is a hyperparameter. The FL (Lin
et al., 2017) is a more robust and versatile loss (Iikura et al., 2021; Liu et al., 2021) that was pro-
posed after WCE. Because FL was designed for binary classification, we extended the FL with a
one-versus-the-rest method in sequential labeling. The DL (Li et al., 2020b) has long been consid-
ered a state-of-the-art method focused on MRC and was designed to reduce both false positives and
false negatives.

3.3 IMPLEMENTATION DETAILS

Models. We utilized pre-trained models; the input length of these models was determined by the
maximum number of tokens in a sentence (M = 128), with padding tokens ([PAD]) used for
filling the remaining space to maintain a consistent length. We fine-tuned in 10 epochs using the
Adam optimizer (Kingma & Ba, 2014) for each task. Sequential labeling: We used pre-trained
BERT (Devlin et al., 2019) as the baseline model. We set D to 768, a learning rate of 2× 10−5, and
a batch size of 64. MRC: We used BERT-MRC (Li et al., 2020a) as the baseline model and set a
learning rate of 3× 10−5 and a batch size of 32.

Hyperparameters. The tree-structured Parzen estimator (TPE) (Bergstra et al., 2011), imple-
mented in the Bayesian optimization library Optuna (Akiba et al., 2019), was used to maximize
the F1 score of the validation data. For the sequential labeling experiments, the hyperparameters of
WCE-2 (β) and FL (γ) were explored in the predetermined range of 1.0–10.0 and 0.0–10.0, respec-
tively, considering their papers (Lin et al., 2017; Li et al., 2020b). For the MRC experiments, we set
the hyperparameters of FL γ = 3.0 and those of DL ϵ = 1.0 and δ = 0.01, which is based on the DL
hyperparameters carefully tuned in Li et al. (2020b). The MoM hyperparameter (λ) was explored
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in the predetermined range of 0.0–1.0 in both frameworks. Thus, in the sequential labeling, we set
the MoM hyperparameter λ for the datasets CoNLL2003, OntoNotes5.0, KWDLC, and NER wiki
to 0.175, 0.125, 0.357, and 0.212, respectively, while for MRC CoNLL2003 was set λ to 0.446.

4 RESULTS

Table 1 presents a comparison of the performances of each method using BERT in sequential la-
beling. We confirmed that MoM learning consistently outperforms other methods across all four
datasets. In all datasets, the performance using MoM learning was significant at α = 0.05 against
the next best method (FL). The results using WCE-1 and WCE-2 demonstrated poor performance
compared to the baseline; the reason is discussed in Sec. 5.

Table 2 presents a comparison between the baseline with and without MoM learning for each en-
tity in CoNLL2003. The prefixes of the entity classes B and I are merged to show the average
performance of the respective classes, resulting in nine classes (e.g., B-PER, I-PER, B-LOC and
O) becoming five classes (e.g., PER, LOC, and O). We confirm that MoM learning improves the
performance of entity classes without compromising the performance of the O-class.

Table 3 presents the performance with the CoNLL2003 dataset using the MRC. The results confirm
MoM learning also demonstrated the best performance and was significant at α = 0.05, against the
next best method (DL).

5 DISCUSSION

The most important factor in NER is the score of the entity classes, rather than the overall score,
including the O-class, as the prediction performance of NER generally concerns the score including
the O-class. In practical situations in which entities are extracted and utilized, the performances
of the entity classes hold greater significance. Although MoM learning appears to be a marginal
improvement, we confirm that MoM learning improves the performance of minor entity classes
without sacrificing the performance of the major O-class, regardless of language.

For WCE, we attempted two methods (i.e., WCE-1 and 2); however, a poorer performance than the
baseline CE was observed, highlighting the challenges posed by multiclass NER, with its inherent
long-tail distribution. As evidenced by various ML tasks, conventional weighting methods struggle
with the delicate design of loss functions dependent on specific datasets and tasks (Valverde et al.,
2017; Jadon, 2020). Thus, the experiments in Table 1 highlight the difficulty of applying WCE
weighting to the sequential labeling of NER.

MoM learning was effective at sequential labeling and MRC, especially the latter, where we observe
the role of MoM learning in monitoring the number of entities. For example, in the sentence “Estadio
Santiago Bernabéu opened in 1974.”, “Estadio”, “Santiago”, and “Bernabéu” are assigned to the
classes B-LOC, I-LOC, I-LOC, and the other words are assigned to the O-class. When considering
a basic sentence, it is highly likely that the word (“opened”) following the last word (“Bernabéu”) of
the entity belongs to be I-LOC or O-class because sequences of different entity words are extremely
rare, such as LOCATION after PERSON. Because MoM learning focuses more on O-class words, the
model can learn whether the final word belongs to the I-LOC or O-class. In other words, the MoM
can monitor how many entity words are consecutive, which is a factor in the improved performance
of the words at the end of the entity.

6 CONCLUSION

In this paper, we have proposed a novel learning method, MoM learning, to address NER tasks
characterized by a data imbalance with a long-tail distribution consisting of a single class with many
samples (the majority class) and multiple classes with a few samples (the minority classes). MoM
learning is a simple and effective method that suppresses misclassifications of majority as minority
classes by incorporating the loss of samples in which ground truth is the majority class into the
loss of conventional ML models. Evaluation experiments using four datasets (two each in English
and Japanese) showed that MoM learning outperforms existing and even state-of-the-art methods in
addressing data imbalances regardless of language or framework.
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