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Abstract

Classical search algorithms have long underpinned modern artificial intelligence.1

In this work, we tackle the challenge of inference-time control in diffusion mod-2

els—adapting generated outputs to meet diverse test-time objectives—using prin-3

ciples from classical search. We propose a general framework that orchestrates4

local and global search to efficiently navigate the generative space. It performs5

compute-efficient global exploration using breadth-first and depth-first tree search6

and employs a theoretically grounded scalable local search via annealed Langevin7

MCMC. We evaluate our approach on a range of challenging domains, including8

planning, offline reinforcement learning, and image generation. Across all tasks,9

we observe significant gains in both performance and efficiency over baseline meth-10

ods. These results demonstrate that classical search offers a principled, practical11

foundation for inference-time scaling in diffusion models, and that our method,12

which jointly scales local and global search, establishes a new Pareto frontier.13

1 Introduction14

Classical search algorithms have laid the foundation for modern artificial intelligence [59]. In discrete15

settings, graph search algorithms are widely used to explore the state space. Breadth-first search16

(BFS) [50] and depth-first search (DFS) [73] traverse the search tree in a fixed order. To better17

leverage problem-specific information, best-first search methods [56], such as A* [22], use a heuristic18

to evaluate and prioritize states. Alternatively, local search methods, such as hill-climbing [59, Sec.19

4.1], explore neighboring states. More recent techniques like gradient descent and Markov Chain20

Monte Carlo (MCMC) have become widely adopted in optimization and probabilistic inference,21

underpinning many modern AI models.22

Diffusion models [26] have shown impressive performance in generative modeling for continuous23

domains such as images [10], videos [28], and world modeling [92]. They are also increasingly24

used in robotics and decision-making [44, 4, 74] to generate diverse actions [8]. However, generated25

samples may not always align with physical laws [68] or human intent [79], and the vast generative26

space often necessitates multiple trials to produce satisfactory outputs [87]. To address this, we scale27

up inference-time compute using strategic search methods that navigate the generative manifold for28

high-quality samples. We formalize sample evaluation using a verifier function f(x0) defined on29

ground truth samples, which measures the quality of the sample. Such verifiers could be reward30

functions [89], Q-functions [45], classifier conditions p(c|x0) [94, 10], and multi-modal LLMs [29].31

To efficiently search the generative space of diffusion models, we revisit classical search principles.32

To capture diverse modes in the complex distributions generated by diffusion models, we view33

sampling as traversing a search tree, employing BFS and DFS to progressively explore states during34

denoising. Similar to best-first search, we evaluate intermediate states xt with a verifier f(x0|t),35

prioritizing high-quality paths. To go beyond the base model and obtain higher-quality samples, we36
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Figure 1: Illustration of our search framework. Bottom left: direct sampling results in samples
with low verifier scores. Bottom middle: global search identifies high score modes within the base
distribution. Bottom right: local search further optimizes the samples for higher quality, driven by
the gradient signal.

perform local search via Langevin MCMC, exploring the neighborhood of current samples under37

guidance from both the verifier gradient and the diffusion model’s “score function” [78]. By jointly38

optimizing the compositional objective of the diffusion model and the verifier [12], our local search39

surpasses the capabilities of the base model. An overview of our framework is shown in Fig. 1.40

Recent works scale diffusion model inference via particle-based SMC [33, 63, 84] and tree-based41

methods [19], typically as BFS with fixed schedules. We generalize these with a BFS-based frame-42

work, clarifying prior design choices and establishing a strong baseline. Inspired by DFS, we add43

adaptive backtracking to allocate compute adaptively, surpassing BFS baselines. While global search44

remains limited to base-distribution modes, scaling local search with Langevin MCMC explores45

high-reward regions beyond the model, proving effective in challenging decision-making tasks.46

Our key contributions are summarized as follows:47

i) For global tree search, we elucidate the design space of prior BFS-style methods and provide48

an improved BFS baseline. We further present the first adaptive DFS algorithm for diffusion49

inference scaling, offering superior efficiency and adaptivity.50

ii) We introduce a theoretically grounded local search method using annealed Langevin MCMC,51

demonstrating superior performance in challenging domains.52

iii) We propose a unified framework for efficient inference-time search in diffusion models grounded53

in classical search principles. By jointly scaling local and global search for the first time, we54

advance the Pareto frontier of inference-time scaling across diverse domains.55

2 Related Works56

Here, we provide a brief overview of inference-time scaling with diffusion models. For a more57

comprehensive literature review and discussion of concurrent works, see Appendix B.58

Recent works such as [33, 63] propose SMC-based particle filtering methods, scaling inference59

compute by increasing the number of particles. Tree-search-based methods [39, 19, 48] evaluate60

intermediate nodes and expand promising candidates, scaling inference compute by increasing the61

width of the search tree. Both approaches can be seen as special cases of our BFS framework.62

Alternatively, Du et al. [13] propose iterative reasoning via Langevin MCMC, scaling inference63

by increasing the number of refinement steps. To utilize the verifier gradient, classifier guidance64

[10] trains a noise-dependent classifier for gradient guidance, and training-free guidance methods65

[94, 9, 68, 95, 24] improve sample quality using an additional pretrained classifier. In TFG [94] the66

authors have observed that more recurrent steps can yield better performance on challenging tasks.67
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However, their theoretical foundations remain poorly understood, and their scaling behaviors are68

largely unexplored.69

3 Backgrounds70

3.1 Diffusion Probabilistic Models71

Suppose we have D-dimensional random variable x0 ∈ RD with distribution p0(x0). Diffusion72

models [26, 67] and the more general flow models [42, 2] are generative models that turn noise into73

data via a stochastic process {xt}Tt=0. The forward “noising” process with t > s can be defined as:74

q(xt|xs) = N
(
x;

αt
αs

xs, α
2
t

(
σ2
t

α2
t

− σ2
s

α2
s

)
I

)
. (1)

where αt, σt are referred as the noise schedule with α0 = σT = 1, αT = σ0 = 0. We can thus write75

the random variables xt as an interpolation between data and noise [47]:76

xt = αtx0 + σtϵ ,

and denote qt(xt) as the marginal distribution of xt. To model the reverse “denoising” process, we77

train the model using the denoising objective [26]:78

L(θ) = Et,x0,ϵ [ϵθ(xt, t)− ϵ] ,

which is equivalent of learning the score function of qt(xt) [78], as the ground truth of ϵθ(xt, t)79

is −σt∇xt log qt(xt). To generate samples, we transform noise into data via the reverse transition80

kernel pθ(xt−1|xt). In practice, we either sample xt−1 using deterministic samplers like DDIM81

[67]:82

xt−1 =
αt−1

αt
(xt − σtϵθ(xt, t)) + σt−1ϵθ(xt, t)

or stochastic samplers like DDPM [26, 54]:83

pθ(xt−1|xt) = N (xt−1;µθ(xt, t),Σθ(xt, t))) .

3.2 Compositional and Controllable Generation of DPMs84

Given a base diffusion model with data distribution p0(x0), one may wish to sample x0 with85

some constraints or conditions f(x0). Exact diffusion sampling from the composed distribution86

p̃0(x0) ∝ p0(x0)f(x0) would require training a time-dependent f on data generated by p0 [10, 45],87

which may not be applicable in practice. Thus, we adopt optimization based methods to approximate88

the target distribution.89

Compositional generation via annealed Langevin MCMC. When sampling from a compositional90

distribution composed of multiple probability distributions, p̃0(x0) ∝ p0(x0)p̂0(x0), [12] proposes91

annealed Langevin MCMC sampling. In this approach, a sequence of annealed distributions q̃t(xt) ∝92

qt(xt)q̂t(x0) is constructed, and samples are drawn using Langevin dynamics [82]:93

xi+1
t = xit + η∇x log q̃t(x

i
t) +

√
2ηϵi , ϵi ∼ N (0, I) . (2)

Since the distribution of xit converges to q̃t(xt) asymptotically as i → ∞, η → 0, we can sample94

from p̃0(x0) following the annealing path {q̃t}Tt=0 with q̃0 = p̃0. Moreover, since the score of q̃t can95

be directly computed by composing the score of two distributions:96

∇x log q̃t(xt) = ∇x log qt(xt) +∇xt log q̂t(xt) ,

thus do not require extra training.97

Controllable generation through training-free guidance. During the sampling process, training-98

free guidance propose to update xt using gradient ascent99

x̃t = xt +∆t , ∆t = ρt∇xt log f(x0|t) + µtαt∇x0|t log f(x0|t) . (3)

where x0|t = E[x0|xt] = xt−σtϵθ(xt,t)
αt

. This method approximates the intractable posterior with100

the posterior mean: Ex0|xt [f(x0)] ≈ f(E[x0|xt]). To enhance the guidance strength, [95] propose101

to apply a recurrence strategy, which first samples xt−1 via pθ(xt−1|xt), add the guidance gradient,102

then add noise back to xt through the forward process qt(xt|xt−1):103

xit−1 ∼ pθ(·|xit) , x̃it−1 = xit−1 +
αt−1

αt
∆t , xi+1

t ∼ qt(·|x̃it−1) , i = 1, 2, · · · , Nrecur , (4)

with Nrecur being the total number of recurrence steps.104
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Figure 2: Illustration of global tree search algorithms.

4 Methods105

Problem Formulation. Given a pretrained diffusion model ϵθ(xt, t) with a base distribution p0(x0),106

at test-time, we often wish to optimize the generation process to satisfy task-specific objectives.107

For example, RL may require generating high-value actions, image synthesis may seek constraint-108

satisfying images, and trajectory generation may demand physically valid outputs. In this paper, we109

are interested in how to scale test-time inference to follow such objectives.110

We consider an inference-time scaling strategy that adjusts the sampling process based on a verifier111

function. Specifically, we define a verifier f(x0) : RD → R+ which specifies the degree to which112

samples optimize a specified objective. We then aim to bias sampling toward regions of the sample113

space where f(x0) is high. This leads to the objective of sampling from a compositional distribution114

that combines the original model distribution with the verifier:115

p̃0(x0) ∝ p0(x0)f(x0)
λ , (5)

where λ controls the weight of verifier scores.116

Since exact sampling from the distribution is often impractical, we aim to search the manifold for the117

target samples at inference time, both globally and locally. First, we explore the diverse modes in the118

complex generative landscape of diffusion models through global graph search algorithms. However,119

global search alone can not generate samples beyond the pretrained model. We then propose to120

search the vicinity of the sample using hill-climbing style local search methods, guided by the verifier121

gradient.122

4.1 Global Search for Mode Identification123

To efficiently explore the modes of the diffusion model, we represent the Markov chain of the124

denoising process as a fixed-depth tree, where the transition kernel p̃θ(xt−1|xt) may correspond to125

either deterministic or stochastic samplers. This abstraction allows the application of classical tree126

search heuristics to design compute-efficient exploration methods. By expanding nodes with higher127

score estimates and backtracking from low-quality nodes in the tree, we can efficiently navigate the128

generative space and sample from high-quality modes. An illustration is provided in Fig. 2.129

4.1.1 Unified BFS-style linear search130

Inspired by breadth-first search (BFS), which expands nodes level by level, we denoise a set of131

particles in parallel at each noise level. The simplest approach is best-of-N sampling: generate132

N candidate trajectories and select the one with the highest verifier score at the final step. While133

straightforward, this strategy ignores information from intermediate stages.134

To improve efficiency, and following the idea of best-first search [56], we score each intermediate135

particle
{
xkt
}N
k=1

using estimates of its verifier score f(xk0|t), and dynamically reallocate compu-136

tation by sampling more children nkt for high-scoring nodes. We provide a general design space137

for tempering, scoring, and resampling that unifies previous tree-search-based and particle-based138

baselines such as SVDD [39], DAS [33], and FK-steering [64]. The pseudocode is shown in Alg. 3.139
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Tempering. To reduce estimation bias in early steps, DAS [33] increases weights on smaller time140

steps so that τT < τT−1 · · · < τ0, re-weighting scores with τtf(x
k
0|t). SVDD [39] samples only141

from the top-scoring particle, i.e., τt = ∞. We consider: Constant : τt = τ, Increase : τt =142 (
(1 + γ)T−t − 1

)
τ, Inf : τt =∞ .143

Scoring. Following [33, 64], we propose to score intermediate particles f̂(xkt ) via: Current :144

τtf(x
k
0|t), Difference : τtf(x

k
0|t)− τt+1f(x

k
0|t+1), Max : maxs≥t τsf(x

k
0|s).145

Resampling. Given f̂(xkt ), we allocate particles as nkt = Resample
(
N, softmax

(
f̂(xkt )

))
, where146

nkt is the number of children for xkt . We compare the baseline Multinomial resampling [19, 64]147

and the variance-reduced SSP [33]; see [17] for other methods.148

Prior methods are special cases of BFS: SVDD [39] = BFS (Inf, Current, Multinomial); DAS149

[33] = BFS (Increase, Difference, SSP); FK-steering [63] = BFS (Constant, Max, Multinomial).150

Ablations (Sec. 5.1) show SSP resampling is key for performance, and our baseline BFS (Increase,151

Max, SSP) consistently outperforms prior methods in efficiency.152

4.1.2 DFS-style non-linear search153

Depth-first search (DFS) explores one branch of the search tree as deeply as possible before backtrack-154

ing. In our setting, this corresponds to iteratively denoising a single particle until its verifier score155

drops below a predefined threshold: f(x0|t) ≤ δt, where δt is a scheduled threshold for timestep t.156

Once the constraint is violated, the algorithm backtracks by reintroducing noise, moving to a higher157

noise level tnext = t + ∆T using the forward diffusion process q(xtnext |xt) in Eq. 1. This allows158

the model to restart the denoising process from a different region of the manifold, encouraging159

exploration of diverse modes. Unlike the small noise injection and fixed schedule used in SoP [48]160

for local exploration, DFS performs global exploration with ∆T ≥ T
4 and an adaptive exploration161

strategy.162

A key strength of DFS is its ability to allocate compute adaptively: difficult prompts and low-quality163

trajectories naturally trigger more backtracking and exploration, while easier instances are solved164

more directly. This dynamic behavior is driven purely by the verifier signal, without needing to know165

the difficulty in advance as in [66]. Also, the threshold acts as a control knob for users to balance166

output quality and computation resources, where higher threshold automatically scales compute for167

better output. As shown in Sec. 5.2, this adaptive strategy leads to substantial gains in efficiency and168

performance over prior methods, and even our strengthened BFS baseline.169

4.2 Scaling Local Search via Langevin MCMC with Verifier Gradient170

Global search can efficiently discover the high score modes from the base diffusion model, but can171

not generate higher quality samples that exceed the pretrained model. Thus, we aim to sample from172

the compositional distribution p̃0 in Eq. 5 for higher quality samples. To optimize the compositional173

objective, we conduct local-search with hill-climbing methods, aiming to find the local maximum174

with high p̃0. Specifically, we view the sampling problem as compositional optimization in measure175

space [83], and follow the gradient flow of KL-divergence, performing Langevin MCMC steps176

(details see Appendix. C.1).177

Similar to annealed Langevin MCMC in [12], we could construct a series of annealed functions178

f̂t(xt) with f̂0(x0) = f(x0). Then we sample from the distributions q̃t(xt) ∝ qt(xt)f̂(xt) through179

Langevin MCMC in Eq. 2 (details see Appendix. C.2). Alternatively, training-free guidance in Eq. 3180

utilizes the gradient of f(x0|t) to optimize xt, which can be computed directly using the diffusion181

model output. However, naive gradient updates have been observed to produce OOD and adversarial182

samples [61]. In [94], recurrence (Eq. 4) was found to help avoid adversarial samples in challenging183

guidance tasks, though its theoretical underpinnings remain poorly understood. We unify these184

two approaches by demonstrating that training-free guidance with recurrence, in the continuous185

limit, constitutes an instance of Langevin MCMC. For details see Appendix. C.3, and a rigorous186

convergence bound is in Theorem. 1.187
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Proposition 1. In the continuous limit where the number of diffusion denoising steps T → ∞,188

training-free guidance with recurrence is equivalent to running Langevin MCMC on a series of189

annealed distributions {q̃t(xt)}Tt=0, with q̃0(x0) = p̃0(x0) ∝ p0(x0)f(x0)
λ.190

Thus, the recurrence step (without guidance) can be interpreted as Langevin MCMC applied to the191

original distribution of the diffusion model qt(xt), and the guidance term ∆t in Eq. 3 then serves192

as defining a practical annealing path f̂t(xt) that bias the sampling path towards high reward areas193

beyond the modes of the base model. We are the first to propose this theoretical unification of the194

two lines of work, providing insights into efficient local search of diffusion models via gradients.195

We implement local search by parameterizing the reverse transition kernel p̃θ(xt−1|xt) as a sequence196

of Langevin MCMC steps (Eq. 2), followed by a denoising step using DDIM (Eq. 11) or DDPM197

(Eq. 12); see Appendix C.5 for details. Unlike classifier-guidance or naive training-free guidance,198

which apply only gradient guidance in the denoising step, our approach incorporates explicit Langevin199

MCMC steps. In Sec. 5.3, we scale the number of local search steps for the first time and observe200

substantial improvements over pretrained models across multiple tasks.201

5 Experiments202

In this section, we apply inference-time scaling with our search strategy across a range of domains. In203

Sec. 5.1, we present a strengthened BFS baseline that outperforms previous particle-based methods.204

In Sec. 5.2, we demonstrate the adaptivity and efficiency of our DFS method. In Sec. 5.3, we scale up205

local search in challenging decision-making domains, highlighting the importance of jointly scaling206

local and global search.207

5.1 Elucidating the Design Space of BFS for a Strengthened Baseline208

In this section, we explore the design choices of BFS and present a strengthened baseline. To209

ensure a fair comparison, we directly use the official implementation of FK-steering [63] with the210

ImageReward [89] verifier and the SD v1.5 model. For details, see Appendix E.1.211

N BoN Multinomial SSP
4 0.702± 0.057 0.743± 0.037 0.834± 0.041
8 0.896± 0.031 0.926± 0.042 1.032± 0.035

(a) Results for different sampling
choices with Constant tempering
and Max scoring

N Current Difference Max
4 0.812± 0.037 0.823± 0.036 0.834± 0.041
8 0.996± 0.029 1.013± 0.032 1.032± 0.035

(b) Results for different scoring
choices with SSP resampling and
Constant tempering

N Increase Inf Constant
4 0.882± 0.029 0.667± 0.076 0.834± 0.041
8 1.087± 0.031 0.775± 0.087 1.032± 0.035

(c) Results for different tempering
choices with SSP resampling and
Max scoring

Table 1: Ablation of BFS design choices

We begin with the baseline design of FK using BFS (Constant, Max, Multinomial) and evaluate212

different resampling strategies. As shown in Table 1a, SSP significantly improves performance over213

naive multinomial resampling, and we adopt it in our design. We then ablate the scoring methods and214

tempering options in Tables 1b and 1c, arriving at our improved BFS (Increase, Max, SSP).215

Model N BoN FK[63] DAS[33] TreeG [19] SVDD[39] BFS (ours)

SD v1.5 4 0.702 ± 0.057 0.743 ± 0.037 0.878 ± 0.028 0.860 ± 0.033 0.667 ± 0.076 0.882 ± 0.029
SD v1.5 8 0.896 ± 0.031 0.926 ± 0.042 1.052 ± 0.033 1.023 ± 0.018 0.775 ± 0.087 1.087 ± 0.031
SD XL 4 1.085 ± 0.013 1.131 ± 0.022 1.181 ± 0.023 1.152 ± 0.023 1.036 ± 0.062 1.194 ± 0.024
SDXL 8 1.198 ± 0.021 1.251 ± 0.011 1.265 ± 0.019 1.261 ± 0.021 1.225 ± 0.027 1.291 ± 0.018

Table 2: Comparison of our BFS with prior methods

To compare our improved BFS (Increase, Max, SSP) with prior baselines, we additionally experiment216

with the SDXL model [58], which differs from the model used in our ablations. As shown in Table 2,217

our improved BFS consistently outperforms previous methods across compute budgets and models.218

In the following experiments, we use the improved BFS as our baseline.219

5.2 Adaptive and Efficient Inference-Scaling with DFS220

In this section, we evaluate the adaptivity and efficiency of DFS on the CompBench dataset [29],221

using the SSD-1B model [20] and a VLM [37] as our verifier. The detailed setup is provided in222

Appendix E.2. Through these experiments, we address the following questions:223
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Figure 3: CompBench [29] text-to-image results with DFS. DFS-δ denotes DFS with threshold
δt = δ. Figs. 3a, 3b, and 3c show DFS outperforming baseline BFS on the color, shape, and texture
datasets, with up to 2× lower cost than Best-of-N. Fig. 3d shows average compute allocation by DFS
for prompts of increasing difficulty on the color dataset.

• Can DFS outperform Best-of-N and prior particle-based methods? As shown in Figs. 3a,224

3b, and 3c, DFS consistently outperforms BFS and Best-of-N across datasets and threshold225

parameters, achieving up to 2× lower computational cost.226

• Can DFS adjust compute allocation with different thresholds? We evaluate DFS across227

a wide range of practical threshold values (0.5, 0.7, and 0.9) and find that lower thresh-228

olds automatically allocate less compute, while higher thresholds scale up compute for229

better quality. DFS consistently outperforms baseline methods across all threshold choices,230

demonstrating the robustness of our method.231

• Can DFS dynamically adjust compute allocation for different instances? We measure the232

computational cost of DFS on prompts of varying difficulty in the color dataset. Threshold233

parameters are fixed, and the difficulty of a prompt is defined as the average score over four234

independent trials. As shown in Fig. 3d, difficult prompts with lower scores automatically235

consume more compute, without prior knowledge of difficulty as in [66].236

Unlike linear-search methods that use a fixed exploration schedule, DFS offers higher efficiency and237

adaptivity, which may be of independent interest to the broader community.238

5.3 Joint Scaling Local and Global Search239

Although global search methods such as BFS and DFS can efficiently explore the generative space of240

the diffusion model, they are restricted to the modes of the base distribution and therefore cannot241

exceed the capabilities of the base model. To optimize the compositional objective in Eq. 5 and242

sample from high-reward regions beyond the base model, we propose scaling up local search steps243

via annealed Langevin MCMC, introducing a new scaling dimension for diffusion models. We244

validate the effectiveness of scaling local search in challenging decision-making domains, such as245

long-horizon planning and offline RL.246

Baselines. To demonstrate the effectiveness of scaling local search steps, we compare with DAS [33],247

which also utilizes verifier gradients but applies only gradient guidance without multiple local search248

steps. We also compare with the state-of-the-art training-free guidance method TFG [94], which249

scales up the number of recurrence steps without any global search. Compute is measured as the250

total NFEs of both local and global search, ensuring a fair comparison. As shown in the following251

experiments, scaling local and global search separately yields suboptimal performance, while our252

joint scaling strategy establishes a new Pareto frontier.253

5.3.1 Long Horizon Planning254

Diffusion models have been widely adopted in planning for trajectory synthesis [75]. We evaluate long-255

horizon planning in a challenging PointMaze environment, using the base model trained following256

Diffuser [31], with the verifier defined as the total number of collisions between the trajectory and257

maze walls (see Appendix E.3 for details). Importantly, naively maximizing the verifier score does258

not guarantee a successful plan, and planning remains challenging even with full access to the maze259

layout [46, 49].260

As shown in Fig. 4c, scaling up local search improves the overall Pareto frontier and significantly261

outperforms baseline methods. Scaling local search alone in TFG [94] is efficient with a low compute262
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Figure 4: (Illustration and results for maze planning) Fig. 4a shows a failed trajectory without
local search (start: •, goal: ⋆). Fig. 4b shows a successful trajectory after scaling local search. Fig. 4c
presents Pareto curves for inference-scaling with varying local search steps, where BoN-i is best-of-N
with i steps. Fig. 4d shows global search efficiency with 6 local search steps fixed.

budget but fails to scale with increased compute, as local search alone can become trapped in local263

optima. DAS [33] is more efficient than the corresponding BoN-0 baseline without local search, but264

underperforms best-of-N when more local search steps are used. In Fig. 4d, we show that local search265

can be combined with global search techniques such as BFS and DFS to further improve scaling266

efficiency, demonstrating the flexibility of our framework.267

5.4 Offline Reinforcement Learning268

Dataset Environment IQL SfBC DD Diffuser D-QL QGPO TFG DAS TTS(ours)
Medium-Expert HalfCheetah 86.7 92.6 90.6 79.8 96.1 93.5 90.2± 0.2 93.3± 0.3 93.9± 0.3
Medium-Expert Hopper 91.5 108.6 111.8 107.2 110.7 108.0 100.2± 3.5 105.4± 5.1 104.4± 3.1
Medium-Expert Walker2d 109.6 109.8 108.8 108.4 109.7 110.7 108.1± 0.1 111.4± 0.1 111.4± 0.1

Medium HalfCheetah 47.4 45.9 49.1 44.2 50.6 54.1 53.1± 0.1 53.4± 0.1 54.8± 0.1
Medium Hopper 66.3 57.1 79.3 58.5 82.4 98.0 96.2± 0.5 71.3± 2.7 99.5± 1.7
Medium Walker2d 78.3 77.9 82.5 79.7 85.1 86.0 83.2± 1.4 83.9± 0.9 86.5± 0.2

Medium-Replay HalfCheetah 44.2 37.1 39.3 42.2 47.5 47.6 45.0± 0.3 42.2± 0.1 47.8± 0.4
Medium-Replay Hopper 94.7 86.2 100.0 96.8 100.7 96.9 93.1± 0.1 96.7± 3.0 97.4± 4.0
Medium-Replay Walker2d 73.9 65.1 75.0 61.2 94.3 84.4 69.8± 4.0 63.8± 2.0 79.3± 9.7

Average (Locomotion) 76.9 75.6 81.8 75.3 86.3 86.6 82.1 80.2 86.1

Table 3: Performance on D4RL locomotion tasks. For more details see Appendix. E.4.

Recently, diffusion models have emerged as a powerful action prior in robotics due to their ability to269

model complex and multimodal distributions [8, 44]. However, these diffusion policies are typically270

trained on offline datasets and struggle to adapt to reinforcement learning or test-time requirements.271

Following prior work [57], we formulate the offline RL problem as sampling from a Q-regularized272

distribution: π∗(a|s) ∝ µ(a|s)eβQψ(s,a), where Qψ is a learned Q-function representing preferences273

over actions, and µ is the behavior policy, which we model using a diffusion prior. We approach274

this problem from the inference-scaling perspective, composing an off-the-shelf pretrained diffusion275

policy with ground-truth Q-functions, without additional training.276

Among the baselines, Diffuser [31], QGPO [45], and D-QL [81] are training-based methods that277

require joint training of the diffusion model and Q-function, while SfBC [6] can be viewed as a278

naive best-of-N approach. To demonstrate the effectiveness of our method, we allow TFG [94]279

and DAS [33] to use up to twice the compute of our method. As shown in Table 3, our method280

achieves performance comparable to training-based baselines, while DAS struggles on the Medium281

and Medium-Replay datasets where the model’s capabilities are limited.282

6 Limitations and Conclusion283

In this work, we present a unified and principled framework for inference-time scaling of diffusion284

models. Our approach includes an improved BFS baseline, an adaptive DFS method for efficient285

global search, and a scalable local search strategy based on annealed Langevin MCMC. A potential286

limitation of our method is the risk of generating adversarial samples that exploit weaknesses in the287

verifier. To address this, we introduce a double-verifier strategy, employing separate verifiers for local288

and global search. Further details and evaluations are provided in Appendix F.289
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A Appendix Overview539

In Sec. B, we provide a in-depth review of literature related to inference-time scaling and diffusion540

models. In Sec. C, we elaborate on local search with Langevin MCMC, and in Sec. D we provide541

the pseudo code and design of global search algorithms BFS and DFS. In Sec. E, we provide the542

details of all the experiments. In Sec. F we provide the details of double-verifier for mitigating reward543

hacking.544

B Additional Related Works545

Inference-time scaling. Scaling compute in inference-time with “slow thinking” has its long history546

grounded in cognitive science, known as “system 2” thinking [32, 65]. In [52, 53], Newell and547

his colleagues formalized problem solving as tree search in a combinatorial space, and [93] uses548

tree-of-thoughts to enable LLM reasoning with multiple exploration paths, using BFS and DFS as549

strategic search algorithms.550

Recently, long chain-of-though (CoT) reasoning has demonstrated remarkable performance for LLM551

reasoning [30, 18], where the long CoT reasoning ability is incentivized through reinforcement552

learning [18]. Notably, the CoT process demonstrates reasoning activities such as self-verification,553

backtracking and self-correction. Using a process reward model [40], we can also conduct explicit554

tree search without training the language model. [85] propose reward-balanced search (REBASE)555

which is a special instance of BFS, and [66] applied beam-search to difficult math problems, showing556

compute-optimal inference can be achieved via selecting different strategy for problems with different557

difficulty. We refer the readers to [80] for a comprehensive review.558

Inference-time scaling could also be used to improve the model itself, known as expert iteration.559

In [32], they proposed reinforcement learning with expert iteration in games, where the expert is560

constructed combining the base policy with Monte Carlo Tree Search (MCTS), and [86] applied561

expert iteration to automated theorem proving. Self improvements can also be achieved through562

iterative self-training [71, 96, 11, 62].563

Inference scaling in diffusion models. The inference-time compute of diffusion models depends564

heavily on the number of denoising steps. [91] showed that recursive restart sampling can reduce565

cumulative error during sampling, which can be regarded as scaling the number of denoising steps.566

More recently, [63] proposed a Sequential Monte Carlo (SMC) [84, 99] style method, known as567

Feynman-Kac steering, which can be seen as a instance of BFS. Besides image generation, they also568
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applied it to diffusion language models [21, 60]. Additionally, [48] explored inference-time scaling569

of diffusion models with local zero order search and global search over paths for image generation.570

They also experimented with different verifiers, such as oracle verifiers, self-supervised verifiers,571

and studied the verifier-task alignment problem. There zero-order search can be understood as an572

uninformed version of local search which exhibits low efficiency, and when utilizing gradients, they573

need to back-propagate through the entire diffusion sampling chain, causing high computation and574

memory overheads. Compared with their work, we propose efficient gradient-based local search with575

theoretically grounded Langevin MCMC, which we show is crucial in many tasks. Also, we provide576

systematic experiments on the compute efficiency of global search methods. Their proposed methods577

can thus be understood as a instance within our search framework.578

Apart from search, [38] exploits the in-context learning abilities of foundation models to provide579

revision during sampling. Specifically, they leverage the multi-modal capabilities of VLMs to provide580

feedbacks on past generated images, and train the model to condition on past images and feedback.581

Diffusion models and applications. Diffusion models [26, 70, 76] has shown great performance in582

generative modeling for continuous data domains, such as image [16, 10], videos [28] and molecules583

[90]. Due to its expressive power on modeling multimodal and complex distributions, they have584

also been widely used as a decision prior in robotics. [31] proposes the first work on using diffusion585

models to generate plans. [8] uses the diffusion model for visuo-motor policy in robotics. Recently,586

a series of robotics foundation models utilize diffusion heads as action experts [4, 74], while [44]587

trains a end-to-end diffusion transformer for bimanual manipulation. In this work, we demonstrate588

that inference-time scaling can be especially helpful for decision making tasks with diffusion models.589

Control and alignment of diffusion models. To align the diffusion model with flexible objectives,590

training-free guidance [94, 3, 9, 68, 95, 24] and compositional generation [12, 43] combines the591

diffusion models with classifiers or other diffusion models at inference time, while RL-based methods592

[98, 79, 89, 5] finetune the diffusion model using reward or preference signals. ControlNet [97] style593

approaches have also been used to add additional conditions for sampling, where [72] designs a594

control block for diffusion transformers, and [88] uses a combination of guidance and controlnet for595

controllable human motion generation.596

Discussions on concurrent works. Adaptive Bi-directional Cyclic Diffusion (ABCD) [36] propose597

a search based inference scaling framework which could be seen as a combination of DFS and BFS.598

Unlike DFS that determines backtracking with a quality threshold, ABCD maintains a set of particles599

and backtracks by sending the particles to all different noise levels. The termination condition is600

determined by whether backtracking to higher noise levels increases sample quality. Compared601

with DFS, ABCD can have smaller score estimation errors since they evaluate particles when fully602

denoised, and can explore the generative space sufficiently via a combination of BFS and DFS.603

However, ABCD can not adaptively adjust compute allocation on different instances due to its special604

termination condition, and requires more compute on easy instances since it will denoise a set of605

particles regardless of whether sample quality is satisfactory.606

EvoSearch [23] propose to use evolutionary search to scale inference compute in image and video607

generation. At selected time steps, they evaluate the particles via full denoising, and maintain608

high score particles and mutate low score particles with adding noise. Their method demonstrated609

improved performance over the FK-steering [63] baseline. It improves upon naive BFS with local610

search via mutation for low quality particles.611

C Details about local search with Langevin MCMC612

In this section we provide a comprehensive and detailed overview of (annealed) Langevin MCMC613

based methods used in local search, as well as proving Proposition. 1.614

C.1 Langevin MCMC as gradient flow in measure space615

Following [83], the Langevin SDE in sample space corresponds to gradient flow of the KL-divergence616

in measure space. Here we provide a brief overview.617
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Define our target distribution that we wish to sample from as ν, and the distribution of our current618

sample as ρ. We define the KL-divergence (relative entropy) as:619

Hν(ρ) =

∫
ρ log

ρ

ν
. (6)

Thus, sampling from ν can be seen as minimizing H , since the minimum of H is achieved at ρ = ν620

with Hν(ρ) = 0. Furthermore, ν is the only stationary point of H even for multimodal distributions.621

Thus we can sample from ν when optimizing H via gradient based methods.622

We have the gradient flow of H in Eq. 6 follows the following PDE:623

∂ρ

∂t
= ∇ · (ρ∇(− log ν)) + ∆ρ , (7)

which is known as the Fokker-Planck equation. Here, ρ = ρ(x, t) is a smooth positive density624

evolving through time, driven by the dynamics of the sample x. The dynamics in sample space625

corresponding to Eq. 7 is the Langevin SDE:626

dxt = ∇ log ν(xt)dt+
√
2dwt . (8)

where (xt)t≥0 is a stochastic process with measure ρt, and (wt)t≥0 is standard Brownian motion.627

That is, if xt ∼ ρt evolves according to the dynamics in Eq. 8, then the measure ρ(x, t) = ρt evolves628

according to the PDE in Eq. 7, conducting gradient optimization in measure space.629

In practice, we implement Eq. 8 through discretization, which is known as the unadjusted Langevin630

algorithm (ULA):631

xi+1 = xi + η∇xi log ν(x
i) +

√
2ηϵi , (9)

with ϵi ∼ N (0, I). When η → 0, the ULA converges to Langevin SDE, providing exact sampling.632

Previous works [15, 7] show that ULA can efficiently converge to the target measure ν if ν is log-633

concave and smooth. However, when facing complex and multimodal distributions, we can only634

guarantee convergence to the concave vicinity.635

C.2 Annealed Langevin MCMC Sampling636

Langevin MCMC have been used to perform implicit sampling in energy-based models [14] and637

score-based models [69]. However, these methods suffer from inaccurate score estimation and638

low density regions [69]. In [69] they propose to perturb the data with gaussian noise, eventually639

smoothing the data distribution:640

q(xt) =

∫
x0

p0(x0)N (xt;x0, σ
2
t I) ,

and creating a sequence of annealed distributions {q(xt)}Tt=0 which converges to p0(x0). Since they641

are smoothed by gaussian noise, we can improve the mixing time of Langevin MCMC on multimodal642

distributions by sampling from these intermediate distributions, sharing similar spirits with simulated643

annealing [34].644

In [12], they extend this method to compositional generation of diffusion models. Specifically,645

we consider sampling from a product distribution pprod
0 (x0) ∝ p10(x0)p

2
0(x0), where p10(x0) and646

p20(x0) are distributions of different diffusion models. Since we have access to the score functions647

∇xt log q
1
t (xt) and ∇xt log q

2
t (xt) through the diffusion model, we can construct a sequence of648

annealing distributions q̃prod
t (xt) such that:649

∇xt log q̃
prod
t (xt) = ∇xt log q

1
t (xt) +∇xt log q

2
t (xt) .

By sampling from the sequence
{
q̃prod
t (xt)

}
, we can arrive at q̃prod

0 (x0) which is equal to pprod
0 (x0).650

A key difference from sampling from
{
q̃prod
t (xt)

}
and direct diffusion sampling is that the diffusion651

process with pprod
0 (x0) defined as652

qprod
t (xt) =

∫
x0

pprod
0 (x0)q(xt|x0)
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is different from q̃prod
t (xt). The score of qprod

t (xt) can be derived as:653

∇xt log q
prod
t (xt) = ∇xt log

(∫
x0

p10(x0)p
2
0(x0)q(xt|x0)

)
,

which is not equal to654

∇xt log q̃
prod
t (xt) = ∇xt log

(∫
x0

p10(x0)q(xt|x0)

)
+∇xt log

(∫
x0

p20(x0)q(xt|x0)

)
,

and thus intractable to compute directly.655

A key distinction between annealed Langevin MCMC sampling and reverse diffusion sampling is656

that we run multiple Langevin MCMC steps on the same noise level, while reverse diffusion goes657

from high noise level to low noise level via denoising. A minimal pseudo code is shown in Alg. 1.658

Algorithm 1 Annealed Langevin MCMC sampling

Input: sequence of annealing distributions {q̃t(xt)}Tt=0, number of MCMC steps N , step size
{ηt}Tt=0. (Optional) reverse transition kernel {p̃θ(xt−1|xt)}Tt=0.
Init: x0

T ∼ N (0, I)
for t = T, · · · , 1 do

for i = 0, 1, · · · , N − 1 do
Perform Langevin MCMC steps:

xi+1
t = xit + ηt∇xt log q̃t(x

i
t) +

√
2ηtϵ

i
t , ϵit ∼ N (0, I) .

end for
(Optional) transit to next time step: x0

t−1 ∼ p̃θ(·|xNt ). If no reverse kernel initialize x0
t−1 = xNt .

end for
Return x0

C.3 Annealed Langevin MCMC with recurrent training-free guidance659

In this section, we prove the connection between annealed Langevin MCMC (Alg. 1) and training-free660

guidance (Alg. 2) in Proposition. 1. We divide the proof into two parts. In Sec. C.3.1 we prove the661

equivalence between naive recurrence steps and Langevin MCMC. Then in Sec. C.3.2, we prove662

that adding the guidance term is defining an annealing path that biases towards high score regions.663

Finally, we provide a rigorous convergence analysis in Sec. C.3.3.664

C.3.1 Equivalence between Langevin MCMC and naive recurrence665

Consider the diffusion process with the following stochastic interpolant [47]:666

xt = αtx0 + σtϵ .

We denote the score function of qt(xt) as∇xt log qt(xt) = s(xt, t). Recall the forward process in667

Eq. 1:668

xt =
αt

αt−1
xt−1 +

√
α2
t

(
σ2
t

α2
t

−
σ2
t−1

α2
t−1

)
ϵ . (10)

In a recurrence step in Line. 5, we first solve xit−1 from xit using the learned score function s(xit, t),669

then add noise to xit−1 to obtain the recurrent sample xi+1
t , where the superscript denotes the670

recurrence step index: i = 0, 1, · · · , Nrecur. Depending on different solvers, we have different671

formulations of xi+1
t .672

DDIM sampler. When using DDIM [67] sampler, we have the reverse step as:673

xt−1 =
αt−1

αt
xt + σ2

t

(
αt−1

αt
− σt−1

σt

)
s(xt, t) , (11)
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where s(xt, t) is the score function∇xt log qt(xt). Thus, we have:674

xi+1
t =

αt
αt−1

xit−1 + αt

√
σ2
t

α2
t

−
σ2
t−1

α2
t−1

ϵi

= xit + σ2
t

(
1− αt

αt−1

σt−1

σt

)
s(xit, t) + σt

√
1− α2

t

α2
t−1

σ2
t−1

σ2
t

ϵi .

Denote λt = log αt
σt

, then we have:675

xi+1
t = xit + σ2

t

(
1− eλt−λt−1

)
s(xit, t) + σt

√
1− e2(λt−λt−1)ϵi

= xit + σ2
t

(
1− eλt−λt−1

)
s(xit, t) + σt

√
(1− eλt−λt−1) (1 + eλt−λt−1)ϵi ,

where 1 + eλt−λt−1 → 2 when T →∞ and denoising step size approaches 0, as λt − λt−1 → 0.676

DDPM sampler. In DDPM [26], we parametrize the posterior distribution as:677

pθ(xt−1|xt) = N (xt−1;µθ(xt, t),Σθ(xt, t)) , (12)

where the posterior mean is:678

µθ(xt, t) =
αt−1

αt
xt +

(
σ2
t

αt−1

αt
− σ2

t−1

αt
αt−1

)
s(xt, t) .

[26] parameterizes the posterior variance as Σθ(xt, t) = βtI or Σθ(xt, t) = β̃tI:679

βt = α2
t

(
σ2
t

α2
t

−
σ2
t−1

α2
t−1

)
,

β̃t =
σ2
t−1

σ2
t

βt ,

while [54] propose to train the posterior variance as Σθ(xt, t) = exp
(
v log βt + (1− v) log β̃t

)
.680

Thus, a backward step can be written as:681

xt−1 =
αt−1

αt
xt +

(
σ2
t

αt−1

αt
− σ2

t−1

αt
αt−1

)
s(xt, t) + Σ

1/2
θ (xt, t)ϵpost ,

where ϵpost denotes the noise added in the posterior sampling step. Then, we can write the recurrence682

step as:683

xi+1
t = xit +

(
σ2
t − σ2

t−1

α2
t

α2
t−1

)
s(xit, t) + Σ

1/2
θ (xit, t)ϵ

i
post + αt

√
σ2
t

α2
t

−
σ2
t−1

α2
t−1

ϵiforward

= xit + βts(x
i
t, t) +

√
Σθ(xt, t) + βtIϵ

i ,

where Σθ(xt, t)→ βtI when T →∞, and the denoising step size approaches 0.684

Putting together. In general, we can write the recurrence step as:685

xi+1
t = xit + atrts(x

i
t, t) +

√
2atϵ

i . (13)

with at → 0 and rt → 1 as the denoising step size approaches 0:686

• For DDIM sampler, we have at =
1
2α

2
t

(
σ2
t

α2
t
− σ2

t−1

α2
t−1

)
and rt =

2
1+eλt−λt−1

.687

• For DDPM sampler, we have at =
1
2α

2
t

(
σ2
t

α2
t
− σ2

t−1

α2
t−1

)
and 1 ≤ rt ≤ 2

1+
σ2
t−1

σ2t

.688

Thus, it can be seen as a approximation of the ULA in Eq. 9, and also a discretization of the Langevin689

SDE in Eq. 8.690
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C.3.2 Annealed Langevin MCMC with guidance691

When applying training free guidance [94] during the recurrence, we have:692

xi+1
t = xit + atrts(x

i
t, t) +

√
2atϵ

i +∆(xt, t) ,

where at, bt are the coefficients of the recurrence equation in Eq. 13 without guidance. In general,693

∆t = ρt∇xt log f(x0|t) + µtαt∇x0|t log f(x0|t), where ρt, µt controls the guidance strength. We694

then show that the guidance term can be considered as the score function of a set of annealed verifiers695 {
f̂(xt)

}T
t=0

.696

When considering ‘variance guidance’ in Line. 7, we have ∆var = ρt∇xt log f(x0|t). Thus, we697

can define f̂ var
t (xt) = f(x0|t), which satisfies f̂ var

0 (x0) = f(x0). Similarly, for ‘mean guidance’ in698

Line. 8, we have699

∆mean = µtαt∇x0|t log f(x0|t)

= µt
σ2
t

Σ0|t
∇xt log f(x0|t) ,

where the second Equation follows from Lemma 3.3 in [94]. Thus, there exists a set of functions700

f̂mean
t (xt) such that ∇xt log f̂

mean
t (xt) =

σ2
t

Σ0|t
∇xt log f(x0|t), and we can see that when t →701

0,∇xt log f̂
mean
t (xt) = ∇x0 log f(x0). If we additionally incorporate the ‘implicit dynamics’ in702

Line. 4, our arguments still stands since the smoothed objective f̃(x) = Eδ∼N (0,I)f(x + γ̄σtδ)703

converges to f with t→ 0 and σt → 0.704

Combining the two terms together, we have ∆t = ct∇xt log f̂t(xt) with f̂t = f̂ var
t · f̂mean

t . Thus,705

recurrence with guidance can be written as:706

xi+1
t = xit + atrts(x

i
t, t) +

√
2atϵ

i + ct∇xt log f̂t(xt)

= xit + atrt∇xt log qt(xt)f̂t(xt)
ct/atrt +

√
2atϵ

i ,

Thus, we have defined the annealing path as q̃t(xt) = qt(xt)f̂t(xt)
ct/atrt , t = 1, 2, · · · , T .707

C.3.3 Convergence analysis708

In this section, we provide a rigorous convergence analysis of recurrence to the target distribution709

q̃t(xt).710

Theorem 1. Suppose q̃t(xt) has bounded support, is α-strongly log-concave and L-log-smooth, and711

−∇2 log q̃t is M -Lipschitz. Denote xNrecur
t as the sample after Nrecur steps of recurrence, we can712

bound the Wasserstein distance between the distribution of xNrecur
t and q̃t as:713

W2(p(x
Nrecur
t ), q̃t) = O

(√
λt−1 − λt + e−2λt − e−2λt−1 + (1− e−2λt + e−2λt−1)Nrecur

)
,

where λt = log αt
σt

is half of the log SNR.714

Proof. Recall recurrence is equivalent to the following recursion equation:715

xi+1
t = xit + atrt∇xt log q̃t(x

i
t) +
√
2atϵ

i

= xit + at∇xt log q̃t(x
i
t)
rt +
√
2atϵ

i .

Thus, recurrence is equivalent to running unadjusted Langevin algorithm (ULA) on the tempered716

distribution ptempered ∝ q̃rtt . Using Lemma 1 and Lemma 2 from [83], given the regularity conditions717

on q̃t, we can bound the discretization error from ULA as:718

W2(p
tempered, p(xNrecur

t )) = O
(
at + (1− at)

Nrecur
)

= O
(
σ2
t

α2
t

−
σ2
t−1

α2
t−1

+ (1− σ2
t

α2
t

+
σ2
t−1

α2
t−1

)Nrecur

)
= O

(
e−2λt − e−2λt−1 + (1− e−2λt + e−2λt−1)Nrecur

)
.
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To bound W2(p
tempered, q̃t), we can bound the TV distance as TV(ptempered, q̃t) ≤ O(rt−1). Following719

Proposition 7.10 in [77] for distributions with bounded support, we have:720

W2(p
tempered, q̃t)

= O
(√

TV(ptempered, q̃t)

)
= O

(√
rt − 1

)
= O

√1−min

(
αtσt−1

αt−1σt
,
σ2
t−1

σ2
t

)
= O

(√
log

σt
σt−1

+max

(
log

αt−1

αt
, log

σt
σt−1

))

= O
(
log

αt−1

αt
+ log

σt
σt−1

)
= O (λt−1 − λt) .

Putting together we obtain our desired bound.721

C.4 Relationship between Langevin MCMC and gradient ascent722

In training-free guidance, most prior works only apply gradient ascent without recurrence. Here we723

provide a theoretical analysis of both methods.724

Recall the KL-divergence objective in Eq. 6, which can be further decomposed when we are sampling725

from a compositional distribution of p0(x0) and verifier f(x0), with ν ∝ p0 · f :726

Hν(ρ) = Eρ[− log f ] +Hp0(ρ) + logZ .

where Z =
∫
p0f is a normalization constant. Thus, gradient ascent is optimizing the verifier727

objective Eρ[− log f ], while Langevin MCMC in Eq. 13 is optimizing the divergence between current728

sample and base distribution Hp0(ρ). This explains why naive gradient updates leads to OOD729

samples, and recurrence effectively mitigates this issue, acting as a contraction force pulling the730

sample back to the original manifold. However, since we start from p0 as the distribution of our initial731

sample, sometimes we can omit the recurrence if the guidance strength is small. But if we wish to732

traverse different modes with multiple gradient updates, introducing recurrence helps to avoid OOD733

during optimization.734

C.5 Implementing Local Search with TFG hyper-parameter space735

Due to the equivalence between annealed Langevin MCMC and training-free guidance with recur-736

rence, we can implement local search with Langevin MCMC using the TFG framework of [94],737

efficiently searching the hyperparameters. Here we provide a overview of the algorithm and design738

space. Following Sec. C.3, every iteration of recurrence in Line. 5 is equivalent to an annealed739

Langevin MCMC step, thus Nrecur is equal to the number of local search steps.740

For time varying schedules ρt, µt, we follow [94] and propose to use either the ‘increase’ schedule:741

st = T
αt/αt−1∑T
t=1 αt/αt−1

, (14)

where we increase the guidance strength as we denoise: sT < sT−1 < · · · < s1; or the ‘constant’742

schedule743

st = 1 , (15)
which uses constant parameters throughout the denoising process. Thus, the time-varying schedules744

can be computed as ρt = stρ̄ and µt = stµ̄, and we only need to determine the average ρ̄ and µ̄.745

D Global Search of Denoising Diffusion Models746

In this section, we provide details about the global search algorithms: BFS and DFS.747
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Algorithm 2 Training-Free Guidance
1: Input: Unconditional diffusion model ϵθ , verifier f , guidance strength ρ,µ, γ̄, number of steps

T,Nrecur, Niter
2: xT ∼ N (0, I)
3: for t = T, · · · , 1 do
4: Define function f̃(x) = Eδ∼N (0,I)f(x+ γ̄σtδ)
5: for r = 1, · · · , Nrecur do
6: x0|t = (xt − σtϵθ(xt, t))/αt

7: ∆var = ρt∇xt log f̃(x0|t)

8: ∆mean = ∆mean + µtαt∇x0|t log f̃(x0|t +∆mean) ▷Iterate Niter times starting from ∆mean = 0

9: xt−1 = Sample(xt,x0|t, t) +
αt−1

αt
(∆var +∆mean) ▷ Sample follows DDIM or DDPM

10: xt ∼ N
(

αt
αt−1

xt−1, α
2
t

(
σ2
t

α2
t
− σ2

t−1

α2
t−1

)
I

)
▷ Recurrent strategy

11: end for
12: end for
13: Output: Conditional sample x0

D.1 BFS-Based Search748

We present the pseudo code for BFS in Alg. 3.749

Here, we provide an overview of prior methods.750

SVDD [39]. In SVDD, the best sample is selected at each time step, from which M children are751

generated. This approach can be viewed as a variant of BFS with τ =∞ and M particles. Nodes are752

evaluated using the current score f(x0|t).753

TreeG [19]. In TreeG, particles are ranked and the top M are either selected directly or resampled754

based on their scores to obtain M samples. From each selected particle, K children are sampled,755

resulting in an effective tree width of KM . Particles are evaluated using their current score f(x0|t).756

DAS [33]. In DAS, the authors propose an exponentially increasing tempering schedule as the default,757

given by τt = (1 + γ)T−t − 1, and also introduce an adaptive tempering schedule. They adopt758

advanced SSP resampling instead of multinomial resampling, and evaluate particles based on the759

difference in rewards from the previous evaluation.760

FK-steering [63]. In FK, the authors propose several options for evaluating intermediate particles,761

including difference, max, and sum, with max adopted as the default. In the official implementation,762

multinomial resampling is used, which may lead to suboptimal performance.763

D.2 DFS-based search764

In this section, we provide the details and pseudo code for DFS in Alg. 4. To better utilize previously765

explored sampling paths, we employ a buffer to store prior results. When no particles pass the766

threshold constraint, we retrieve the best sample from the buffer.767

Similar to BFS, controlling the set of evaluation steps allows a trade-off between efficiency and768

accuracy. Evaluating at earlier time steps introduces higher uncertainty but enables backtracking.769

Additionally, adjusting the backtracking depth ∆T governs the search scope: a small ∆T reduces770

computation and favors local search, while a larger ∆T enables broader exploration at the cost of771

increased computation.772

In practice, we set the evaluation steps to S =
{

1
2T,

1
4T
}

for image experiments to save compute,773

and to S =
{

3
4T,

3
4T − 1, · · · , 1

}
for PointMaze experiments. We set the recurrence depth to T/2774

for image tasks and T/4 for PointMaze, corresponding to the denoised steps at which samples are first775

evaluated. The threshold schedule δt is also set to ‘increase’ as in Eq.14, enforcing tighter constraints776

for samples with lower noise.777

In our experiments, we observed that when backtracking to tnext = T—thus fully restarting—the778

nonzero terminal SNR αT /σT in many diffusion schedules [41] can lead to cumulative errors with779
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Algorithm 3 Diffusion BFS

Diffusion input: diffusion model ϵθ with diffusion time steps T and proposal transition kernel
{p̃θ(xt−1|xt)}Nt=1. Verifier f .
BFS input: Set of evaluation time steps S . Tempering schedule τt. Budget of particles N . Scoring
rule and Resampling function rule.
Init: Random sample N particles xkN ∼ N (0, I), k = 1, 2, · · ·N .
for t = T, · · · , 1 do

if t ∈ S then
for k = 1, 2, · · · , N do

Estimate the conditional mean: xk0|t =
xkt−σtϵθ(x

k
t ,t)

αt
. Compute the verifier score f(xk0|t).

Compute the verifier scores according to the scoring rules: textbfCurrent: f̂(xkt ) =

τtf(x
k
0|t). Difference: f̂(xkt ) = τtf(x

k
0|t)− f̂

k
prev. Max: f̂(xkt ) = max

(
τtf(x

k
0|t), f̂

k
prev

)
Resample the particles. Compute the weights wkt = softmax(f̂(xkt )), and sample the
children nkt = Resample(N,wkt ), where Resample can be Multinomial or SSP. Update
the score buffers f̂kprev = τtf

(
xparent(k)
0|t

)
.

end for
else
nkt = 1

end if
for k = 1, · · · , N do

Sample nkt particles from xkt : xjt−1 ∼ p̃θ(·|xkt ) , j = 1, 2, · · · , nkt
end for

end for
Return x0 = argmaxk=1,··· ,K0

f(xk0)

repeated backtracking. Therefore, when backtracking to tnext = T , we initialize with fresh Gaussian780

noise.781

E Experiment Details782

In this section we provide the details of experimental setup and implementation for all our experiments.783

We run our experiments on clusters with Nvidia A100 GPUs, with over 1000 GPU hours used.784

E.1 Ablation of BFS design space785

We directly adopt the official code base of FK-steering [63] and use the samping methods provided in786

the code base of DAS [33]. We use the ImageReward prompts as in [63] and report the average and787

standard deviation over 4 independent trials. For the temperature and resampling interval, we directly788

follow the implementation of FK-steering. For TreeG [19] we use a fixed branch out size of 2.789

E.2 Text-to-Image Compositional Generation with DFS790

We use the SSD-1B model1 which is distilled from SDXL, and we use the default sampling config-791

uration with 50 steps of DDIM sampler. For DFS and BFS, we evaluate at time steps {25, 35, 45}792

and set the backtrack depth ∆T = 25. For BFS we additionally sweep the temperature in range793

{0.5, 1, 2, 4, 8} and report the best performance.794

E.3 Long Horizon Maze Planning795

Maze environment. For all our maze experiments we use the OGBench PointMaze environment796

[55]. We created our maze layout using the same protocol of Figure 5 in [49]2, but with a smaller size797

1https://huggingface.co/segmind/SSD-1B
2https://github.com/mpetersen94/gcs/blob/main/models/maze.py
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Algorithm 4 Diffusion DFS

Diffusion input: diffusion model ϵθ with diffusion time steps T and proposal transition kernel
{p̃θ(xt−1|xt)}Nt=1. Verifier f .
DFS input Budget for total number of backtracking B = K, backtracking depth ∆T and threshold
{δt}Tt=1. Set of evaluation time steps S.
Init xT ∼ N (0, I), t = T . Init buffer with empty sets: buffer(t)← {} , t = 1, 2, · · · , T .
while t > 0 do

if t ∈ S then
Estimate the conditional mean and verifier score: x0|t =

xt−σtϵθ(xt,t)
αt

, f(x0|t).
if f(x0|t) < δt and budget B > 0 then

Backtrack: tnext ← min(t+∆T , T ), xtnext ∼ q(xtnext |xt) with q in Eq. 1
Decrease the budget: B ← B − 1
Add the score-value pair to the buffer: buffer(t).add

(
f(x0|t) : xt

)
else

if B = 0 then
Pop the best sample from buffer: xt ← buffer(t).max ▷ select the best sample from
past explorations

end if
Sample posterior: tnext ← t− 1, xtnext ∼ p̃θ(xt−1|xt)

end if
else

Sample posterior: tnext ← t− 1, xtnext ∼ p̃θ(xt−1|xt)
end if
t← tnext, xt ← xnext

end while
Return x0

of 20x20 cells. Dataset is collected following the protocal in OGBench [55]. We evaluate the model798

on the default task 1 of OGBench [55], which is navigating from bottom left to top right. Empirically799

we discover that the diffusion model can perform well on short-horizon tasks without extra inference800

compute, but struggles heavily in the long horizon tasks.801

Model Training. We train the model following diffuser [31], where we use a temporal U-Net to802

denoise the trajectory803

τ =

[
s1 s2 · · · sH
a1 a2 · · · aH

]
.

Since our objective start and goal is more distant than trajectories in dataset, we sample at longer804

horizons than training, which is enabled by the temporal U-Net architecture. We train the model for805

1.2M steps using the same configuration as [31].806

Inference. We found that the model performance saturates with 16 denoising steps, which we use for807

all our experiments. For all the data points we report the average success rate with over 40 samples.808

For verifier design, we use the ground-truth maze layout, and calculate the violation of each point in809

the trajectory using the position coordinates. Specifically, if a point (x, y) is inside a maze wall box810

with center (cx, cy) and half-width d, then the point loss can be calculated as the minimum distance811

from the point to box walls:812

L(x, y) = min (x− (cx − d), (cx + d)− x, y − (cy − d), (cy + d)− y) .

and the total verifier score is computed as:813

f(τ ) = exp

(
−

H∑
i=1

L(xi, yi)
2

)
.

So if all the points are free of violation in the trajectory, then f(τ ) = 1. We point out that this does814

not indicate a successful plan as the connection between consecutive points (xi, yi)→ (xi+1, yi+1)815

may violate the maze layout, and using only the verifier function can not generate a successful plan.816
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For local search, we search the hyper-parameters ρ̄ and µ̄ in Sec. C.5 with γ̄ = 0. For global search817

with BFS we evaluate at steps {12, 8, 4}, and for DFS we evaluate at {12, 11, · · · , 1} with backtrack-818

ing depth ∆T = 4. We also observe that increasing backtracking depth to 12 and evaluate at smaller819

time steps {4, 3, 2, 1} helps to scale up the performance with more compute. The hyperparameter820

search results are below:

N τ = 0.2 τ = 0.005 τ = 0.1

2 27.5± 4.3 32.5± 1.1 31.2± 4.2
4 42.5± 5.2 48.1± 1.1 45.5± 2.3
8 67.6± 1.1 71.2± 2.2 70.1± 1.1

Table 4: Hyperparameter search for temperature τ in PointMaze BFS

Figure 5: Hyperparameter search for threshold δ in PointMaze DFS

821

E.4 Offline RL822

Background. Diffusion policy [8] is widely used for action generation in robot foundation models823

[4, 44]. At inference time, policies can be guided by human trajectory constraints [81] or LLM-based824

value functions [51]. Exact sampling requires training a noise-dependent energy function [45], but825

this can degrade pretrained knowledge and demands additional data—often impractical in data-scarce826

robotic settings. In contrast, inference-scaling provides a more flexible approach, allowing seamless827

composition of pretrained diffusion policies with Q-functions without retraining.828

Setup. We follow the setup in [45], and we directly use their pretrained diffusion model and Q-829

function, omitting the time-dependent energy function. The diffusion model was trained to generate830

action a given state s, and we sample with 15 steps of DDIM.831

For hyper-parameter search, we disable the implicit dynamics and set γ̄ = 0, and use the ‘increase’832

schedule for ρ and µ. For strength parameters ρ̄ and µ̄, we first search for the right magnitude. Then,833

we also follow [45] and search with step size [1,2,3,5,8,10] within the magnitude. Same as [45], we834

use 5 different seeds with 10 samples per seed for each task. To avoid over fitting, we use different835

seeds for parameter search and evaluation. We report the hyper-parameters and the performance836

within the parameter-searching dataset and evaluation dataset.837

For global search, we use 4 particles for Medium-Expert and Medium datasets, and 2 particles for838

Medium-Replay datasets. Since the number of particles are small, we do not carry out BFS or DFS839

methods and simply use Best-of-N. We point out that the number of particles we use are much smaller840

than the 50 particles in [81] and the 32 particles in [6], highlighting the effectiveness of local search.841

Baseline. We compare our method to a variety of baselines, including traditional state-of-the-art842

methods IQL [35] and diffusion-based policies such as diffuser [31], decision-diffuser (DD) [1],843

Diffusion-QL (D-QL) [81], SfBC [6] and QGPO [45]. We directly take the numbers from [45].844
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Among the baseline diffusion-based methods, both Diffuser [31] and QGPO [45] requires training845

a noise-dependent guidance function, and D-QL [81] requires updating the diffusion model during846

training using the Q-function iteratively, which needs to back-propagate through the diffusion847

sampling chain, introducing high computation and memory overheads. DD [1] uses classifier-free848

guidance [27] to generate high-return trajectories that requires training a return-conditional model849

on labeled datasets, which can be expensive to obtain in robotics where only demonstration data is850

available [44].851

For our reproduced baselines, TFG [94] is allowed up to 8 recurrence steps and DAS [33] up to 16852

particles, resulting in a hyperparameter space and computational cost approximately twice that of our853

method. We sweep across all configurations for the baseline methods and report the best performance.854

For fair comparison we evaluate our method on different seeds used for hyperparameter search, with855

the results shown in Table. 5.

Dataset Environment particles Nrecur Niter ρ̄ µ̄ Eval set Search set
Medium-Expert HalfCheetah 4 1 1 0.008 0.02 93.9± 0.3 94.3± 0.5
Medium-Expert Hopper 4 1 4 0.001 0.00 104.4± 3.1 109.4± 5.2
Medium-Expert Walker2d 4 1 1 0.005 0.10 111.4± 0.1 111.4± 0.2

Medium HalfCheetah 4 1 4 0.003 0.05 54.8± 0.1 54.8± 0.2
Medium Hopper 4 4 4 0.003 0.02 99.5± 1.7 100.1± 0.1
Medium Walker2d 4 1 6 0.003 0.08 86.5± 0.2 85.2± 3.2

Medium-Replay HalfCheetah 2 1 6 0.005 0.03 47.8± 0.4 48.4± 0.1
Medium-Replay Hopper 2 1 1 0.003 0.20 97.4± 4.0 100.4± 2.2
Medium-Replay Walker2d 2 2 4 0.003 0.03 79.3± 9.7 83.2± 2.8

Average 86.1 87.5

Table 5: Hyper-parameters on D4RL locomotion tasks with test-time scaling. We report the perfor-
mance on hyper-parameter search dataset and the evaluation dataset, highlighting the best number.

856

F Mitigating reward hacking with double verifier857

In this section, we show that reward hacking caused by adversarial examples can be mitigated858

by employing separate verifiers for local and global search. As observed in [61], training-free859

guidance with verifier gradients is vulnerable to adversarial examples: generated samples can exploit860

weaknesses in the verifier, causing it to classify them as belonging to the target class despite being861

out-of-distribution (OOD). We find, however, that such adversarial examples do not transfer well862

between independently trained verifiers. Inspired by double-Q learning in reinforcement learning863

[76], we propose a double-verifier approach, assigning distinct verifiers to local and global search to864

efficiently detect and reject adversarial samples.865

We evaluate the proposed double-verifier on the challenging conditional ImageNet generation task,866

generating target-class samples from an unconditional model guided by a pretrained classifier.867

Specifically, we use two independent classifiers as verifiers34 for global and local search. We report868

the Fréchet Inception Distance (FID) computed on 256 generated samples against the corresponding869

ImageNet class, and measure class accuracy using a separate classifier5. Since we only apply the870

global verifier sparsely, double-verfier introduces negligible computational costs.871

3https://huggingface.co/google/vit-base-patch16-224
4https://huggingface.co/google/vit-base-patch16-384
5https://huggingface.co/facebook/deit-small-patch16-224
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Table 6: Best-of-N results for ImageNet conditional generation, with FID and Accuracy averaged
across the two labels.

#Particles BoN-Single BoN-Double BFS-Single BFS-Double
FID↓ Acc↑ FID↓ Acc↑ FID↓ Acc↑ FID↓ Acc↑

4 171.5 31.8% 151.2 37.5% 156.2 36.1% 145.5 44.3%
8 155.7 35.8% 127.8 49.2% 133.3 46.5% 118.2 55.9%

#Particles BoN-Single BoN-Double

4 0.161 0.164
8 0.165 0.184

Table 7: MSP scores of Best-of-N with single and double verifier. Double verifier significantly
reduces OOD samples with higher MSP score.
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As shown in Table. 6, using double-verifier significantly improves performance over single verifier872

with Best-of-N and BFS, using 2x less compute. We also evaluate the OOD of generated samples873

using the MSP score [25], with higher MSP score indicating less OOD samples. As shown in Table. 7,874

using double-verifier significantly reduces OOD samples indicated by the higher MSP score.875
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NeurIPS Paper Checklist876

1. Claims877

Question: Do the main claims made in the abstract and introduction accurately reflect the878

paper’s contributions and scope?879

Answer: [Yes]880

Justification: The abstract and introduction reflect the paper’s contribution within inference-881

time scaling of diffusion models882

Guidelines:883

• The answer NA means that the abstract and introduction do not include the claims884

made in the paper.885

• The abstract and/or introduction should clearly state the claims made, including the886

contributions made in the paper and important assumptions and limitations. A No or887

NA answer to this question will not be perceived well by the reviewers.888

• The claims made should match theoretical and experimental results, and reflect how889

much the results can be expected to generalize to other settings.890

• It is fine to include aspirational goals as motivation as long as it is clear that these goals891

are not attained by the paper.892

2. Limitations893

Question: Does the paper discuss the limitations of the work performed by the authors?894

Answer: [Yes]895

Justification: In the conclusions section we discussed the limitations of our methods.896

Guidelines:897

• The answer NA means that the paper has no limitation while the answer No means that898

the paper has limitations, but those are not discussed in the paper.899

• The authors are encouraged to create a separate "Limitations" section in their paper.900

• The paper should point out any strong assumptions and how robust the results are to901

violations of these assumptions (e.g., independence assumptions, noiseless settings,902

model well-specification, asymptotic approximations only holding locally). The authors903

should reflect on how these assumptions might be violated in practice and what the904

implications would be.905

• The authors should reflect on the scope of the claims made, e.g., if the approach was906

only tested on a few datasets or with a few runs. In general, empirical results often907

depend on implicit assumptions, which should be articulated.908

• The authors should reflect on the factors that influence the performance of the approach.909

For example, a facial recognition algorithm may perform poorly when image resolution910

is low or images are taken in low lighting. Or a speech-to-text system might not be911

used reliably to provide closed captions for online lectures because it fails to handle912

technical jargon.913

• The authors should discuss the computational efficiency of the proposed algorithms914

and how they scale with dataset size.915

• If applicable, the authors should discuss possible limitations of their approach to916

address problems of privacy and fairness.917

• While the authors might fear that complete honesty about limitations might be used by918

reviewers as grounds for rejection, a worse outcome might be that reviewers discover919

limitations that aren’t acknowledged in the paper. The authors should use their best920

judgment and recognize that individual actions in favor of transparency play an impor-921

tant role in developing norms that preserve the integrity of the community. Reviewers922

will be specifically instructed to not penalize honesty concerning limitations.923

3. Theory assumptions and proofs924

Question: For each theoretical result, does the paper provide the full set of assumptions and925

a complete (and correct) proof?926

Answer: [Yes]927
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Justification: We provide complete proof in the Appendix928

Guidelines:929

• The answer NA means that the paper does not include theoretical results.930

• All the theorems, formulas, and proofs in the paper should be numbered and cross-931

referenced.932

• All assumptions should be clearly stated or referenced in the statement of any theorems.933

• The proofs can either appear in the main paper or the supplemental material, but if934

they appear in the supplemental material, the authors are encouraged to provide a short935

proof sketch to provide intuition.936

• Inversely, any informal proof provided in the core of the paper should be complemented937

by formal proofs provided in appendix or supplemental material.938

• Theorems and Lemmas that the proof relies upon should be properly referenced.939

4. Experimental result reproducibility940

Question: Does the paper fully disclose all the information needed to reproduce the main ex-941

perimental results of the paper to the extent that it affects the main claims and/or conclusions942

of the paper (regardless of whether the code and data are provided or not)?943

Answer: [Yes]944

Justification: We provide detailed pseudo code and hyper-parameters in the appendix945

Guidelines:946

• The answer NA means that the paper does not include experiments.947

• If the paper includes experiments, a No answer to this question will not be perceived948

well by the reviewers: Making the paper reproducible is important, regardless of949

whether the code and data are provided or not.950

• If the contribution is a dataset and/or model, the authors should describe the steps taken951

to make their results reproducible or verifiable.952

• Depending on the contribution, reproducibility can be accomplished in various ways.953

For example, if the contribution is a novel architecture, describing the architecture fully954

might suffice, or if the contribution is a specific model and empirical evaluation, it may955

be necessary to either make it possible for others to replicate the model with the same956

dataset, or provide access to the model. In general. releasing code and data is often957

one good way to accomplish this, but reproducibility can also be provided via detailed958

instructions for how to replicate the results, access to a hosted model (e.g., in the case959

of a large language model), releasing of a model checkpoint, or other means that are960

appropriate to the research performed.961

• While NeurIPS does not require releasing code, the conference does require all submis-962

sions to provide some reasonable avenue for reproducibility, which may depend on the963

nature of the contribution. For example964

(a) If the contribution is primarily a new algorithm, the paper should make it clear how965

to reproduce that algorithm.966

(b) If the contribution is primarily a new model architecture, the paper should describe967

the architecture clearly and fully.968

(c) If the contribution is a new model (e.g., a large language model), then there should969

either be a way to access this model for reproducing the results or a way to reproduce970

the model (e.g., with an open-source dataset or instructions for how to construct971

the dataset).972

(d) We recognize that reproducibility may be tricky in some cases, in which case973

authors are welcome to describe the particular way they provide for reproducibility.974

In the case of closed-source models, it may be that access to the model is limited in975

some way (e.g., to registered users), but it should be possible for other researchers976

to have some path to reproducing or verifying the results.977

5. Open access to data and code978

Question: Does the paper provide open access to the data and code, with sufficient instruc-979

tions to faithfully reproduce the main experimental results, as described in supplemental980

material?981

29



Answer: [No]982

Justification: We run our experiments with publicly available models and dataset.983

Guidelines:984

• The answer NA means that paper does not include experiments requiring code.985

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/986

public/guides/CodeSubmissionPolicy) for more details.987

• While we encourage the release of code and data, we understand that this might not be988

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not989

including code, unless this is central to the contribution (e.g., for a new open-source990

benchmark).991

• The instructions should contain the exact command and environment needed to run to992

reproduce the results. See the NeurIPS code and data submission guidelines (https:993

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.994

• The authors should provide instructions on data access and preparation, including how995

to access the raw data, preprocessed data, intermediate data, and generated data, etc.996

• The authors should provide scripts to reproduce all experimental results for the new997

proposed method and baselines. If only a subset of experiments are reproducible, they998

should state which ones are omitted from the script and why.999

• At submission time, to preserve anonymity, the authors should release anonymized1000

versions (if applicable).1001

• Providing as much information as possible in supplemental material (appended to the1002

paper) is recommended, but including URLs to data and code is permitted.1003

6. Experimental setting/details1004

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-1005

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the1006

results?1007

Answer: [Yes]1008

Justification: We provide all the experimental details in the appendix1009

Guidelines:1010

• The answer NA means that the paper does not include experiments.1011

• The experimental setting should be presented in the core of the paper to a level of detail1012

that is necessary to appreciate the results and make sense of them.1013

• The full details can be provided either with the code, in appendix, or as supplemental1014

material.1015

7. Experiment statistical significance1016

Question: Does the paper report error bars suitably and correctly defined or other appropriate1017

information about the statistical significance of the experiments?1018

Answer: [Yes]1019

Justification: We provide detailed numbers with standard deviation in the locomotion setting1020

Guidelines:1021

• The answer NA means that the paper does not include experiments.1022

• The authors should answer "Yes" if the results are accompanied by error bars, confi-1023

dence intervals, or statistical significance tests, at least for the experiments that support1024

the main claims of the paper.1025

• The factors of variability that the error bars are capturing should be clearly stated (for1026

example, train/test split, initialization, random drawing of some parameter, or overall1027

run with given experimental conditions).1028

• The method for calculating the error bars should be explained (closed form formula,1029

call to a library function, bootstrap, etc.)1030

• The assumptions made should be given (e.g., Normally distributed errors).1031

• It should be clear whether the error bar is the standard deviation or the standard error1032

of the mean.1033
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• It is OK to report 1-sigma error bars, but one should state it. The authors should1034

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis1035

of Normality of errors is not verified.1036

• For asymmetric distributions, the authors should be careful not to show in tables or1037

figures symmetric error bars that would yield results that are out of range (e.g. negative1038

error rates).1039

• If error bars are reported in tables or plots, The authors should explain in the text how1040

they were calculated and reference the corresponding figures or tables in the text.1041

8. Experiments compute resources1042

Question: For each experiment, does the paper provide sufficient information on the com-1043

puter resources (type of compute workers, memory, time of execution) needed to reproduce1044

the experiments?1045

Answer: [Yes]1046

Justification: we report the compute resources in the Appendix experiments section1047

Guidelines:1048

• The answer NA means that the paper does not include experiments.1049

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,1050

or cloud provider, including relevant memory and storage.1051

• The paper should provide the amount of compute required for each of the individual1052

experimental runs as well as estimate the total compute.1053

• The paper should disclose whether the full research project required more compute1054

than the experiments reported in the paper (e.g., preliminary or failed experiments that1055

didn’t make it into the paper).1056

9. Code of ethics1057

Question: Does the research conducted in the paper conform, in every respect, with the1058

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?1059

Answer: [Yes]1060

Justification: the research follows NIPS code of ethics1061

Guidelines:1062

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.1063

• If the authors answer No, they should explain the special circumstances that require a1064

deviation from the Code of Ethics.1065

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-1066

eration due to laws or regulations in their jurisdiction).1067

10. Broader impacts1068

Question: Does the paper discuss both potential positive societal impacts and negative1069

societal impacts of the work performed?1070

Answer: [Yes]1071

Justification: inference-time search with verifiers could potentially be used for verifier1072

hacking against classifiers1073

Guidelines:1074

• The answer NA means that there is no societal impact of the work performed.1075

• If the authors answer NA or No, they should explain why their work has no societal1076

impact or why the paper does not address societal impact.1077

• Examples of negative societal impacts include potential malicious or unintended uses1078

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations1079

(e.g., deployment of technologies that could make decisions that unfairly impact specific1080
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• The conference expects that many papers will be foundational research and not tied1082

to particular applications, let alone deployments. However, if there is a direct path to1083

any negative applications, the authors should point it out. For example, it is legitimate1084

to point out that an improvement in the quality of generative models could be used to1085

generate deepfakes for disinformation. On the other hand, it is not needed to point out1086

that a generic algorithm for optimizing neural networks could enable people to train1087

models that generate Deepfakes faster.1088

• The authors should consider possible harms that could arise when the technology is1089

being used as intended and functioning correctly, harms that could arise when the1090

technology is being used as intended but gives incorrect results, and harms following1091

from (intentional or unintentional) misuse of the technology.1092

• If there are negative societal impacts, the authors could also discuss possible mitigation1093

strategies (e.g., gated release of models, providing defenses in addition to attacks,1094

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from1095

feedback over time, improving the efficiency and accessibility of ML).1096

11. Safeguards1097

Question: Does the paper describe safeguards that have been put in place for responsible1098

release of data or models that have a high risk for misuse (e.g., pretrained language models,1099

image generators, or scraped datasets)?1100

Answer: [NA]1101

Justification: the paper uses pretrained models, with safeguards already in place.1102

Guidelines:1103

• The answer NA means that the paper poses no such risks.1104

• Released models that have a high risk for misuse or dual-use should be released with1105

necessary safeguards to allow for controlled use of the model, for example by requiring1106

that users adhere to usage guidelines or restrictions to access the model or implementing1107

safety filters.1108

• Datasets that have been scraped from the Internet could pose safety risks. The authors1109

should describe how they avoided releasing unsafe images.1110

• We recognize that providing effective safeguards is challenging, and many papers do1111

not require this, but we encourage authors to take this into account and make a best1112

faith effort.1113

12. Licenses for existing assets1114

Question: Are the creators or original owners of assets (e.g., code, data, models), used in1115

the paper, properly credited and are the license and terms of use explicitly mentioned and1116

properly respected?1117

Answer: [Yes]1118

Justification: we provide citation for all resources used1119

Guidelines:1120

• The answer NA means that the paper does not use existing assets.1121

• The authors should cite the original paper that produced the code package or dataset.1122

• The authors should state which version of the asset is used and, if possible, include a1123

URL.1124

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.1125

• For scraped data from a particular source (e.g., website), the copyright and terms of1126

service of that source should be provided.1127

• If assets are released, the license, copyright information, and terms of use in the1128

package should be provided. For popular datasets, paperswithcode.com/datasets1129

has curated licenses for some datasets. Their licensing guide can help determine the1130

license of a dataset.1131

• For existing datasets that are re-packaged, both the original license and the license of1132

the derived asset (if it has changed) should be provided.1133
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• If this information is not available online, the authors are encouraged to reach out to1134

the asset’s creators.1135

13. New assets1136

Question: Are new assets introduced in the paper well documented and is the documentation1137

provided alongside the assets?1138

Answer: [NA]1139

Justification: the paper does not release new assets1140

Guidelines:1141

• The answer NA means that the paper does not release new assets.1142

• Researchers should communicate the details of the dataset/code/model as part of their1143

submissions via structured templates. This includes details about training, license,1144

limitations, etc.1145

• The paper should discuss whether and how consent was obtained from people whose1146

asset is used.1147

• At submission time, remember to anonymize your assets (if applicable). You can either1148

create an anonymized URL or include an anonymized zip file.1149

14. Crowdsourcing and research with human subjects1150

Question: For crowdsourcing experiments and research with human subjects, does the paper1151

include the full text of instructions given to participants and screenshots, if applicable, as1152

well as details about compensation (if any)?1153

Answer: [NA]1154

Justification: the paper does not involve research with human objects1155

Guidelines:1156

• The answer NA means that the paper does not involve crowdsourcing nor research with1157

human subjects.1158

• Including this information in the supplemental material is fine, but if the main contribu-1159

tion of the paper involves human subjects, then as much detail as possible should be1160

included in the main paper.1161

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,1162

or other labor should be paid at least the minimum wage in the country of the data1163

collector.1164

15. Institutional review board (IRB) approvals or equivalent for research with human1165

subjects1166

Question: Does the paper describe potential risks incurred by study participants, whether1167

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)1168

approvals (or an equivalent approval/review based on the requirements of your country or1169

institution) were obtained?1170

Answer: [NA]1171

Justification: the paper does not involve crowdsourcing nor research with human subjects.1172

Guidelines:1173

• The answer NA means that the paper does not involve crowdsourcing nor research with1174

human subjects.1175

• Depending on the country in which research is conducted, IRB approval (or equivalent)1176

may be required for any human subjects research. If you obtained IRB approval, you1177

should clearly state this in the paper.1178

• We recognize that the procedures for this may vary significantly between institutions1179

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the1180

guidelines for their institution.1181

• For initial submissions, do not include any information that would break anonymity (if1182

applicable), such as the institution conducting the review.1183

16. Declaration of LLM usage1184
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Question: Does the paper describe the usage of LLMs if it is an important, original, or1185

non-standard component of the core methods in this research? Note that if the LLM is used1186

only for writing, editing, or formatting purposes and does not impact the core methodology,1187

scientific rigorousness, or originality of the research, declaration is not required.1188

Answer: [NA]1189

Justification: the core method development in this research does not involve LLMs as any1190

important, original, or non-standard components.1191

• The answer NA means that the core method development in this research does not1192

involve LLMs as any important, original, or non-standard components.1193

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)1194

for what should or should not be described.1195
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