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Abstract

A significant portion of the textual data used in001
the field of Natural Language Processing (NLP)002
exhibits gender biases, particularly due to the003
use of masculine generics (masculine words004
that are supposed to refer to mixed groups of005
men and women), which can perpetuate and006
amplify stereotypes. Gender rewriting, a NLP007
task that involves automatically detecting and008
replacing gendered forms with neutral or oppo-009
site forms (e.g., from masculine to feminine),010
can be employed to mitigate these biases. Such011
systems are available for English, Arabic, Por-012
tuguese and German, but no French system is013
available. We create an original French gender-014
neutral rewriting system using collective nouns,015
which are gender-fixed in French. This paper016
presents GeNRe, the very first French gender-017
neutral rewriting system. We introduce a rule-018
based system (RBS) tailored for the French lan-019
guage alongside two fine-tuned large language020
models trained on data generated by our RBS.021
We also explore the use of instruction models to022
enhance the performance of our other systems023
and find that Claude 3 Opus combined with our024
dictionary achieves results close to our RBS.025
Through this contribution, we hope to promote026
the advancement of gender bias mitigation tech-027
niques in NLP for French.028

1 Introduction029

Since the 1970s, a number of psycholinguistics030

studies have focused on how language influences031

thoughts (Berlin and Kay, 1969; Kay and Mc-032

Daniel, 1978). Further studies examining gender033

in language showed that it could lead to cogni-034

tive biases (Jacobson and Insko, 1985; Sczesny035

et al., 2016), particularly when it comes to the036

use of masculine generics (masculine words that037

are supposed to refer to mixed groups of men and038

women)1 (Braun et al., 2005; Richy and Burnett,039

1There is no strict equivalent in English, but an example
could be the use of “policemen” to refer to both men and

2021). For example, Stahlberg et al. (2001) showed 040

that when asked to name a celebrity in a certain 041

field in German, respondents were more likely to 042

give the name of a man when a masculine generic 043

was used in the question. 044

Gender bias in natural language processing 045

(NLP) models is a critical issue that can lead 046

to biased predictions and the amplification of bi- 047

ases present in training data. This problem is 048

particularly relevant for machine translation sys- 049

tems, which are highly susceptible to gender biases 050

when translating between languages with different 051

grammatical gender systems (Savoldi et al., 2021). 052

Data augmentation, which involves balancing the 053

amount of data for all genders in a specific lan- 054

guage, has been proposed as a potential solution to 055

debias NLP systems (Zhao et al., 2018). To achieve 056

this goal, current research projects automatically 057

propose alternatives to sentences containing mas- 058

culine generics, contributing to an NLP task known 059

as “gender rewriting”. 060

As of yet, gender neutralization techniques have 061

not been developed for French, even though it is a 062

heavily gendered language. Thus, we aim to create 063

a French gender-neutral rewriting system using hu- 064

man collective nouns, defined by Lecolle (2019) as 065

“nouns referring to entities comprised of groups of 066

individuals”2. Collective nouns have been widely 067

discussed in the literature, especially when it comes 068

to French (Flaux, 1999; Lammert, 2010; Lammert 069

and Lecolle, 2014; Lecolle, 2019). Since this type 070

of noun has a fixed gender in French3, it is an effec- 071

tive way of achieving gender neutralization. This 072

gender-neutral rewriting system, GeNRe (Gender- 073

Neutral Rewriting System Using French Collective 074

women pursuing that occupation, instead of using “police
officers.”

2In French: « nom désignant une entité composée d’un
ensemble d’individus humains. »

3For instance, “la police” (“police”) refers to both police-
men and policewomen.
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Nouns), is the very first gender-neutral rewriting075

system for French4 and could foster the develop-076

ment of other types of gender rewriting systems for077

that language in the future.078

2 The Task of Gender Rewriting079

While Alhafni et al. (2022b) were the first to define080

this task as “gender rewriting,” similar efforts had081

already been pursued for Arabic (Habash et al.,082

2019), German (Pomerenke, 2022), and English083

(Sun et al., 2021). Alhafni et al. (2022b) suggest084

the following definition for this task: “generating085

alternatives of a given Arabic sentence to match086

different target user gender contexts.” (2). While087

this definition works well for Alhafni et al.’s work,088

as they focus specifically on Arabic and create a089

system to switch between the masculine gender and090

the feminine gender, it is not universally applicable.091

Indeed, among the aforementioned works, several092

approaches to gender rewriting have been explored:093

Habash et al. (2019) and Alhafni et al. (2022a)094

developed a system to transform Arabic sentences095

with masculine words into sentences with feminine096

equivalents, and vice versa. Pomerenke’s (2022)097

system seeks to provide inclusive suggestions for098

input sentences in German; so does Veloso et al.’s099

(2023) system for Portuguese. Finally, Sun et al.100

(2021), Vanmassenhove et al. (2021) and He et al.101

(2021) created systems to neutralize gender in an102

English input sentence.103

We suggest a new, universal definition for the104

task that works for all languages and all the transfor-105

mation approaches when it comes to gender based106

on the latest works mentioned previously:107

The use of a gendered input sentence to108

generate one or several alternative109

sentences with different gender forms by110

neutralizing them, choosing inclusive111

forms or switching to another gender.112

3 Gender in French113

In French, nouns are classified as either masculine114

or feminine, and the gender of a noun influences115

the form of adjectives, pronouns, and verbs that116

accompany it. The gender of human nouns reflects117

the sociological gender of the referent (for instance,118

“danseuse” refers to a female dancer), while gender119

4Code and data are publicly available on GitHub: https:
//github.com/REDACTED

of nouns referring to unanimated beings is arbitrary 120

(Watbled, 2012). 121

The masculine gender is considered to be the 122

“default” gender in French, and can be used in a 123

non-specific context or to refer to groups of people 124

composed of both men and women. The use of 125

masculine as the default gender can however lead 126

to both gender biases and invisibilizing women. 127

As a result, two main writing techniques have been 128

developed to avoid its use: visibilization techniques 129

and neutralization techniques. 130

Visibilization techniques seek to highlight the 131

feminine ending of words by separating the mascu- 132

line ending from the feminine one through the use 133

of specific symbols (asterisk, interpunct: acteur.ice) 134

or by affecting the feminine ending directly (using 135

capital or bold letters). Neutralization techniques, 136

on the other end, aim to use epicene words, that is 137

words whose form is the same for masculine and 138

feminine (e.g. “spécialiste”, specialist), or words 139

that refer to groups of people, such as collective 140

nouns (e.g. “lectorat”, readership), these having 141

a fixed gender which is not associated with the 142

genders of the people within that group. 143

We chose to focus on gender neutralization due 144

to it being a less explored issue in research com- 145

paratively to visibilization techniques. Moreover, 146

while collective nouns are a great asset for gen- 147

der neutralization, their usage is still restricted to a 148

few words and their full potential has not yet been 149

explored. 150

4 Methodology 151

We propose three different approaches for the task 152

of gender-rewriting: a rule-based approach, a neu- 153

ral model fine-tuning approach and an instruction 154

model approach. To build the resources used for 155

these systems, we first create a dictionary of French 156

collective nouns and their member noun counter- 157

parts, which we describe in Section 4.1. In Sec- 158

tion 4.2, we then give details about the datasets 159

that we extracted sentences from for the devel- 160

opment of our rule-based system, large language 161

model (LLM) fine-tuning and evaluation. Finally, 162

in Section 4.3, we delve into the specifics of our ex- 163

perimental design with the aforementioned model 164

types. 165

4.1 Dictionary 166

First, we manually created a dictionary with French 167

collective nouns and their member noun counter- 168
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parts. Two approaches were used to fill this dic-169

tionary: literature review, consisting of retrieving170

collective nouns mentioned in the French literature,171

and manual collecting, consisting of collecting oc-172

currences on the Internet and in newspaper arti-173

cles, as well as scraping French Wiktionary pages174

containing lists of such nouns. We respectively175

retrieved 210 and 105 nouns using these methods176

(315 in total). Table 1 contains a few examples of177

entries in our dictionary.178

Collective noun Member noun (masc. plural)
académie
(academy)

académiciens
(academicians)

armée
(army)

soldats
(soldiers)

milice
(militia)

miliciens
(militiamen/women)

artillerie
(artillery)

artilleurs
(artillerists)

auditoire
(listenership)

auditeurs
(listeners)

ballet
(ballet)

danseurs
(dancers)

police
(police)

policiers
(police officers)

Table 1: Collective noun-member noun dictionary
overview

4.2 Datasets179

Using our dictionary, we searched for occurrences180

of masculine plural member nouns in a French181

Wikipedia dataset with 1.58 million texts (graelo,182

2023)5. We extracted 292,076 sentences contain-183

ing such nouns. In addition, we also extracted184

French sentences from the Europarl EN-FR corpus185

(Koehn, 2005), a corpus created from the proceed-186

ings of the European Parliament and available in 21187

languages, including English and French. This cor-188

pus was filtered to include French sentences only,189

and 106,878 additional sentences were extracted190

for neural model fine-tuning and evaluation (total191

398,954). Both of these corpora are made available192

for research purposes.193

For the rule-based system specifically, tags were194

automatically added at the beginning and at the end195

of each member phrase in the extracted sentences,196

with the ID of the entry in the dictionary. This197

was done because member nouns may have several198

5Dataset is available here: https://huggingface.co/
datasets/graelo/wikipedia. License: CC-BY-SA-3.0

collective noun counterparts, leading to several dif- 199

ferent sentences being generated in addition to the 200

main one. For instance, the member noun “soldats” 201

(soldiers) could well be replaced with collective 202

nouns “armée” (army) “bataillon” (battalion), “in- 203

fanterie” (infantry) or “régiment” (regiment). As 204

we used data generated by our rule-based system 205

for neural model fine-tuning (see Section 4.3.2), 206

this was especially useful to generate all the pos- 207

sible variations of the input sentence, and thus in- 208

crease the number of examples the models were 209

trained on. Moreover, the use of tags also helps 210

guarantee the member nouns to be replaced in the 211

input sentence, as only those that are between tags 212

will be taken into account.Example 1 shows how 213

these tags are used. 214

(1) a. Un historique permet de lister <n- 215

126>les auteurs</n> et de consulter les 216

modifications successives de l’article 217

par <n-68>ses rédacteurs</n>. 218

(A history allows one to list <n-126>the au- 219

thors</n> and view successive modifications to 220

the article by <n-68>its editors</n>.) 221

Finally, we created a corpus-specific evalua- 222

tion dataset comprised of 250 sentences from 223

each corpus (total 500), and we manually gender- 224

neutralized each sentence to have gold sentences. 225

4.3 Models 226

In this section, we present three different model 227

types for gender-neutral rewriting: a rule-based 228

model, two neural models, and an instruction 229

model. Each model takes a different approach to 230

the task, allowing us to compare their performance. 231

4.3.1 Rule-based model 232

We developed a rule-based system (RBS) to auto- 233

matically apply the correct syntactic rules when 234

converting a member noun into a collective noun, 235

which leads to number and gender changes in the 236

sentence. 237

The RBS consists of two main components: a 238

syntactic dependency detection component and a 239

generation component. 240

The dependency detection component primarily 241

relies on spaCy (Honnibal et al., 2020) with the 242

fr_core_news_sm pipeline as well as a set of rules 243

to detect the words that are syntactically related to 244

the member noun that needs to be replaced. 245

The generation component replaces each mem- 246

ber noun in the sentence with its collective noun 247
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"Les soldats sont partis."
("The soldiers [member n., masc. pl.] left.")

"L'armée est partie."
("The army [coll. n., fem. sg.] left.")

Figure 1: Rule-based model replacement pipeline
overview

counterpart found in the dictionary, adjusting the248

determiner, handling elision, and reinflecting the249

detected dependencies using inflecteur (Chuttars-250

ing, 2021), a Python module leveraging the De-251

laf French morphological dictionary6 and french-252

camembert-postag-model7, a CamemBERT-based253

(Martin et al., 2020) part of speech (POS) tagging254

model for French. Our RBS also makes additional255

replacements for past participles and object pro-256

nouns as these are not always being well handled by257

the inflecteur Python module. If no member nouns258

are detected in the sentence, the original sentence259

will be returned instead as it is already considered260

gender-neutral. Figure 1 shows an overview of the261

rule-based model pipeline.262

4.3.2 Neural models263

Recent research on gender rewriting has focused264

on training neural models as well as fine-tuning265

large language models using data generated by266

RBS to improve task-specific performance. While267

6https://uclouvain.be/fr/instituts-recherche/
ilc/cental/delaf-2-0.html

7https://huggingface.co/gilf/
french-camembert-postag-model

some studies (Sun et al., 2021; Veloso et al., 2023) 268

showed a decrease in performance compared to 269

RBS, Vanmassenhove et al. (2021) found a notable 270

improvement of 0.27 in WER. We aim to investi- 271

gate whether fine-tuning large language models can 272

significantly improve the results of RBS, hypoth- 273

esizing that the linguistic knowledge acquired by 274

these models during training on large text corpora 275

will help resolve errors in the training corpus and 276

enhance results. 277

Two Seq2seq large language models (LLMs), t5- 278

small (Raffel et al., 2020) and m2m100_418M (Fan 279

et al., 2020), were selected for the experiments, and 280

were fine-tuned using our two RBS-generated cor- 281

pora (Wikipedia and Europarl) containing gender- 282

neutralized and non-gender-neutralized sentence 283

pairs. The training dataset for each model con- 284

sisted of 60,000 sentence pairs per corpus, and the 285

validation dataset had 6,000 (10%). Hyperparam- 286

eters used for training are available in Appendix 287

A. 288

4.3.3 Instruction model 289

The rapid development of LLMs and advances in 290

NLP have demonstrated the ability to manipulate 291

language models’ behavior to predict text continu- 292

ations and perform specific tasks without explicit 293

training, leading to “instruction models” such as In- 294

structGPT (Ouyang et al., 2022) or, more recently, 295

Mixtral 8x7B Instruct (Jiang et al., 2024). This is 296

primarily achieved through the use of “prompts” 297

or instructions given to the language model (Liu 298

et al., 2021). While some studies have briefly men- 299

tioned the potential of instruction models to reduce 300

gender biases in automatically generated texts, and 301

have occasionally experimented with such mod- 302

els8, no gender rewriting study has yet conducted a 303

comprehensive analysis of their capabilities for this 304

specific task. As a result, we aimed to leverage this 305

kind of model in order to evaluate its performance 306

for this task. We chose Claude 3 Opus, which is, 307

at the time of writing, considered to be the best 308

model for textual generation according to specific 309

benchmark (Anthropic, 2024). 310

To comprehensively evaluate the performance of 311

Claude 3 Opus, we designed three distinct types 312

of instructions to test its ability to generate gender- 313

neutral texts. Corresponding prompts are available 314

8For instance, Veloso et al. (2023) tried to make use
of ChatGPT to generate gender-inclusive sentences in Por-
tuguese, and suggested that the use of instruction models
could prove useful to automatically create gender-inclusive
datasets.
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in Appendix A.315

• The “BASE” instruction provides a basic task316

description, asking the model to make the sen-317

tence inclusive by replacing masculine gener-318

ics with their collective noun equivalents,319

without explicitly specifying the replacement320

word.321

• The “DICT” instruction leverages our collec-322

tive noun dictionary and asks the model to323

replace masculine generics with their corre-324

sponding collective nouns, those being ex-325

plictly mentioned. There are two different326

versions for the “DICT” instruction: “DICT-327

SG”, used when only one generic masculine328

noun with a matching collective noun was329

found in the sentence, and “DICT-PL”, used330

when several generic masculine nouns with331

matching collective nouns were found.332

• The “CORR” instruction takes sentences gen-333

erated by our RBS as input and tasks the334

model with correcting potential errors, such as335

mismatches between verb and adjective num-336

bers and genders.337

5 Results338

To evaluate the performance of our different rewrit-339

ing models, we leverage two evaluation metrics340

commonly used for the task of gender rewriting:341

Word Error Rate (WER) and BLEU (Papineni et al.,342

2002). JiWER 3.0.39 and bleu 0.310 Python pack-343

ages were used with default parameters.344

Average results of each model on the two corpora345

are available in Table 2.346

Type WER (↓) BLEU (↑)
Baseline (unchanged) 13.35% 80.55
GeNRe-RBS 3.40% 93.43
GeNRe-T5 5.11% 90.68
GeNRe-M2M-100 5.40% 90.17
Claude 3 Opus-BASE 12.16% 82.98
Claude 3 Opus-DICT 3.75% 93.64
Claude 3 Opus-CORR 10.17% 85.13

Table 2: Results by model type. Bold indicates the best
results overall.

The RBS and Claude 3 Opus-DICT achieved347

the best results in our experiments. While the348

9https://pypi.org/project/jiwer/
10https://pypi.org/project/bleu/

RBS model achieved the best WER score, Claude 349

3 Opus-DICT achieved the highest BLEU score. 350

These results can be explained by the fact that WER 351

and BLEU scores capture distinct aspects of text 352

generation. Due to its reliance on predefined rules, 353

the RBS easily preserves original words and word 354

order, likely leading to a lower WER. On the con- 355

trary, instruction models are known to be more 356

prompt to slightly deviate from the original formu- 357

lation of sentences, which may increase the WER 358

without significantly affecting the BLEU score due 359

to the order of words not being taken into account. 360

The neural models also showed mostly promis- 361

ing results. Comparing the two of them, they 362

achieved similar results, with the T5 model slightly 363

outperforming M2M-100. However, both models 364

showed a minor decrease in performance compared 365

to the RBS. As a result, similarly to Veloso et al. 366

(2023), we do not find a significant improvement 367

compared to our RBS following fine-tuning. 368

Moreover, we also provide the distribution of er- 369

rors made by GeNRe-RBS, GeNRe-T5 and GeNRe- 370

M2M-100 in Figure 2. Error types can be di- 371

vided into three main categories: POS (ADJ, DET, 372

DET_COREF, PRON_COREF, VERB), text gener- 373

ation (CASE, GEN_FAILURE, SPECIAL_CHAR) 374

and other (ELISION, MISID_NOUN, PUNCT, 375

SEM, UNREPLACED). 376

Text generation errors, labeled with (N) in Fig- 377

ure 2, are strictly specific to neural models. CASE 378

refers to capitalization errors (missing/extra up- 379

percase or lowercase); GEN_FAILURE refers to 380

token-specific generation errors (for instance, incor- 381

rectly replacing a proper name with a non-existent 382

name); SPECIAL_CHAR refers to errors related 383

to special characters (for instance, accents). 384

When it comes to other errors, ELISION is used 385

when there was an issue with how one or multi- 386

ple words in the generated sentence were elided11. 387

MISID_NOUN occurs when a word in the auto- 388

matically annotated corpus was mistaken as a noun. 389

PUNCT refers to errors related to punctuation or 390

typography (double spaces, for example). SEM 391

is used to label automatically generated sentences 392

which cannot be considered semantically correct 393

due to the replacement of the member noun with 394

its collective noun counterpart12 Finally, UNRE- 395

11For instance, in French, the masculine determiner “le”
and the feminine determiner “la” (the) should be elided and
written as “l’” when the word that follows begin with a vowel
or a mute “h”.

12As discussed by Lecolle (2019), collective nouns in
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PLACED occurs when a member noun that is in396

our dictionary was not replaced.397

Figure 2: Distribution of errors across GeNRe-RBS,
GeNRe-T5 and GeNRe-M2M-100

Across all three models, the most prominent398

error types are related to verbs and noun cases.399

Verbs account for 26,6% of errors for GeNRe-400

RBS, 21,1% for GeNRe-T5, and 22,9% for GeNRe-401

M2M-100. On the other hand, adjectives account402

for 24,2% of errors for GeNRe-RBS, and 20,1%403

for both GeNRe-T5 and GeNRe-M2M-100.404

The M2M-100 model is highly prone to making405

token-specific generation errors (14,7%), this type406

of error being strictly specific to this model. Simi-407

larly, we find that the T5 model also makes specific408

errors related to the handling of special characters.409

We discuss these issues more in detail in Section 6.410

6 Discussion411

A qualitative analysis of the generated sentences re-412

vealed that the RBS was making most of its errors413

when modifying adjectives and verbs. This is not414

surprising given that these two part-of-speech cate-415

gories are the ones which require the most complex416

French, and more specifically human collective nouns, feature
specific semantic characteristics due to how they are used to
group human beings under a common denomination, based
for example on their profession (« le professorat » [professo-
rate]), their social status (« l’aristocratie » [the aristocracy]),
or their political leaning (« la gauche » [the left]). Combining
human collective nouns with specific verbs or contexts may
thus not be considered semantically correct, and may occur
when transforming a sentence. We labeled such transformed
sentences with this error.

changes when transitioning from a member noun to 417

a collective noun. Indeed, in French, adjectives un- 418

dergo a certain number of changes when changing 419

number or gender. Verbs can also have these same 420

changes when used as past participles; otherwise, 421

only number change will affect them. For instance, 422

in Example 2, the verb “seront” (pl., will be) should 423

have been changed to “sera” (sg.) to match with 424

the new collective noun “citoyenneté” (citizenry). 425

(2) a. Cette démarche fera progresser 426

les droits des citoyens, car, par 427

l’intermédiaire du Parlement, les 428

citoyens seront en contact direct avec 429

la Commission, ce qui lui confèrera 430

une légitimité considérable. [original 431

sent.] 432

(This approach will increase citizens’ [masc.] 433

rights, because, through the Parliament, 434

citizens will [pl.] have a direct line to the 435

Commission thereby generating considerable 436

legitimacy.) 437

b. Cette démarche fera progresser les 438

droits de la citoyenneté, car, par 439

l’intermédiaire du Parlement, la 440

citoyenneté seront en contact direct 441

avec la Commission, ce qui lui 442

confèrera une légitimité considérable. 443

[GeNRe-RBS] 444

(This approach will increase the rights of the 445

citizenry, because, through the Parliament, the 446

citizenry will [pl.] have a direct line to the 447

Commission thereby generating considerable 448

legitimacy.) 449

c. Cette démarche fera progresser les 450

droits de la citoyenneté, car, par 451

l’intermédiaire du Parlement, la 452

citoyenneté sera en contact direct 453

avec la Commission, ce qui lui 454

confèrera une légitimité considérable. 455

[manual sent.] 456

(This approach will increase the rights of the 457

citizenry, because, through the Parliament, the 458

citizenry will [sg.] have a direct line to the 459

Commission thereby generating considerable 460

legitimacy.) 461

Similarly, in Example 3, the adjective “chargés” 462

(pl., in charge of ) should match the new singular 463

collective noun “parlement” (parliament) and be 464

changed to “chargé”. 465

(3) a. Je vous invite à informer les députés 466
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européens chargés des dossiers agri-467

coles de l’avancement des négocia-468

tions. [original sent.]469

(I urge you to inform the Members of Euro-470

pean Parliament [masc] in charge of [pl.] the471

agricultural issues about the progress of negoti-472

ations.)473

b. Je vous invite à informer le parlement474

européen chargés des dossiers agri-475

coles de l’avancement des négocia-476

tions. [GeNRe-RBS]477

(I urge you to inform the European parlia-478

ment in charge of [pl.] the agricultural issues479

about the progress of negotiations.)480

c. Je vous invite à informer le parlement481

européen chargé des dossiers agri-482

coles de l’avancement des négocia-483

tions. [manual sent.]484

(I urge you to inform the European parlia-485

ment in charge of [sg.] the agricultural issues486

about the progress of negotiations.)487

When it comes to the neural models (T5 and488

M2M-100), analysis shows that they were able to489

generalize linguistic rules and correct dependen-490

cies that were not properly modified by the RBS,491

especially verbs and adjectives, slightly reducing492

the number of errors for these POS. As a result, in493

spite of their lower results compared to the RBS,494

fine-tuned models may still prove useful in certain495

scenarios where the RBS struggles to apply lin-496

guistic rules correctly, such as in sentences with497

complex dependencies or nuanced contextual rela-498

tionships. Example 4 shows a case where the verb499

“vouloir” (want) is correctly inflected by the neural500

model.501

(4) a. Un deuxième élément concerne le502

soutien apporté à la Commission à503

l’actorat local qui veulent participer504

à ces programmes afin d’avoir accès505

aux sources de financement correspon-506

dantes. [GeNRe-RBS]507

(A second factor is the Commission’s support508

for local actors [coll. sg.] who want [pl.]509

to take part in these programmes, so that they510

can access the corresponding funding mecha-511

nisms.)512

b. Un deuxième élément concerne le513

soutien apporté à la Commission à514

l’actorat local qui veut participer à515

ces programmes afin d’avoir accès516

aux sources de financement correspon- 517

dantes. [GeNRe-FT-M2M-100] 518

(A second factor is the Commission’s support 519

for local actors [coll. sg.] who want [sg.] 520

to take part in these programmes, so that they 521

can access the corresponding funding mecha- 522

nisms.) 523

Additionally, the fine-tuned models were capable 524

of utilizing different collective noun equivalences 525

from the dictionary (some collective nouns being 526

associated to the same member noun). 527

Errors observed in the fine-tuned models and 528

different from the RBS included token generation 529

failures (M2M-100, Example 5, where “Nebski” 530

was generated instead of “Zemski”), and incorrect 531

generation of special characters (T5, as in Exam- 532

ple 6 where “main-d’uvre” was generated instead 533

of “main-d’œuvre” [labour]). The first error might 534

come from the multilingual aspect of the model, 535

as it may generate words or mix tokens from other 536

languages, while the second error is probably due 537

to the model being mostly trained on English data. 538

For both models, we also found cases where words 539

were not uppercased correctly, as in Example 7. 540

(5) a. Juin, Russie : le Nebski sobor prend 541

des décisions importantes. [GeNRe- 542

FT-M2M-100] 543

(June, Russia: the Nebski Sobor makes impor- 544

tant decisions.) 545

(6) a. Il est allé à Cologne, où il est de- 546

venu président de l’association de la 547

main-d’uvre et a aidé à propager les 548

idées marxistes parmi ses membres. 549

[GeNRe-FT-T5] 550

(He went to Cologne, where he became pres- 551

ident of the labour organization and helped 552

spread Marxist ideas among its members.) 553

(7) a. l’armée arriva avec une lance à eau 554

pour disperser les détenus. [GeNRe- 555

FT-T5] 556

(the army arrived with a water hose to disperse 557

the prisoners.) 558

As far as the instruction model is concerned, 559

Claude 3 Opus-BASE and CORR were found to 560

be highly prone to altering the formulation of sen- 561

tences, as shown in Example 8. Claude 3 Opus- 562

DICT was found to have a similar effect, but to 563

a much lesser extent, likely due to the increased 564

precision of the prompt. 565
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(8) a. Dans une lettre à la famille datée566

du 13 juin 1861, Zeng Guofan a567

ordonné à ses propres navires de568

surveiller les navires commerciaux bri-569

tanniques après avoir remarqué que des570

marchands étrangers déchargeaient du571

riz à la rébellion à Anqing. [GeNRe-572

RBS]573

(In a letter addressed to the family and dated574

June 13, 1861, Zeng Guofan ordered his own575

vessels to monitor British commercial vessels576

after noticing that foreign sellers were giving577

rice to the rebellion in Anqing.)578

b. Dans une lettre à la parenté datée579

du 13 juin 1861, Zeng Guofan580

a ordonné à sa propre flotte de581

surveiller les navires commerciaux bri-582

tanniques après avoir remarqué que des583

marchands étrangers déchargeaient du584

riz aux rebelles à Anqing. [Claude 3585

Opus-BASE]586

(In a letter addressed to the kinfolk and dated587

June 13, 1861, Zeng Guofan ordered his own588

fleet to monitor British commercial vessels af-589

ter noticing that foreign sellers were giving rice590

to rebels in Anqing.)591

Notably, the DICT prompt was observed to gen-592

erate sentences with correct verbs and adjectives,593

indicating its ability to effectively leverage the col-594

lective noun dictionary to produce grammatically595

accurate sentences. We give such an example in596

Example 9.597

(9) a. Mais l’armée protestante, toujours598

agressive, restaient à la charge des599

habitants et constituaient une lourde600

charge. [GeNRe-RBS]601

(But the Protestant army, still aggressive, re-602

mained [pl.] in the care of the local people and603

constituted [pl.] a heavy burden.)604

b. Mais l’armée protestante, toujours605

agressive, restait à la charge des habi-606

tants et constituait une lourde charge.607

[Claude 3 Opus-DICT]608

(But the Protestant army, still aggressive, re-609

mained [sg.] in the care of the local people and610

constituted [sg.] a heavy burden.)611

Nonetheless, among the errors made by Claude 3612

Opus-DICT, we identified instances of unreplaced613

nouns, where the model failed to substitute the mas-614

culine generics with their corresponding collective615

noun equivalents, such as in Example 10. 616

(10) a. Paradoxalement, cette progression en 617

voix s’accompagne d’un recul en nom- 618

bre d’élus, du fait de la poussée des 619

candidats indépendants (pour la plu- 620

part de la représentation de la commu- 621

nauté kurde) et du CHP. [GeNRe-RBS] 622

(Paradoxically, this increase in votes paralleled 623

a decrease in the number of elected representa- 624

tives due to better results for the independent 625

candidates (most of them coming from the 626

representation of the Kurdish community) and 627

CHP. 628

b. Paradoxalement, cette progression en 629

voix s’accompagne d’un recul en nom- 630

bre d’élus, du fait de la poussée des 631

candidats indépendants (pour la plu- 632

part des représentants de la commu- 633

nauté kurde) et du CHP. [Claude 3 634

Opus-DICT] 635

(Paradoxically, this increase in votes paralleled 636

a decrease in the number of elected representa- 637

tives due to better results for the independent 638

candidates (most of them being representa- 639

tives of the Kurdish community) and CHP. 640

7 Conclusion 641

Our work represents a step towards addressing 642

gender-biased textual data in French. We make 643

three key contributions to the task of gender rewrit- 644

ing in NLP: 1) a dictionary of French collective 645

nouns and their corresponding member nouns, 646

which serves as a resource for future research in this 647

area; 2) a dataset of gender-neutralized and non- 648

gender-neutralized sentences; and 3) a rule-based 649

system that effectively gender-neutralizes French 650

sentences using collective nouns, laying ground- 651

work for further advancements for this task in that 652

language. Our experiment combining our man- 653

ually created dictionary with the Claude 3 Opus 654

instruction model also shows promise for the use 655

of such models for the task of gender rewriting. We 656

strongly believe that future research further explor- 657

ing the capabilities of these models for that task 658

could lead to the development of effective solutions 659

for mitigating gender bias in many languages. 660

Ethics Statement 661

We did not filter the datasets that were used for the 662

development of the RBS and for fine-tuning mod- 663

els for harmful, hateful, inappropriate or personal 664
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content. Considering the sources used to constitute665

these datasets (Wikipedia and Europarl), we be-666

lieve it very unlikely for those to display such type667

of content. Similarly, when it comes to output sen-668

tences generated by the fine-tuned models, since669

those were trained on replacing specific words or670

part of speech in sentences, the generation of such671

content seems unlikely. As discussed in the paper,672

instruction models are more prone to reformulating673

input sentences: while we did not find any inap-674

propriate content in the Claude 3 Opus-generated675

sentences we evaluated, this kind of models may676

be trained on such data, which might lead to the677

generation of harmful or hateful content.678

Limitations679

French collective nouns adhere to specific seman-680

tic rules, which means that their usage may not be681

universally applicable to all sentences, sometimes682

resulting in constructions that appear asemantic.683

This limitation is further compounded by the fact684

that only a small subset of these nouns is actively685

employed in everyday language by native speakers,686

which restricts their versatility and adaptability in687

various linguistic contexts. We however believe688

that they are good candidates for gender neutral-689

ization, and the development of our system may690

help promote a broader use of such nouns. In ad-691

dition, combining our system with a contextual or692

semantic analysis framework could help address693

these issues by ensuring that the collective noun694

equivalents are both contextually relevant and se-695

mantically appropriate.696
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A.2 Instruction Model Hyperparameters869

model="claude-3-opus-20240229",870

temperature=0,871

messages=[872

{"role": "user",873

"content": f"{message}"},874

{"role": "assistant",875

"content": "Here is the876

output sentence:"}877

]878

A.3 Instruction Details879

Table 3 contains the different types of instructions880

given to Claude 3 Opus as well as their respective881

content.882

“EXAMPLES” refers to the few-shot sentences883

given to the instruction model. See Tables 4 and 5884

for more information.885

“ORIGINAL SENTENCE” is replaced with886

the sentence containing one or several masculine887

generic nouns that we want to replace with their888

collective counterparts. It is part of the prompt in889

a similar way to the example sentences so that the890

instruction model is guided towards generating the891

final, gender-neutralized sentence.892

Instruction Type Content

BASE

Make this French sentence inclusive
by replacing generic masculine nouns

with their French collective noun equivalents.
Generate the final sentence only
without any comments nor notes.

{EXAMPLES}
{ORIGINAL SENTENCE} →

DICT-SG

Make this French sentence inclusive
by replacing generic masculine noun {NM}

with its respective French collective noun equivalent {NCOLL}.
Generate the final sentence only
without any comments nor notes.

{EXAMPLES}
{ORIGINAL SENTENCE} →

DICT-PL

Make this French sentence inclusive
by replacing generic masculine nouns {NM1, NM2, . . . }

with their respective French collective noun equivalents {NCOLL1, NCOLL2, . . . }.
Generate the final sentence only
without any comments nor notes.

{EXAMPLES}
{ORIGINAL SENTENCE} →

CORR

Correct grammar in this French sentence.
Generate the final sentence only
without any comments nor notes.

{EXAMPLES}
{ORIGINAL SENTENCE} →

Table 3: Content of instructions per type given to Claude
3 Opus

A.4 Few-shot sentences given to Claude 3893

Opus894

Tables 4 and 5 contain the few-shot sentences used895

respectively for the “BASE” and “DICT” instruc-896

tions, and the “CORR” instruction. They were897

formatted as such in the prompt:898

[Sentence with masculine generic] → [Gender-899

neutralized sentence].900

Sentence with masculine generic Gender-neutralized sentence

Le président de la FIFA Sepp Blatter
rejette les accusations des manifestants

en les accusant d’opportunisme.
(FIFA President Sepp Blatter

dismisses the protesters’
accusatations as opportunism.)

Le président de la FIFA Sepp Blatter
rejette les accusations de la manifestation

en l’accusant d’opportunisme.
(FIFA President Sepp Blatter

dismisses the protest’s
accusatations as opportunism.)

Les auteurs et les spectateurs
ont été satisfaits des réponses

des représentants.
(Authors and spectators

were pleased with the
representatives’ responses.)

L’autorat et le public
ont été satisfaits des réponses

de la représentation.
(The authorship and the audience

were pleased with the
representation’s responses.)

Le vicaire général proposa de disperser
les religieux dans d’autres maisons de l’ordre

et de procéder à la réfection des bâtiments.
(The vicar general suggested to disperse

religious people to other houses of the order
to repair the buildings.)

Le vicaire général proposa de disperser
le couvent dans d’autres maisons de l’ordre
et de procéder à la réfection des bâtiments.

(The vicar general suggested to disperse
the convent to other houses of the order

to repair the buildings.)

Table 4: Few-shot sentences for “BASE” and “DICT”
instructions. Bold indicates the differences between sen-
tences with masculine generics and gender-neutralized
sentences.

RBS-generated sentence with errors Manual sentence

Le président de la FIFA Sepp Blatter
rejette les accusations de la manifestation

en les accusant d’opportunisme.

Le président de la FIFA Sepp Blatter
rejette les accusations de la manifestation

en l’accusant d’opportunisme.
L’autorat et le public

a été satisfaits des réponses
des la représentation.

L’autorat et le public
ont été satisfaits des réponses

de la représentation.
Le vicaire générale proposa de disperser

le couvent dans d’autres maisons de l’ordre
et de procéder à la réfection des bâtiments.

Le vicaire général proposa de disperser
le couvent dans d’autres maisons de l’ordre
et de procéder à la réfection des bâtiments.

Table 5: Few-shot sentences for “CORR” instruc-
tion. Bold indicates the differences between the RBS-
generated ssentences with error and the manual, correct
sentences.
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