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Abstract

A sequential decision-making agent balances between exploring to gain new knowledge about
an environment and exploiting current knowledge to maximize immediate reward. For
environments studied in the traditional literature, optimal decisions gravitate over time
toward exploitation as the agent accumulates sufficient knowledge and the benefits of further
exploration vanish. What if, however, the environment offers an unlimited amount of useful
knowledge and there is large benefit to further exploration no matter how much the agent
has learned? We offer a simple, quintessential example of such a complex environment.
In this environment, rewards are unbounded and an agent can always increase the rate
at which rewards accumulate by exploring to learn more. Consequently, an optimal agent
forever maintains a propensity to explore.

1 Introduction

Consider an unscrupulous geometry teacher and a persistent student eager to learn the digits of the mathe-
matical constant π ≈ 3.1415926535. On each day, the student approaches the teacher and may provide any
arbitrarily-long sequence of digits. For any k-digit sequence they provide, the teacher simply checks to see if
these exactly match the first k digits of π or not. If there is such an exact k-digit match, the teacher awards
the student r(k) dollars; otherwise, for anything less than a perfect match, the teacher charges the student
c(k) dollars. The teacher sets r(k) and c(k) to be increasing functions of the number of digits and, therefore,
guessing longer digit sequences offers more potential upside but also increased risk from erroneous guesses.

Suppose rewards are bounded and the student wishes to maximize expected discounted return. Then, if
on any day, it is optimal to exploit current knowledge by choosing k digits of π the student has learned
thus far, it will be optimal to choose those same k digits of π on every subsequent day. This is because
the theory of sequential decision-making problems establishes that, when rewards are bounded, there is an
optimal policy that maps each possible state of knowledge to a single action. In our example, the student’s
state of knowledge remains unchanged by the exploitative choice. This leads to indefinite daily repetition of
the same knowledge state and same optimal action.

On the other hand, if rewards are unbounded, there may always be substantial value in exploring to learn
more. In this circumstance, the aforementioned behavior, where on some date the student exploits and
continues to do so indefinitely, can fall far short of optimal. Instead, an optimal policy may have to randomize
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between exploration and exploitation, without ever tapering the intensity of the former. This randomization
must strike a delicate balance as exploration can be costly and exploitation is required to recoup those costs.

The preceding example represents but one instance of a much broader class of complex environments, for
which policies that taper exploration forgo value. In this paper, we will introduce and analyze a representative
instance to offer insights into optimal behavior. Beyond this paper, these complex environments encapsulate
an increasingly ubiquitous exploration challenge that modern decision-making systems confront at a much
grander scale, comparable to that of the World Wide Web (Shi et al., 2017; Toyama et al., 2021; Stiennon
et al., 2020; Ouyang et al., 2022; Yao et al., 2022; Dwaracherla et al., 2024). Consider a fixed user prompt
submitted to a large language model (LLM). To any current response produced by the LLM, the versatility
of natural language affords opportunities to explore a vast space of alternative responses and identify more
valuable ones. Clearly, pure exploration would prove very costly because users would largely receive less-
desirable, experimental responses. At the same time, our results suggest that tapering exploration would be
sub-optimal as repeating any current response could be improved with further exploration and learning.

The paper proceeds as follows: we formulate a general class of bandit-learning problems in Section 2,
introduce in Section 3 our complex bandit environment which admits perpetual improvement that demands
eternal exploration, and conclude with discussion as well as future outlook in Section 4. For ease of readability,
all technical proofs have been relegated to the appendix.

2 Problem Formulation

We consider a bandit environment (Lattimore & Szepesvári, 2020) with a (possibly infinite) action set A
and stochastic reward process {Rt}t∈Z>0 . Here, {Rt}t∈Z>0 is an exchangeable sequence of random vectors,
each with one component per action; each vector Rt assigns a scalar reward Rt,a to each action a. At each
time t ∈ Z≥0, an action At is executed and generates a scalar reward Rt+1,At . If there exists an R ∈ R such
that E[Rt,a] < R for each time t and action a, we say that rewards are bounded. Otherwise, we say that
rewards are unbounded.

By de Finetti’s Theorem (de Finetti, 1937), exchangeability immediately implies the existence of a random
variable θ, representing the unknown bandit environment, conditioned upon which the sequence {Rt}t∈Z>0

is iid. A common example may clarify our formulation; consider the Bernoulli bandit with unknown success
probabilities θ ∈ [0, 1]A and observe that, conditioned on θ, the rewards {Rt}t∈Z>0 are iid. Hence, {Rt}t∈Z>0

is exchangeable. The initial distribution of θ expresses prior beliefs. At time t, there is a history Ht =
(A0, R1,A0 , A2, . . . , At−1, Rt,At−1) of actions and realized rewards, and posterior beliefs are expressed by the
distribution of θ conditioned on Ht.

A (stationary) policy π is a mapping from histories to action probabilities. In particular, for any history h
and action a, π(a | h) is the probability assigned to executing action a upon observing history h. Hence, if
an agent applies a policy π, each action At is sampled from π(· | Ht). To frame a notion of optimality across
policies, we first define the expected finite-horizon discounted return of a policy π:

V γ,T
π = E

[
T −1∑
t=0

γtRt+1,At

]
.

Here, γ ∈ [0, 1] is a discount factor and T ∈ Z>0 is a time horizon. Note that this expectation integrates
over uncertainty not only in θ but also in rewards conditioned on θ.

A policy π is said to be discounted-overtaking optimal if, for all policies π′,

lim inf
T →∞

(V γ,T
π − V γ,T

π′ ) ≥ 0.

If γ = 1, this objective corresponds to the standard notion of overtaking optimality (see Section 5.4.2 of (Put-
erman, 1994)). If rewards are bounded, a policy is discounted-overtaking optimal if and only if it maximizes
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the expected discounted return V γ
π ≡ V γ,∞

π , which is finite. On the other hand, if rewards are unbounded, V γ
π

can be infinite for many policies. The more general notion of discounted-overtaking optimality affords more
nuanced comparisons among policies that attain infinite discounted return. Intuitively, if there is a set of
policies that attain infinite expected discounted return, only those that more quickly accumulate discounted
rewards can be discounted-overtaking optimal.

While discounted-overtaking optimality offers an unambiguous criteria for a best policy, a discounted-
overtaking optimal policy may not always exist. To facilitate comparing policies without knowledge of a
discounted-overtaking optimal policy, we define the expected finite-horizon regret of a policy π relative to a
reference policy µ:

RegretT
π,µ = Eπ

[
T −1∑
t=0

Rt+1,At

]
− Eµ

[
T −1∑
t=0

Rt+1,At

]
.

3 Necessity of Randomized Exploration

In this section, we define and analyze a complex environment that will be our main object of study for the
remainder of the paper.

Example 1. We define a bandit with an action set A =
∞⋃

k=0
Zk

>0. Hence, each action a ∈ A is a positive-

integer-valued tuple (a1, . . . , ak) of some arbitrary length k ≥ 0. The stochastic process of reward vectors
{Rt+1}t∈Z≥0 is parameterized by fixed, known scalars α > 1 and τ ∈ (1, γ(α−1)

2(1−γ) ), and an unknown positive-
integer sequence a∗ = (a∗

1, a∗
2, a∗

3, . . .) such that, for each a ∈ Zk
>0,

Rt+1,a =
{

αk if a = a∗
1:k

− α+1
τ−1 αk−1 otherwise.

Note that the action set includes the length 0 vector, which we will denote by ∅ ≡ a∗
1:0 and yields reward

Rt+1,∅ = 1.

The reward process {Rt+1}t∈Z≥0 is exchangeable since R1 = R2 = · · · . As {Rt+1}t∈Z≥0 is determined by
a∗, we define its prior distribution in terms of a prior distribution of a∗. In particular, for each k ∈ Z>0,
let the distribution pk(·|a∗

1:k−1) of a∗
k conditioned on a∗

1:k−1 be geometric with mean τ . Then, let the prior
probability assigned to a∗

1:K be
∏K

k=1 pk(a∗
k|a∗

1:k−1).

We say that an agent is exploiting at timestep t if its chosen action At is a previously selected action known
to achieve highest reward, given history Ht. Otherwise, we say that an agent is exploring. Example 1 offers
a representative instance of how the presence of infinitely-many actions and unbounded rewards demands an
infinite amount of exploration in order to synthesize optimal behavior. An initial thought may be to purely
explore in perpetuity and continually uncover higher tiers of reward. Unfortunately, the cost structure
associated with incorrect actions (that do not match the goal sequence a∗) is calibrated such that this policy
is provably not optimal.
Theorem 1. In Example 1, an agent that always explores is never discounted-overtaking optimal.

Upon further reflection, it is perhaps not terribly surprising that a strategy of pure exploration is sub-optimal
in Example 1, as is often the case for many sequential decision-making problems studied in the literature.
However, unlike these latter commonly-studied problems, we may also obtain an analogous theoretical result
establishing that any policy which ceases exploration in any time period is also provably not-optimal. This
represents a more substantial departure from the traditional literature, where the presence of bounded
rewards (even with infinitely-many actions) guarantees the existence of an optimal policy which eventually
exploits with probability 1; we defer a review of this prior work to Section 4.
Theorem 2. In Example 1, an agent that stops exploring is never discounted-overtaking optimal.
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Naturally, if neither exploring nor exploiting with probability 1 yields an optimal strategy, an agent’s only
recourse is to randomize. Our next theoretical result formalizes this intuition.
Theorem 3. In Example 1, for all T < ∞, there exists a policy π∗

T that is exploiting with non-zero probability
p∗

T ∈ (0, 1) and exploring with non-zero probability 1 − p∗
T at each timestep, such that, for all policy π,

RegretT
π,π∗

T
≤ 0.

The precise probability with which an agent optimally balances its preference for exploration versus exploita-
tion in each time period, p∗

T , is sensitive to the overall time horizon over which it aims to maximize reward.
We offer the following conjecture to clarify how this probability behaves asymptotically as the agent engages
with the full brunt of infinite exploration in a complex environment.
Conjecture 1. In Example 1, as T → ∞, p∗

T → α+1
α+τ .

Conjecture 1 posits that, as T increases, the optimal policy randomizes between exploitation and exploration
with exploiting probability p∗

T approaching a non-zero threshold. Intuitively, even as T approaches infinity,
the agent should never taper off its exploration probability. To see why this conjecture holds, we provide a
potential roadmap in Appendix B. It is worth noting that there is a concrete instantiation of Example 1 for
which we can offer a more precise, elegant characterization of the result in Conjecture 1. Specifically, when
α = 2; τ = 4; and γ ≥ 0.85, p∗

T → α+1
α+τ = 0.5 and an optimal agent must perseverate with equiprobable

exploration and exploitation for all time.

4 Discussion

Two key facets of the complex environment studied in this work are the presence of infinitely-many actions
and unbounded rewards. In this section, we begin with an overview of prior work, which largely focuses
on the former condition in the absence of the latter, as well as a small handful of papers from outside the
machine-learning literature which consider both conditions together. We conclude with a discussion of how
one might begin to approach the design of practical agents for such complex environments and offer a simple
computational experiment to corroborate our proposal.

4.1 Prior Work

Multi-armed bandit problems with infinitely-many actions available to the agent have been a topic of in-
terest in the literature for decades. The earliest work by Mallows & Robbins (1964) demonstrates that
reward distributions with bounded moments allows for the characterization of an optimal, non-stationary
policy maximizing average reward. A similar non-stationary strategy is analyzed for regret minimization
by Yakowitz & Lowe (1991), who also rely on bounded higher moments of the reward distributions at each
arm. Banks & Sundaram (1992) extend the classic machinery of Gittins’ indices (Gittins, 1974; 1979; Gittins
& Jones, 1979) to bandit problems with a countably-infinite number of independent arms, each of which
is assumed to have an associated distribution that yields uniformly bounded expected rewards. Identical
structural assumptions are made explicitly, by Lai & Yakowitz (1995); Wang et al. (2008); Carpentier &
Valko (2015); Aziz et al. (2018); Kalvit & Zeevi (2020); De Heide et al. (2021); Lai et al. (2022); Wang et al.
(2022); Russo & Van Roy (2022), as well as implicitly, by Herschkorn et al. (1996); Berry et al. (1997); Chen
& Lin (2004; 2005); Hung (2012); Bonald & Proutiere (2013); Gong & Sellke (2023), where the latter all
study the infinite-armed Bernoulli bandit. A related setting to the infinite-armed Bernoulli bandit is the
so-called many-armed bandit setting where the number of actions is finite but considered large relative to
the problem horizon (Teytaud et al., 2007; Zhu & Nowak, 2020). Notably, all of the aforementioned papers
do not entertain unbounded rewards alongside an infinitely-large action space.

Agrawal (1995) studies bandit problems whose action space forms a subset of the real line R under the
assumptions of sub-Gaussian rewards and uniformly locally-Lipschitz continuous mean rewards; crucially,
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the latter assumption allows for a carefully-constructed collection of actions which adequately cover the
action space to obtain an approximation of the expected reward function suitable for identifying near-optimal
actions. Improvements of these results for the one-dimensional case as well as extensions to vector-valued
action spaces of arbitrary dimension are studied by Kleinberg (2004); Auer et al. (2007); Kleinberg et al.
(2008); Cope (2009); Bubeck et al. (2011). Aside from the boundedness of expected rewards implied by
the sub-Gaussianity assumptions in some of these works, the more critical distinction is (again) in the use
of uniform local-Lipschitz continuity, which serves as the key inductive bias to facilitate effective learning
when there are infinitely-many actions. In contrast, the complex environment studied in this work presents
a latent curricular structure that enables efficient learning despite the unboundedness of rewards.

Unbounded rewards represent an important piece of the complex environment studied in this work, ensur-
ing ample opportunity to dramatically improve the value of any current best decision known to an agent.
Decision-making problems with unbounded rewards have long been a subject of study in philosophy (Arntze-
nius et al., 2004; Goodsell, 2023), though, to the best of the authors’ knowledge, seem to not be a topic of
study in the traditional bandit literature. A typical discussion point of such external papers to RL are the
paradoxes that emerge among potentially optimal behaviors defined to maximize expected utility. Mean-
while, this work focuses on alternative performance criteria for which optimal behavior can be clearly defined,
though may not be guaranteed to exist.

4.2 Towards Practical Agent Design

While we offer theoretical results which underscore the importance of randomization for a discounted-
overtaking optimal policy in a complex environment, it is perhaps not immediately apparent how to go
about the practical implementation of a computational agent that could learn or approximate this optimal
behavior from interaction data. We anticipate that the concept of a learning target (Lu et al., 2023) is
essential to the design and practical implementation of such an agent. When, at any given time, optimal
behavior is so complicated that it requires too much information to learn, it behooves the agent to have
a mechanism for prioritizing some other modest corpus of information that, while capable of facilitating
behavioral improvement, is itself insufficient to enable near-optimal performance; broadly speaking, a learn-
ing target is such a mechanism. As the agent gains competency through its prolonged interaction with the
environment, one might envision that this learning target could adapt in kind to reflect updated knowledge
and reorient exploration towards new, feasible discoveries.

Figure 1: Cumulative regret curve comparing Thomp-
son Sampling and Rate-Distortion Thompson Sam-
pling agents for learning the first two digits of π.

A recent line of work (Arumugam & Van Roy,
2021a;b; 2022) has studied the design, analysis,
and implementation of decision-making agents en-
dowed with the ability to compute such learning
targets and autonomously decide what to learn. We
strongly suspect that deciding what to learn and
striking a desired trade-off between information re-
quirements and performance is a critical capabil-
ity for an agent coping with complex environments
where eternal exploration is the only path to opti-
mal behavior. As a preliminary empirical illustra-
tion of our hypothesis, we offer a computational re-
sult based on the π-guessing example of Section 1.
For the sake of computational feasibility, we prune
down the original π-guessing game and reduce the
task to learning the first two digits of π, yielding
a finite action set A = {0, . . . , 99}. We refer inter-
ested readers to Section A of the appendix for more
granular details of the computational experiment.
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A classic approach like Thompson Sampling (Thompson, 1933; Russo et al., 2018) (TS) invests exploratory
effort only in those actions with non-zero probability of being optimal, thereby forgoing the opportunity to
leverage the inherent curricular structure of the environment outline in Example 1. Meanwhile, an adaptive
variant of the Rate-Distortion Thompson Sampling (RDTS) agent introduced by Arumugam et al. (2024)
is able to compute a sequence of learning targets for scaffolding exploration around the identification of
successive digits. Consequently, in the worst case, TS demands at most 90 time periods to identify the first
two digits of π whereas RDTS requires at most 20. Importantly, while the associated cumulative regret
curves shown in Figure 1 pertains to an environment lacking the key features of infinitely-many actions and
unbounded rewards, it does illustrate how a learning target can be operationalized to modulate exploration in
a manner resemblant of what would be needed for efficient learning in Example 1 and complex environments
more broadly.

5 Conclusion

In this paper, we have engaged with a broadened treatment of the exploration challenge in sequential decision-
making problems, departing from the traditional setting where optimal behavior tapers exploration over time.
Instead, as an agent always has substantial opportunity for improvement, optimal behavior demands eternal
exploration. A single, quintessential environment studied throughout this paper exemplifies this nuanced
exploration problem through the combination of an infinitely-large action space and unbounded rewards.
Our theoretical analysis clarifies the manner in which strategies of pure exploration and pure exploitation
fall short of optimal performance, thereby necessitating the use of a randomization to preserve an agent’s
propensity to explore the world.

We posit that our work offers a simple microcosm for the formal study of an exploration problem that
manifests at a much grander scale across several real-world applications (Shi et al., 2017; Toyama et al.,
2021; Stiennon et al., 2020; Ouyang et al., 2022; Yao et al., 2022; Dwaracherla et al., 2024). Large language
models (LLMs), across each individual user prompt, must contend with exploring the entire space of natural
language responses to identify the best one (Stiennon et al., 2020; Ouyang et al., 2022; Dwaracherla et al.,
2024). To impose an upper bound on rewards in LLMs (usually corresponding to human preference or utility
scores) is to imply a known upper limit on human satisfaction across the entire space of natural language
prompts. Instead, one might consider the possibility that such an upper limit on response utility does not
exist and so, to any current best-known response, there always remains an opportunity to refine and improve.
Our analysis suggests a natural exploration strategy for such settings where untested candidate responses
are emitted in careful proportion to currently preferred responses over time. Similar scenarios are perhaps
likely to emerge in environments of comparable scale, including those for learning desired behaviors on mobile
devices (Toyama et al., 2021) or the Internet itself (Shi et al., 2017; Yao et al., 2022). Additionally, extending
beyond the considerations of any single task, the lifelong or continual reinforcement learning setting has been
a recent source of great interest to the community (Ring, 1994; Khetarpal et al., 2022; Kumar et al., 2023;
Abel et al., 2024). The inherent non-stationarity of the environment in continual reinforcement learning
also beckons for a strategy of prolonged and enduring exploration, for which future theoretical analyses and
agent-design principles may take inspiration from this work.
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A Computational Experiment

In this section, we provide additional details on the concluding computational experiment of Section 4. The
environment can be seen as a restricted version of Example 1 where the action set A = {0, 1, . . . , 99} consists
of all two-digit sequences and the agent aims to learn the first two digits of π with α = 2.

Given the agent’s current (posterior) beliefs about the underlying environment P(θ ∈ · | Ht), a Thompson
Sampling agent proceeds via the probability-matching principle to select an action At such that P(At = a |
Ht) = P(A⋆ = a | Ht), where A⋆ ∈ arg max

a∈A
E [R1,a | θ] . Broadly speaking, one might consider an alternative

learning target χ ∈ A such that an agent may employ a variant of Thompson Sampling by probability
matching with respect to χ: P(At = a | Ht) = P(χ = a | Ht).

A line of work (Arumugam & Van Roy, 2021a;b; Arumugam et al., 2024) studies how to compute such a
learning target via information theory (Shannon, 1948; Cover & Thomas, 2012). More specifically, when
targeting an optimal action A⋆, the mutual information between the environment and target It(θ; A⋆) given
the current (random) history Ht quantifies the amount of information an agent must obtain through prudent
exploration in order to identify optimal behavior. In the context of this work, a complex environment is one
for which this amount of information is near-infinite or intractably large It(θ; A⋆) ↑ ∞ across all time periods.
Consequently, an agent may instead find it fruitful to orient exploration around an alternative target χ that
is easier to learn, in the sense that It(θ; χ) ≤ It(θ; A⋆). Of course, as the agent still aims to be productive
with respect to the task at hand and optimize reward, this should be done carefully so as to incur bounded
expected regret in each time period: Et [Rt,A⋆ − Rt,χ] ≤ D, for some threshold D ∈ R≥0.

Striking a desired balance between information and utility is a hallmark characteristic of lossy compression
problems studied by the information theory community within the sub-area of rate-distortion theory (Shan-
non, 1959; Berger, 1971). The fundamental limit for the lossy compression faced by an agent is given by the
rate-distortion function

Rt(D) = inf
Ã

It(θ; Ã) such that Et

[(
Rt,A⋆ − R

t,Ã

)2
]

≤ D.

The Rate-Distortion Thompson Sampling (RDTS) algorithm of Arumugam et al. (2024) provides a theo-
retical analysis outlining the benefits of computing and probability matching with respect to the target Ãt

that achieves the rate-distortion limit in each time period. While their study pertains to a fixed distor-
tion threshold D ∈ R≥0, our computational experiments employ an adaptive version where the dynamic
threshold Dt is chosen to ensure the agent focuses its efforts on identifying the digits of π in sequence,
rather than pursuing a guess for all digits at once like Thompson Sampling (corresponding to Dt = 0 for
all time periods). While previous work (Arumugam & Van Roy, 2021a) has avoided dealing directly with
the rate-distortion function computationally by appealing to the classic Blahut-Arimoto algorithm (Blahut,
1972; Arimoto, 1972), our experiment leverages the fact that the rate-distortion function constitutes a convex
optimization problem (Csiszár, 1974; Chiang & Boyd, 2004) which can be solved in each time period via
CVXPY (Diamond & Boyd, 2016).

B Analysis

In this section, we provide all proofs for theoretical results presented in the main paper.

B.1 Proof of Theorem 2

Proof. For ease of exposition, we refer to each component in an action tuple (a1, . . . , ak) as one digit. The
analogy is made for the illustrative π-guessing game in Section 1. A history Ht = (A0, R1, A1, . . . , At, Rt+1)
can be completely characterized by an agent state St made up of digits tried and failed so far as well as

10



a∗
k known so far. Selecting digits that the agent has tried and failed before is clearly suboptimal, as those

digits incur a cost yet offer no new information. Therefore, it suffices to restrict our attention to (stationary)
policies with states St that do not try digits already attempted and failed.

By the temporal symmetric structure of Example 1, if a∗
1:k ∈ Ht and a∗

1:k+1 /∈ Ht, a (stationary) policy at
time t must sample from two actions: 1) exploit a∗

1:k or 2) explore the next digit.

We consider two classes of policies:

1. πN : for each N ∈ Z>0, πN explores to identify a∗
0:N sequentially, then exploits a∗

0:N .

a∗
0 a∗

0:1 a∗
0:2 a∗

0:3 · · · a∗
0:N

µ1 µ2 µ3 µ4 µN

2. πexplore: πexplore always explores sequentially.

a∗
0 a∗

0:1 a∗
0:2 a∗

0:3 · · ·
µ1 µ2 µ3 µ4

We recursively define stopping times for the exploration of each digit under the always exploring agent
πexplore. Let µ0 = 1 and µk = min{t > 0 : A

t+
∑k−1

j=0
µj

= a∗
1:k, Ai ∼ πexplore}. In other words, µk denotes

the time it takes for πexplore to discover the k-th digit given that it knows the first k − 1 digits. The agent’s
prior implies that µk is i.i.d. geometric with mean τ . An useful quantity is the expected discount factor at
µk:

E [γµk ] =
∞∑

j=1
P(µk = j)γj =

∞∑
j=1

(
1 − 1

τ

)j−1 1
τ

γj = γ

(1 − γ)τ + γ
.

We consider two cases: γ < 1 and γ = 1. When γ < 1, the expected reward at time
∑k

j=0 µj + 1 is

E
[
γ

∑k

j=0
µj−1

αk

]
= α

(1 − γ)τ + γ

(
αγ

(1 − γ)τ + γ

)k−1
,

and the expected cost accumulated while exploring for a∗
k satisfies

E


∑k

j=0
µj−1∑

i=
∑k−1

j=0
µj+1

γi−1 α + 1
τ − 1 αk−1

 = α + 1
(1 − γ)τ + γ

(
αγ

(1 − γ)τ + γ

)k−1
= α + 1

α
E
[
γ

∑k

j=0
µj−1

αk

]
.
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Assuming that T is large enough such that T ≫
∑N

j=0 µj for fixed N almost surely, we calculate the returns
over a horizon T .

V γ,T
πN

= E

N−1∑
k=0

γ

∑k

j=0
µj−1

αk −
N∑

k=1

α + 1
α

γ

∑k

j=0
µj−1

αk +
T∑

i=
∑N

j=0
µj

γi−1αN


= 1 −

N−1∑
k=1

1
(1 − γ)τ + γ

(
αγ

(1 − γ)τ + γ

)k−1
− α + 1

(1 − γ)τ + γ

(
αγ

(1 − γ)τ + γ

)N−1

+ αN

(
γ

(1−γ)τ+γ

)N

− γT +1

γ(1 − γ)

= 1 − 1
(1 − γ)τ + (1 − α)γ +

(
1

(1 − γ)τ + (1 − α)γ + 1
1 − γ

)(
γ

(1 − γ)τ + γ

)N

− αN

1 − γ
γT .

For N1 < N2, we have that

V γ,T
πN2

− V γ,T
πN1

=
(

1
(1 − γ)τ + (1 − α)γ + 1

1 − γ

)[(
αγ

(1 − γ)τ + γ

)N2

−
(

αγ

(1 − γ)τ + γ

)N1
]

− αN2 − αN1

1 − γ
γT

T →∞−−−−→
(

1
(1 − γ)τ + (1 − α)γ + 1

1 − γ

)[(
αγ

(1 − γ)τ + γ

)N2

−
(

αγ

(1 − γ)τ + γ

)N1
]

> 0.

This implies that a policy can always improve by exploring more digits before committing. Therefore, a
policy that stops exploring is never discounted-overtaking optimal.

When γ = 1, the expected cost accumulated while exploring for a∗
k satisfies:

E


∑k

j=0
µj−1∑

i=
∑k−1

j=0
µj+1

α + 1
τ − 1 αk−1

 = (α + 1)αk−1.

Assuming that T is large enough such that T ≫
∑N

j=0 µj for fixed N almost surely, we calculate the returns
over a horizon T :

V 1,T
πN

= E

N−1∑
k=0

αk −
N∑

k=1

∑k

j=0
µj−1∑

i=
∑k−1

j=0
µj+1

α + 1
τ − 1 αk−1 +

T∑
i=
∑N

j=0
µj

αN


= E

N−1∑
k=0

αk −
N∑

k=1
(α + 1)αk−1 + (T −

N∑
j=0

µj + 1)αN


= −α

αN − 1
α − 1 + (T − Nτ)αN .

For N1 < N2, we have that

lim inf
T →∞

(V 1,T
πN2

− V 1,T
πN1

) > 0.
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This again implies that a policy can always improve by exploring more digits before committing. Therefore,
a policy that stops exploring is never discounted-overtaking optimal. Moreover,

RegretT
πN2 ,πN1

≥ O(T ).

B.2 Proof of Theorem 1

Proof. We consider two cases: γ = 1 and γ < 1. When γ < 1, the return of the exploring agent over a finite
horizon T can be computed as

V γ,T
πexplore = E

[ ∞∑
N=1

 N∑
k=0

γ

∑k

j=0
µj−1

αk −
N∑

k=1

α + 1
α

γ

∑k

j=0
µj−1

αk −
T∑

i=
∑N

j=0
µj+1

γi−1 α + 1
τ − 1 αN


· 1{

N∑
j=0

µj ≤ T <

N+1∑
j=0

µj}

]

≤ E

 ∞∑
N=1

(
N∑

k=0
γ

∑k

j=0
µj−1

αk −
N∑

k=1

α + 1
α

γ

∑k

j=0
µj−1

αk

)
· 1{

N∑
j=0

µj ≤ T <

N+1∑
j=0

µj}


= E

 ∞∑
N=1

(
1 − 1

(1 − γ)τ + γ

N∑
k=1

(
αγ

(1 − γ)τ + γ

)k−1
)

· 1{
N∑

j=0
µj ≤ T <

N+1∑
j=0

µj}

 .

Comparing π1 and πexplore,

V 1,T
π1

− V 1,T
πexplore =

∞∑
N=1

N∑
k=2

(
αγ

(1 − γ)τ + γ

)k−1
· 1{

N∑
j=0

µj ≤ T <

N+1∑
j=0

µj} + 1
1 − γ

(
αγ

(1 − γ)τ + γ

)

− γT

1 − γ
α

T →∞−−−−→
(

αγ

(1 − γ)τ + γ

)
1

1 − αγ
(1−γ)τ+γ

+ 1
1 − γ

(
αγ

(1 − γ)τ + γ

)
=
(

αγ

(1 − γ)τ + γ

)(
(1 − γ)τ + γ

(1 − γ)τ + (1 − α)γ + 1
1 − γ

)
.

Since τ < γ(α−1)
2(1−γ) , one can check that

(1 − γ)τ + γ

(1 − γ)τ + (1 − α)γ + 1
1 − γ

> 0

and thus lim infT →∞(V 1,T
π1

− V 1,T
πexplore) > 0. This implies that the exploring agent using πexplore is never

discounted-overtaking optimal.
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When γ = 1, the return of the exploring agent over a finite horizon T can be computed as

V 1,T
πexplore = E

 ∞∑
N=1

 N∑
k=0

αk −
N∑

k=1

∑k

j=0
µj−1∑

i=
∑k−1

j=0
µj+1

α + 1
τ − 1 αk−1 − (T −

N∑
j=0

µj)α + 1
τ − 1 αN

 · 1{
N∑

j=0
µj ≤ T <

N+1∑
j=0

µj}



≤ E

 ∞∑
N=1

 N∑
k=0

αk −
N∑

k=1

∑k

j=0
µj−1∑

i=
∑k−1

j=0
µj+1

α + 1
τ − 1 αk−1

 · 1{
N∑

j=0
µj ≤ T <

N+1∑
j=0

µj}


= E

 ∞∑
N=1

(
αN − α

αN − 1
α − 1

)
· 1{

N∑
j=0

µj ≤ T <

N+1∑
j=0

µj}


≤ E

 ∞∑
N=1

(
αN − αN

)
· 1{

N∑
j=0

µj ≤ T <

N+1∑
j=0

µj}

 = 0.

Thus, comparing π1 and πexplore,
lim inf
T →∞

(V 1,T
π1

− V 1,T
πexplore) > 0.

This implies that the exploring agent using πexplore is never discounted-overtaking optimal. Moreover,

RegretT
π1,πexplore ≥ O(T ).

B.3 Proof of Theorem 3

Proof. We consider three additional classes of policies to those mentioned in the proof of Theorem 2:

1. Stochastic policies πp: for p ∈ [0, 1), πp exploits the best known action with probability p and
explores the next digit with probability 1 − p at each time. Note that π0 = πexplore.

2. Non-curricular policies π′
N : for each N ∈ Z>0, π′

N explores to identify a∗
1:N directly, then exploits

a∗
1:N .

a∗
0 a∗

0:N
µ′

N

3. Non-stationary policies πNS
m : for m ∈ R≥0, after each a∗

1:k is discovered, πNS
m exploits a∗

1:k for m
times before exploring the next digit.

a∗
0 a∗

0:1 a∗
0:2 a∗

0:3 · · ·
µ1 µ2 µ3 µ4

m m m m

First we note a one-to-one mapping between the set of stochastic policies {πp}p∈[0,1) and non-stationary
policies {πNS

m }m∈R≥0 . Indeed, when p = m+1
m+τ , each a∗

1:k is selected m + 1 times on average.
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For non-curricular policies, under the agent’s prior belief, the optimal strategy of guessing is to guess all the
combinations of (a1, . . . , aN ) where

∑N
i=1 ai = N , then those where

∑N
i=1 ai = N + 1, and so on. We take

π′
N to be such a policy and define a stopping time µ′

N = min{t > 0|At = a∗
1:N , Ai ∼ π′

N }. We calculate the
returns for π′

N and πp as follows.

V 1,T
πNS

m
=

∞∑
n=1

E

[
1{

n∑
j=0

µj + nm ≤ T}
(

(m + 1)αn−1 − (µn − 1)α + 1
τ − 1 αn−1

)

+ 1{
n∑

j=1
µj + nm ≤ T ≤

n∑
j=1

µj + (n + 1)m}

T −
n∑

j=1
µj − nm + 1

αn

+ 1{
n∑

j=1
µj + (n + 1)m < T <

n+1∑
j=1

µj + (n + 1)m}

(m + 1)αn − (T −
n∑

j=1
µj − (n + 1)m)α + 1

τ − 1 αn

].

(1)

V 1,T
π′

N
= E

[
−α + 1

τ − 1 αN−1µ′
N + (T − µ′

N + 1)αN )
]

= −E [µ′
N ] α + 1

τ − 1 αN−1 + E [T − µ′
N + 1] αN .

Note that if m > T , V 1,T
πNS

m
= 0. Hence, it suffices to consider m ∈ [0, T ]. Since V 1,T

πNS
m

is continuous in m on
[0, T ], by the extreme value theorem, there exists an m∗ ∈ [0, T ] such that V 1,T

πNS
m∗

= maxm∈[0,T ] V 1,T
πNS

m
. Taking

p∗
T = m∗

m∗+1 , we have
Regretπ,π∗

T
≤ 0.

Finally, we prove that an agent is better off following the curriculum, i.e., guessing one digit at a time in
order. Recall that

V 1,T
πN

= −α
αN − 1
α − 1 + (T − Nτ)αN .

For j ∈ Z≥0, define sj =
∑j

i=1
(

N+i−2
N−1

)
, then

E [µ′
N ] =

∞∑
n=N

sn−N+1∑
ℓ=sn−N +1

ℓ

(
1 − 1

λ

)n−N ( 1
λ

)N

=
∞∑

n=N

(sn−N + sn−N+1 + 1)(sn−N+1 − sn−N )
2

(
1 − 1

λ

)n−N ( 1
λ

)N

= 1
2

∞∑
n=N

[
2

n−N∑
i=1

(
N + i − 2

N − 1

)
+
(

n − 1
N − 1

)
+ 1
](

n − 1
N − 1

)(
1 − 1

λ

)n−N ( 1
λ

)N

≫ Nτ + 1.

Thus, E[T − µ′
N + 1] < T − Nτ and

E[µ′
N ]α + 1

τ − 1 αN−1 > (Nτ + 1)α + 1
τ − 1 αN−1 > α

αN − 1
α − 1

for sufficiently large N . Thus, there exists an N0 ∈ Z>0 such that for all N > N0, V 1,T
π′

N
< V 1,T

πN
.

15



B.4 Proof Roadmap for Conjecture 1

Proof roadmap. Recall the expression for V 1,T
πNS

m
in Equation (1). Consider the first summand in the expected

value. We let

fn(m; T ) = E

1{
n∑

j=0
µj + nm ≤ T}

(
(m + 1)αn−1 − (µn − 1)α + 1

τ − 1 αn−1
) .

To decouple the dependence between the indicator random variable 1{
∑n

j=0 µj +nm ≤ T} and the multiplier(
(m + 1)αn−1 − (µn − 1) α+1

τ−1 αn−1
)

, we define an independent copy µ̃n of µn and analyze

f̃n(m; T ) = E

1{
n−1∑
j=0

µj + µ̃n + nm ≤ T}
(

(m + 1)αn−1 − (µn − 1)α + 1
τ − 1 αn−1

)
= P

n−1∑
j=0

µj + µ̃n + nm ≤ T

E
[
(m + 1)αn−1 − (µn − 1)α + 1

τ − 1 αn−1
]

= P

n−1∑
j=0

µj + µ̃n + nm ≤ T

 (m − α)αn−1.

We may then proceed to lower bound P
(∑n−1

j=0 µj + µ̃n + nm ≤ T
)

using Kolmogorov’s inequality. An
upper bound on f̃n(m; T ) can be obtained by taking each µj = 1 in the indicator. Finally, we account for
the difference fn(m; T ) − f̃n(m; T ). A similar analysis can be carried out for the second and third summand
in Equation (1). Optimizing the upper and lower bounds of V 1,T

πNS
m

over m gives two sequences m∗
T and m̂∗

T ,
respectively, which both converge to α. Thus, the corresponding exploitation probabilities should converge
to α+1

α+τ .
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