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Abstract

Recently, the stochastic Polyak step size (SPS) has emerged as a competitive adaptive step
size scheme for stochastic gradient descent. Here we develop ProxSPS, a prozrimal variant
of SPS that can handle regularization terms. Developing a proximal variant of SPS is par-
ticularly important, since SPS requires a lower bound of the objective function to work well.
When the objective function is the sum of a loss and a regularizer, available estimates of
a lower bound of the sum can be loose. In contrast, ProxSPS only requires a lower bound
for the loss which is often readily available. As a consequence, we show that ProxSPS is
easier to tune and more stable in the presence of regularization. Furthermore for image
classification tasks, ProxSPS performs as well as AdamW with little to no tuning, and results
in a network with smaller weight parameters. We also provide an extensive convergence
analysis for ProxSPS that includes the non-smooth, smooth, weakly convex and strongly
convex setting.

1 Introduction

Consider problems of the form

min f(@). f@) = Bplf@S)] = [ fassdp() 1)
where S is a sample space (or sample set). Formally, we can see S as a random variable mapping to S and
P(s) as the associated probability measure. Let us assume that for each s € S, the function f(+;s) : R® - R
is locally Lipschitz and hence possesses the Clarke subdifferential 9f(-;s) (Clarke, 1983). Problems of form
(1) arise in machine learning tasks where S is the space of available data points (Bottou et al., 2018). An
efficient method for such problems is stochastic (sub)gradient descent (Robbins & Monro, 1951; Bottou,
2010; Davis & Drusvyatskiy, 2019), given by

k+1

2" = 2F —oapgr,  gr € 0f(2*;Sy), where Sy, ~ P. (SGD)

Moreover, we will also consider the composite problem

min ¥(z), $(z) = f(z) + o), (2)

zER™
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where ¢ : R™ — R U {oo} is a proper, closed, and convex regularization function. In practical situations,
the expectation in the objective function f is typically approximated by a sample average over N € N data
points. We formalize this special case with

S={s1,...,8n}, P(s;) = %, fi=1f(;s8) i=1,...,N. (ER)

In this case, problem (1) becomes the empirical risk minimization problem

N

1
min — ; fil@).

1.1 Background and Contributions

Polyak step size. For minimizing a convex, possibly non-differentiable function f, Polyak (1987, Chapter
5.3) proposed

%) — min
phtl — ok UGk, Ak = f(|)gk|2f

. gr € 9f(a*)\ {0}.

This particular choice of ay, requiring the knowledge of min f, has been subsequently called the Polyak step
size for the subgradient method. Recently, Berrada et al. (2019); Loizou et al. (2021); Orvieto et al. (2022)
adapted the Polyak step size to the stochastic setting: consider the (ER) case and assume that each f; is
differentiable and that a lower bound C(s;) < inf, f;(z) is known for all ¢ € [N]. The method proposed by
(Loizou et al., 2021) is

k
k+1 _ ko { fik(x )_C(sik)} . k
x = 2" — min { v, Vfi, ("), SPS
STl (5PSmax)
with hyper-parameters ¢,7, > 0 and where in each iteration iy is drawn from {1,..., N} uniformly at

random. It is important to note that the initial work (Loizou et al., 2021) used C(s;) = inf f;; later, Orvieto
et al. (2022) established theory for (SPSyax) for the more general case of C(s;) < inf, f;(z) and allowing for
mini-batching. Other works analyzed the Polyak step size in the convex, smooth setting (Hazan & Kakade,
2019) and in the convex, smooth and stochastic setting (Prazeres & Oberman, 2021). Further, the stochastic
Polyak step size is closely related to stochastic model-based proximal point (Asi & Duchi, 2019) as well as
stochastic bundle methods (Paren et al., 2022).

Contribution. We propose a proximal version of the stochastic Polyak step size, called ProxSPS, which
explicitly handles regularization functions. Our proposal is based crucially on the fact that the stochastic
Polyak step size can be motivated with stochastic proximal point for a truncated linear model of the ob-
jective function (we explain this in detail in Section 3.1). Our method has closed-form updates for squared
{s-regularization. We provide theoretical guarantees for ProxSPS for any closed, proper, and convex regular-
ization function (including indicator functions for constraints). Our main results, Theorem 7 and Theorem 8,
also give new insights for SPS,,.x, in particular showing exact convergence for convex and non-convex settings.

Lower bounds and regularization. Methods such as SPS,,.x need to estimate a lower bound C'(s) for each
loss function f(-;s). Though inf, f(z;s) can be precomputed in some restricted settings, in practice the lower
bound C(s) = 0 is used for non-negative loss functions.! The tightness of the choice C(s) is further reflected
in the constant 02 := min f —Ep[C(S)], which affects the convergence guarantees of SPSyax (Orvieto et al.,
2022).

Contribution. For regularized problems (2) and if ¢ is differentiable, the current proposal of SPS,., would
add ¢ to every loss function f(-;s). In this case, for non-negative regularization terms, such as the squared
ly-norm, the lower bound C(s) = 0 is always loose. Indeed, if ¢ > 0, then inf,ern(f(x;s) + @(x)) >
inf,ern f(x;s) and this inequality is strict in most practical scenarios. For our proposed method ProxSPS,

1See for instance https://github.com/IssamLaradji/sps.
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we now need only estimate a lower bound for the loss f(x; s) and not for the composite function f(z;s)+¢(x).
Further, ProxSPS decouples the adaptive step size for the gradient of the loss from the regularization (we
explain this in detail in Section 4.1 and Fig. 1).

Proximal and adaptive methods. The question on how to handle regularization terms has also been
posed for other families of adaptive methods. For Adam (Kingma & Ba, 2015) with ¢s-regularization it
has been observed that it generalizes worse and is harder to tune than AdamW (Loshchilov & Hutter, 2019)
which uses weight decay. Further, AdamW can be seen as an approximation to a proximal version of Adam
(Zhuang et al., 2022).2 On the other hand, Loizou et al. (2021) showed that — without regularization —
default hyperparameter settings for SPSyax give very encouraging results on matrix factorization and image
classification tasks. This is promising since it suggests that SPS,.x is an adaptive method, and can work
well across varied tasks without the need for extensive hyperparameter tuning.

Contribution. We show that by handling /5-regularization using a proximal step, our resulting ProxSPS is less
sensitive to hyperparameter choice as compared to SPSy,,x. This becomes apparent in matrix factorization
problems, where ProxSPS converges for a much wider range of regularization parameters and learning rates,
while SPSax is more sensitive to these settings. We also show similar results for image classification over
the CIFAR10 and Imagenet32 dataset when using a ResNet model, where, compared to AdamW, our method
is less sensitive with respect to the regularization parameter.

The remainder of our paper is organized as follows: we will first recall how the stochastic Polyak step size,
in the case of ¢ = 0, can be derived using the model-based approach of (Asi & Duchi, 2019; Davis &
Drusvyatskiy, 2019) and how this is connected to SPSy,ax. We then derive ProxSPS based on the connection
to model-based methods, and present our theoretical results, based on the proof techniques in (Davis &
Drusvyatskiy, 2019).

2 Preliminaries

2.1 Notation

Throughout, we will write E instead of Ep. For any random variable X(s), we denote E[X(S5)] :=
Js X (s5)dP(s). We denote (-) := max{-,0}. We write O when we drop logarithmic terms in the O-notation,

eg O(%) = O(BEH).
2.2 General assumptions

Throughout the article, we assume the following:
Assumption 1. It is possible to generate infinitely many i.i.d. realizations Sy, Se,... from S.
Assumption 2. For every s € S, inf, f(x;s) is finite and there exists C(s) satisfying C(s) < infy f(x;s).

In many machine learning applications, non-negative loss functions are used and thus we can satisfy the
second assumption choosing C(s) =0 for all s € S.

2.3 Convex analysis

Let h: R™ — R be convex and a > 0. The proximal operator is given by

. 1
pros,(x) == axgmin h(y) + -1y /.
y a
Further, the Moreau envelope is defined by env{(z) := min, h(y) + 5|y — z|?>, and its derivative is
Venvy(z) = L(z — prox,,(z)) (Drusvyatskiy & Paquette, 2019, Lem. 2.1). Moreover, due to the opti-

mality conditions of the proximal operator, if h € C! then

& = prox,y,(z) = |Vh(2)| = a7 |z — || = ||Venv} ()] 3)

2For SGD treating fa-regularization as a part of the loss can be seen to be equivalent to its proximal version (cf. Appendix C).
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Davis & Drusvyatskiy (2019) showed how to use the Moreau envelope as a measure of stationarity: if
[[Venv®(z)| is small, then z is close to # and & is an almost stationary point of h. Formally, the gradient
of the Moreau envelope can be related to the gradient mapping (cf. (Drusvyatskiy & Paquette, 2019, Thm.
4.5) and Lemma 11).

We say that a function h : R™ — R is L-smooth if its gradient is L—Lipschitz, that is
IVh(z) = Vh(y)l < Llz —yll, v,y eR" (4)

If A is L-smooth, then
L 2 n
h(y) < h(z) + (Vh(z),y — x) + §|Iy —x||* for all x,y,€ R".

A function h : R — R is p-weakly convex for p > 0 if h+£||-||? is convex. Any L-smooth function is weakly
convex with parameter less than or equal to L (Drusvyatskiy & Paquette, 2019, Lem. 4.2). The above results
on the proximal operator and Moreau envelope can immediately be extended to h being p—weakly convex if
a € (0,p71), since then h 4 £| - || is convex.

If we assume that each f(-;s) is ps-weakly convex for ps > 0, then applying (Bertsekas, 1973, Lem. 2.1)
to the convex function f(-;s) 4+ & - ||? yields that f + £|| - || is convex and thus f is p-weakly convex for
p := E[pg]. In particular, f is convex if each f(-;s) is assumed to be convex. For a weakly convex function h,
we denote with Oh the regular subdifferential (cf. (Davis & Drusvyatskiy, 2019, section 2.2) and (Rockafellar
& Wets, 1998, Def. 8.3)).

3 The unregularized case

For this section, consider problems of form (1), i.e. no regularization term ¢ is added to the loss f.

3.1 A model-based view point

Many classical methods for solving (1) can be summarized by model-based stochastic proximal point: in
each iteration, a model f,(-;s) is constructed approximating f(-;s) locally around x. With Sy ~ P being
drawn at random, this yields the update

1
k41 _ : . k2
2" = arg min far (3 Sk) + 2O%IIy z”||”. (5)

The theoretical foundation for this family of methods has been established by Asi & Duchi (2019) and Davis
& Drusvyatskiy (2019). They give the following three models as examples:
(i) Linear: fo(y;s):= f(x;s) +(g,y — x) with g € 0f(z;s).
(i) Full: fo(y;s) == f(y:s).
(iii) Truncated: fy(y;s) := max{f(z;s) + (g,y — z),inf ,crn f(z;$)} where g € 9f(z;s).

It is easy to see that update (5) for the linear model is equal to (SGD) while the full model results in the
stochastic proximal point method. For the truncated model, (5) results in the update

f(@*; Sg) — inf.ern f(2; Sk)
llgxl?

k+1

x :mk—min{ak, }g;€7 gr € Of (2, Sy). (6)
More generally, one can replace the term inf,crn f(z;Sk) with an arbitrary lower bound of f(-;Sk) (cf.
Lemma 10). The model-based stochastic proximal point method for the truncated model is given in Algo-
rithm 1. The connection between the truncated model and the method depicted in (6) is not a new insight

and has been pointed out in several works (including (Asi & Duchi, 2019; Loizou et al., 2021) and (Berrada
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et al., 2019, Prop. 1)). For simplicity, we refer to Algorithm 1 as SPS throughout this article. However, it
should be pointed out that this acronym (and variations of it) have been used for stochastic Polyak-type
methods in slightly different ways (Loizou et al., 2021; Gower et al., 2021).

Algorithm 1 SPS

Require: 2 € R”, step sizes oy, > 0.
for k=0,1,2,..., K —1do
1. Sample Sy and set Cf := C(Sk).
2. Choose gy, € Of(xF; Sy). If gr = 0, set 2*+1 = z*. Otherwise, set

. f(@*;Sp) — Cy,
A :Ik—%gk, Tk —mlﬂ{aka(llgkl)lg}- (7)
return =
For instance consider again the SPS,,.x method
k
k1l _ k . { fik(x)_c(sik)} ok
T =" —min§v, ——r——m— ¢ Vi (27), SPS
AT AR -

where ¢,7y, > 0. Clearly, for ¢ = 1 and ay = -, update (7) is identical to SPSyax. With this in mind, we
can interpret the hyperparameter 7, in SPS,,.x simply as a step size for the model-based stochastic proximal
point step. For the parameter ¢ on the other hand, the model-based approach motivates the choice ¢ = 1.
In this article, we will focus on this natural choice ¢ = 1 which also reduces the amount of hyperparameter
tuning. However, we should point out that, in the strongly convex case, ¢ = 1/2 gives the best rate of
convergence in (Loizou et al., 2021).

4 The regularized case

Now we consider regularized problems of the form (2), i.e.

min ¢(z), Y(z) = f(2) +e(2),
where ¢ : R" — R U {oo} is a proper, closed, A-strongly convex function for A > 0 (we allow A = 0). For
s € 8, denote by ¥, (-; s) a stochastic model of the objective ¥ at x. We aim to analyze algorithms with the
update

k+1

_ 1
z" = arg min g (23 5k) + 5o —lle - z*|1%, (8)

where S, ~ P and «y, > 0. Naively, if we know a lower bound C(s) of f(-;s) + ¢(-), the truncated model
could be constructed for the function f(x;s) + ¢(z), resulting in

Ve (y; 8) = max{f(z;s) + () + (g +uy—x),C(s)}, gedf(x;s), uecdp(x). 9)

In fact, Asi & Duchi (2019) and Loizou et al. (2021) work in the setting of unregularized problems and hence
their approaches would handle regularization in this way. What we propose instead, is to only truncate a
linearization of the loss f(x;s), yielding the model

Va(ys 8) = fa(ys ) +0(y),  falys s) = max{f(z;s) + {9,y —2),C(s)}, g€ If(x;s). (10)
Solving (8) with the model in (10) results in

2" = argmin - max{f(z*; Si) + (g, y — =), C(Sk)} + (y) + =—|ly — 2" (11)
yER™ QCEk
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f(z;s) =In(1l + exp(—0.5-z)), @ = 10.0, A=10.1 ProxSPS

flis)+e
51 === ProxSPS model
=== SPS model

=== ProxSPS objective
= SPS objective

(a) Regularized logistic loss. (b) Regularized squared loss with a, =1, A =1.

Figure 1: a) SPS refers to model (9) whereas ProxSPS refers to (10). We plot the corresponding model
he0(y; ) and the objective function of (8). x! (resp. #!) denotes the new iterate for ProxSPS (resp. SPS), z*
is the minimizer of f(-;s) + ¢. b) Streamlines of the vector field V (z*) := 2F+1 — 2 for f(z) = || Az — b||?
and for the deterministic update, i.e. f(x;s) = f(z). ProxSPS refers to update (14) and SPS refers to (13).
The circle marks the minimizer of f(z) + 3||z||>.

The resulting model-based stochastic proximal point method is given in Algorithm 2 3. Lemma 12 shows
that, if prox, is known, update (11) can be computed by minimizing a strongly convex function over a
compact one-dimensional interval. The relation to the proximal operator of ¢ motivates the name ProxSPS.
Further, the ProxSPS update (11) has a closed form solution when ¢ is the squared fs-norm, as we detail in
the next section.

Algorithm 2 ProxSPS

Require: z° € R", step sizes a > 0.
for k=0,1,2,...,K —1do
1. Sample Sy and set C}, := C(Sk).
2. Choose gi, € Of (z*; Sy).
Update z¥*! according to (11).
return 2

4.1 The special case of /,-regularization

When ¢(z) = §||z||? for some A > 0, ProxSPS (11) has a closed form solution as we show next in Lemma 1.
For this lemma, recall that the proximal operator of ¢(z) = 3||z||? is given by prox,,(z) = o for all
a>0, xeR™
Lemma 1. Let o(z) = 3||z||? and let g € Of(2;s) and C(s) < inf.crn f(2;8) hold for all s € S. For
V2 (y;8) = fu(y;s) + @(y) with fu(y;s) = max{f(z;s) + {9,y — z),C(s)} consider the update

k+1

1
T = argmin ¢« (z; Sk)+27||a?f:ck\|2.
zER™ Ak

Denote Cy, := C(Sy,) and let g, € Of (x%; Sy,). Define

0 ngk:(]a

Tk = min {Olk7 ((1+ak)\)(f(zk;ﬁké)klgk)akA(gk’Ik>>+} else.

3For ¢ = 0, Algorithm 2 is identical to Algorithm 1.
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Update (11) is given by

1
k+1 _ k + _ k +
o - m(m -7 gk) = proxaw(x — T Gk)- (12)

See Lemma 9 in the appendix for an extended version of the above lemma and its proof. The update (12)
can be naturally decomposed into two steps, one stochastic gradient step with an adaptive stepsize, that is
Zhtl = gk — T,;"gk followed by a proximal step 21 = proxaw(fk“). This decoupling into two steps, makes
it easier to interpret the effect of each step, with T,j adjusting for the scale/curvature and the following
proximal step shrinking the resulting parameters. There is no clear separation of tasks if we apply the SPS

method to the regularized problem, as we see next.

Algorithm 3 ProxsPS for ¢ = 3| - ||?

Require: z° € R", step sizes ay > 0.
for k=0,1,2,..., K —1do
1. Sample Sj, and set C := C(S).

2. Choose gi, € Of(z*; Sy,). If g = 0, set xF+1 = ﬁxk. Otherwise, set
1 1 k. _ _ k
Skl {xk mind oy, (( + ) (f (@ Se) 201@) arA{gr, © >> gk}-
1+ agh gl +
return z

4.2 Comparing the model of SPS and ProxSPS

For simplicity, assume again the discrete sample space setting (ER) with differentiable loss functions f; and
let ¢ = 3| - [|?. Clearly, the composite problem (2) can be transformed to an instance of (1) by setting
ti(z) == fi(z) + 3||lz||* and solving min, ¢(z) with £(z) = + Zfil l;(z). Assume that a lower bound
£, <inf, ¢;(z) is known. In this case (9) becomes

¥ (y; 8;) = max {fz‘(x) + 31zl + (VSi(2) + Az, y — @), Ei}-
Due to Lemma 10, if V f;, (%) + Az¥ # 0, the update (8) is given by

, fi (%) + 3l|2*]* — £
28 = 2% — min {Ozk, T|Vflk (3313) " /\kaQ k }(Vflk (xk) + )\;L'k) (13)

We refer to this method, which is using model (9), as SPS. On the other hand, using model (10) and if
V£, (z%) # 0, the update of ProxSPS (12) is

i (Ek — S — i Ik $k
S 1 [zk_min{ak(umkm(m( )= Cls0)) ~oaA(V i, ("), >) }vfik(xk)] (14)
+

Trarh IV fi,, (F)[12

In Fig. 1a, we illustrate the two models (9) (denoted by SPS) and (10) (denoted by ProxSPS) for the logistic
loss with squared fs-regularization. We can see that the ProxSPS model is a much better approximation of
the (stochastic) objective function as it still captures the quadratic behaviour of ¢. Furthermore, as noted
in the previous section, ProxSPS decouples the step size of the gradient and of the shrinkage, and hence the
update direction depends on «j. In contrast, the update direction of SPS does not depend on «ay, and the
regularization effect is intertwined with the adaptive step size. Another way to see that the model (10) on
which ProxSPS is based on is a more accurate model as compared to the SPS model (9), is that the resulting
vector field of ProxSPS takes a more direct route to the minimum, as illustrated in Fig. 1b.

Update (14) needs to compute the term (V f;, (z¥), 2¥) while (13) needs to evaluate ||z*|2. Other than that,
the computational costs are roughly identical. For (14), a lower bound ¢, is required. For non-negative loss
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functions, in practice both ¢, and C(s;) are often set to zero, in which case (10) will be a more accurate
model as compared to (9).

4.3 Convergence analysis
For the convergence analysis of Algorithm 2, we can work with the following assumption on .
Assumption 3. ¢ : R"™ = RU {0} is a proper, closed, \-strongly convex function with A > 0.
Throughout this section we consider model (10), i.e. for g € df(x;s), let

Va(yis) = fayss) + o), foly;s) = max{f(z;s) + (g,y — x),C(s)}.

Let us first state a lemma on important properties of the truncated model:
Lemma 2. Consider f,(y;s) = max{f(x;s)+ (g,y — x),C(s)}, where g € Of(x;s) is arbitrary and C(s) <

inf,crn f(2;8). Then, it holds:
(i) The mapping y — f.(y;s) is convez.
(ii) For all x € R™, it holds f,(x;s) = f(x;s8). If f(-;8) is ps—weakly convex for all s € S, then
folyss) < flyss) + 5 lly —2l® for allz,y € R™

Proof. (i) The maximum over a constant and linear term is convex.

(ii) Recall that C(s) < f(y;s) for all y € R™. Therefore, f,(z;s) = max{C(s), f(x;s)} = f(x;s). From
weak convexity of f(-;s) it follows f(x;s)+ (g,y —x) < f(y; s) + & |ly — z||* and therefore

fe(y; 8) <max{C(s), f(y;s) + 5 |ly — z||*} = f(y;s) + 2y — z|* forall y € R™.

4.3.1 Globally bounded subgradients

In this section, we show that the results for stochastic model-based proximal point methods in Davis &
Drusvyatskiy (2019) can be immediately applied to our specific model — even though this model has not
been explicitly analyzed in their article. This, however, requires assuming that the subgradients are bounded.
Proposition 3. Let Assumption 3 hold and assume that there is an open, convex set U containing dom .

Let f(+;8) be ps—weakly convex for all s € S and let p = E[pg]. Assume that there exists G5 € Ry for all
s €8, such that G := \/E[G%] < co and

lo(@:s)| < Gu Va(z:s) € 3f(z:s), Va € U. (15)
Then, v, (y; s) satisfies (Davis € Drusvyatskiy, 2019, Assum. B), in particular it holds
fo(;s) — foly;8) < Gsllz —y|| foralls €S and all z,y € U. (16)

Remark 1. We state all four properties (B1)-(B4) of (Davis € Drusvyatskiy, 2019, Assum. B) explicitly in
the Appendiz, see Proposition 14 which also contains the proof. The first three properties follow immediately
in our setting. Only the last property (B4), stated in (16), requires the additional assumption (15).

Corollary 4 (Weakly convex case). Let the assumptions of Proposition 3 hold with ps > 0 for all s € S.
Let p = Elps] < oo and let A > env}b/@p)(ajo) —mine. Let {a¥}r—o, r be generated by Algorithm 2 for

-1
constant step sizes oy, = (2p + \/%> . Then, it holds

1/20) Ky 12 < SPA | PA
E||Venvw (.Z‘N)H < 7 + 16G ?,
K

where % is uniformly drawn from {z°,... x%-1}.

4For single element sampling, inf £; can sometimes be precomputed (e.g. regularized logistic regression, see (Loizou et al.,
2021, Appendix D)). But even in this restricted setting it is not clear how to estimate inf ¢; when using mini-batching.
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Proof. The claim follows from Proposition 3 and (Davis & Drusvyatskiy, 2019, Thm. 4.3), (4.16) setting
n:O,ﬁ:2p,T:K—landﬁt:alzl. O

Corollary 5 ((Strongly) convex case). Let the assumptions of Proposition 8 hold with ps =0 for all s € S.
Let A > 0 and z* = argmin, 1 (x). Let {z*}r—o,. . K be generated by Algorithm 2 for step sizes oy, = ﬁ
Then, it holds

K . A N 8G2
EW(W kzzl(k + 1)$k) — Pz )} < m”ﬂfo —z*[* + NE+1)

Proof. As ps = 0 and hence p = 0, we have that (Davis & Drusvyatskiy, 2019, Assum. B) is satisfied with
7 = 0 (in the notation of (Davis & Drusvyatskiy, 2019), see Proposition 14). Moreover, by Lemma 2, (i)
and A-strong convexity of ¢, we have A\—strong convexity of 9, (-;s). The claim follows from Proposition 3
and (Davis & Drusvyatskiy, 2019, Thm. 4.5) setting y =\, T = K — 1 and B; = a; " O

4.3.2 Lipschitz smoothness

Assumption (15), i.e. having globally bounded subgradients, is strong: it implies Lipschitz continuity of f
(cf. (Davis & Drusvyatskiy, 2019, Lem. 4.1)) and simple functions such as the squared loss do not satisfy
this. Therefore, we provide additional guarantees for the smooth case, without the assumption of globally
bounded gradients.

The following result, similar to (Davis & Drusvyatskiy, 2019, Lem. 4.2), is the basic inequality for the
subsequent convergence analysis.

Lemma 6. Let Assumption 3 hold. Let x**1 be given by (11) and v,x be given in (10). For every xz € R"
it holds

(1+ a1 = a2 < [Ja® — a2 — 5 — P2 + 204 (g (5 S4) — Yo (@5 80)). (1)
Moreover, it holds

Yo (@Y 8) = F(25S0) + (g, 2T — F) + (). (18)

Proof. The objective of (11) is given by W (y) := ¥.x (y; Sk) + i ly—x*||2. Using Lemma 2, (i) and A-strong

k+1

convexity of ¢, ¥y (y) is (A+ O%k)fstrongly convex. As z"*! is the minimizer of Wy (y), for all z € R™ we have

1 A
Wi(2) > T(ah ) + LR P s
ay
(1 + @A) 2 = a2 < o = ol = 257 = ¥ + 20y (e (53 51) — o (@13 50).
Moreover, by definition of f,(y;s) in (10) we have

Vo (@ 8) = for (@515 S0) + o(a™ ) > (a5 k) + (gr, 2T — 2F) + ().

O
We will work in the setting of differentiable loss functions with bounded gradient noise.
Assumption 4. The mapping f(-;s) is differentiable for all s € S and there exists § > 0 such that
E|Vf(2;8) = Vf(@)|> <3 forallz € R, (19)

The assumption of bounded gradient noise (19) (in the differentiable setting) is indeed a weaker assumption
than (15) since E[V f(z;S)] = Vf(x) and

E[Vf(z;8) = Vi(@)|? < 8 = E|Vf(;9)|* < [Vf (@) + 5.
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Remark 2. Assumption 4 (and the subsequent theorems) could be adapted to the case where f(-;s) is
weakly convexr but non-differentiable: for fixed x € R™, due to (Bertsekas, 1973, Prop. 2.2) and (Davis &
Drusvyatskiy, 2019, Lem. 2.1) it holds

E[0f(x:S)] = E|0(f(x: 8) + B 2l]?) = psa| = 0(x) + pa — Elpsa] = 0f(x),
where we used p = E[pg]. Hence, for gs € 0f(z;s) we have E[gs] € 0f(x) and (19) is replaced by

Elgs — Elgs]||> < B for all z € R™,

However, as we will still require that f is Lipschitz-smooth, we present our results for the differentiable
setting.

The proof of the subsequent theorems can be found in Appendix A.2 and Appendix A.3.

Theorem 7. Let Assumption 3 and Assumption 4 hold. Let f(-;s) be convex for all s € S and let f be
L-smooth (4). Let * = argming . ¥(2) and let 0 > 1. Let {z*}r—o,.. K be generated by Algorithm 2 for
step sizes oy, > 0 such that

1-1/0
o < 1210 (20)
Then, it holds
(1 + apNE[2"H —2%|? < Efla® —o*||* + 20, E[o(x¥) — 9 (a™*)] + 6581 (21)
Moreover, we have:
a) If \ >0 and oy = m with kg > 1 large enough such that (20) is fulfilled, then
P Yz 05(1 + In K)
1 k+1Y) | < AR 0 k(2
Bl X o) —vte] < gt ot T (22)
b) If A\ =0 and ay, = \/l?ﬁ with o < 17L1/9, then
= O — %2 0a(l +In K)
E 1 E+1Y) _ | < [[2° — 2™ + ' 23
[QZJ(Z?:;% kzzoozkx ) U(x )} S WETI-D TaWvETTIo) (23)
c) If f is p—strongly convex with u > 0,% and o = a fulfilling (20), then
[Jo1e"
E K 2 < (1 92 -K 0 _ %2 . 24
o =t < (14 au+ 20) e - o+ 220 (24)

Remark 3. If A > 0, for the decaying step sizes in item a) we get a rate of (’N)(%) if A > 0. In the
strongly convex case in item c¢), for constant step sizes, we get a linear convergence upto a neighborhood of
the solution. Note that the constant on the right-hand side of (24) can be forced to be small using a small
a. Further, the rate (24) has a 2\ term, instead of A. This slight improvement in the rate occurs because we
do not linearize v in the ProzSPS model.

Theorem 8. Let Assumption 3 and Assumption 4 hold. Let f(-;s) be ps—weakly convex for all s € S and
let p := E[ps] < oo. Let f be L-smooth® and assume that inf¢) > —oco. Let {xk}kzo be generated by
Algorithm 2. For 6 > 1, under the condition

ne{(o,p;) if p> A 1—0-1

; ap < /> 25
(0,00)  else P Lt (25)

5Note that as f(+;8) is convex, so is f, and that we allow p = 0 here.
6As f is p-weakly convex, this implies p < L.
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it holds
K-1 0 : K-1
2(env? (%) — inf 1)) 36
B[ Venv' (2%)[]? < ¥ + ai. 26)
2 e S VI BTy PP (
Moreover, for the choice ay = \/% and with a < i;‘f]: , we have
envy) (%) — inf ¢ 36 a1l +1InK)

min E|[Venv] (z*)||* <

k=0 (L= nlp— WK FT-1) 20 —nlp—N) (VK +1-1)

—1
If instead we choose o, = = and with a < \/Ki%f’_l, we have

VK
2(env” (%) — inf
B|[Veny) ()| < 2o TII) | B8
a(l—nlp—N)VK n(l—nlp—A) VK
where xX is uniformly drawn from {2°,... %=1},

4.3.3 Comparison to existing theory

Recalling that Algorithm 1 is equivalent to SPSy,x with ¢ = 1 and v, = aj, we can apply Theorem 7 and
Theorem 8 for the unregularized case where ¢ = 0 and hence obtain new theory for (SPSyax). We start
by summarizing the main theoretical results for SPS,,.x given in (Loizou et al., 2021; Orvieto et al., 2022):
in the (ER) setting, recall the interpolation constant o2 = E[f(z*;S) — C(5)] = ZZ]\LI filz*) = C(s;). If
fi is Li-smooth and convex, (Orvieto et al., 2022, Thm. 3.1) proves convergence to a neighborhood of the
solution, i.e. the iterates {x*} of SPSyax satisfy

2 — 2|2, 230?

ak o

E[f(@") - f(a")] < ; (27)

where z¥ := % ZkK;Ol ¢ o= min{ﬁ,’yb}, and Liax = MaX;e[n] L;.” For the nonconvex case, if f;
is L;-smooth and under suitable assumptions on the gradient noise, (Loizou et al., 2021, Thm. 3.8) states
that, for constants ¢; and c¢o, we have

. oy 1
i E[VF(5]" < ok T (28)
The main advantage of these results is that «, can be held constant; furthermore in the convex setting (27),
the choice of 3 requires no knowledge of the smoothness constants L;. For both results however, we can
not directly conclude that the right-hand side goes to zero as K — oo as there is an additional constant.
Choosing v, sufficiently small does not immediately solve this as ¢, o and ¢ all go to zero as 7, goes to
Zero.

Our results complement this by showing exact convergence for the (weakly) convex case, i.e. without constants
on the right-hand side. This comes at the cost of an upper bound on the step sizes aj which depends on the
smoothness constant L. For exact convergence, it is important to use decreasing step sizes ag: Theorem 8
shows that the gradient of the Moreau envelope converges to zero at the rate O(1/vK) for the choice of

ap = \/%.8 Another minor difference to (Loizou et al., 2021) is that we do not need to assume Lipschitz-

smoothness for all f(-;s) and work instead with the (more general) assumption of weak convexity. However,
we still need to assume Lipschitz smoothness of f.

Another variant of SPS,.x, named DecSPS, has been proposed in (Orvieto et al., 2022): for unregularized
problems (1) it is given by

f(x*; Sk) — Cy,
llgx1?

"The theorem also handles the mini-batch case but, for simplicity, we state the result for sampling a single i;, in each
iteration.

8Notice that ay then depends on the total number of iterations K and hence one would need to fix K before starting the
method.

k+1

N N 1 . N
T =2 — Ange, A= o mm{ ,Ck—Wk—l} (DecSPS)

11
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where {ci}r>0 is an increasing sequence. In the (ER) setting, if all f; are Lipschitz-smooth and strongly
convex, DecSPS converges with a rate of O(\/—%), without knowledge of the smoothness or convexity constants
(cf. (Orvieto et al., 2022, Thm. 5.5)). However, under these assumptions, the objective f is strongly convex
and the optimal rate is O(), which we achieve up to a logarithmic factor in Theorem 7, (22). Moreover,
for DecSPS no guarantees are given for nonconvex problems.

For regularized problems, the constant in (27) is problematic if 02 (computed for the regularized loss) is
moderately large. We refer to Appendix D.5 where we show that this can easily happen. For ProxSPS, our
theoretical results Theorem 7 and Theorem 8 are not affected by this as they do not depend on the size of
o2. To the best of our knowledge, this is the first work to show theory for the stochastic Polyak step size in
a setting that explicitly considers regularization. Moreover, our results also cover the case of non-smooth or
non-real-valued regularization ¢ where the theory in (Loizou et al., 2021) can not be applied.

5 Numerical experiments

Throughout we denote Algorithm 1 with SPS and Algorithm 3 with ProxSPS. For all experiments we use
PyTorch (Paszke et al., 2019)°.

5.1 General parameter setting

For SPS and ProxSPS we always use C'(s) = 0 for all s € S. For «ay, we use the following schedules:

e constant: set ay = o for all k and some g > 0.

e sqrt: set ap = 0‘7% for all iterations k during epoch j.

As we consider problems with ¢;-regularization, for SPS we handle the regularization term by incorporating
it into all individual loss functions, as depicted in (13). With ¢ = 3| - ||? for A\ > 0, we denote by (i the
adaptive step size term of the following algorithms:

_ fE"so+alet)?

« for 8PS we have (. := = = (cf. (13) with £;, =0),

o for ProxSPS we have (i := ((1+O"“’\)f(wk;S’“)_O"“Mg’“wk)) and thus 77 = min{ay, (¢} (cf. Lemma 1
+

IFAE
with C(S)) = 0).

5.2 Regularized matrix factorization
Problem description: For A € R?7*P_ consider the problem

min E,no.n|[WeWiy — Ay||* = min [WoWy — A%,
Wi R P, WoRaX™ Wi €R %P, WyRaX™
For the above problem, SPS,,,.x has shown superior performance than other methods in the numerical experi-
ments of (Loizou et al., 2021). The problem can can be turned into a (nonconvex) empirical risk minimization
problem by drawing N samples {y(l), . ,y(N)}. Denote b := Ay(). Adding squared norm regularization
with A > 0 (cf. (Srebro et al., 2004)), we obtain the problem

N
1 . )
; il @) _p@2 4 A 2 2
e e 7 2 W2 = 0O+ (1WA + o) (29)

This fits the format of (2), where z = (W, W3), using a finite sample space S = {s1,...,sn5}, f(z;s;) =
[WoW1y® — Ay@ |2, and ¢ = 3| ||%. Clearly, zero is a lower bound of f(:;s;) for all i € [N]. We investigate
ProxSPS for problems of form (29) on synthetic data. For details on the experimental procedure, we refer

9The code for our experiments and an implementation of ProxSPS can be found at https://github.com/fabian-sp/ProxSPS.
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Figure 2: Objective function for the Matrix Factorization problem (29), with constant (left) and sqrt
(right) step size schedule and several choices of initial values. Here miny, 1/(z*) is the best objective function
value found over all methods and all iterations.

to Appendix D.1.

Discussion: We discuss the results for the setting matrix-facl in Table 1 in the Appendix. We first fix
A = 0.001 and consider the three methods SPS, ProxSPS and SGD. Fig. 2 shows the objective function over
50 epochs, for both step size schedules sqrt and constant, and several initial values ag. For the constant
schedule, we observe that ProxSPS converges quickly for all initial values while SPS is unstable. Note that
for SGD we need to pick much smaller values for ag in order to avoid divergence (SGD diverges for large ay).
SPS for large «p is unstable, while for small oy we can expect similar performance to SGD (as 7y is capped
by ar = «ap). However, in the regime of small ay, convergence will be very slow. Hence, one of the main
advantages of SPS, namely that its step size can be chosen constant and moderately large (compared to SGD),
is not observed here. ProxSPS fixes this by admitting a larger range of initial step sizes, all of which result
in fast convergence, and therefore is more robust than SGD and SPS with respect to the tuning of «ay.

For the sqrt schedule, we observe in Fig. 2 that SPS can be stabilized by reducing the values of ay over
the course of the iterations. However, for large ag we still see instability in the early iterations, whereas
ProxSPS does not show this behaviour. We again observe that ProxSPS is less sensitive with respect to the
choice of o as compared to SGD. The empirical results also confirm our theoretical statement, showing exact

convergence if oy, is decaying in the order of 1/v/k. From Fig. 3, we can make similar observations for the

validation error, defined as 1~ ZZV:VT W Wy — bE;)lHQ, where bi;)l are the Ny, = N measurements from

the validation set (cf. Appendf)l( D.1 for details).

We now consider different values for A and only consider the sqrt schedule, as we have seen that for constant
step sizes, SPS would not work for large step sizes and be almost identical to SGD for small step sizes. Fig. 4
shows the objective function and validation error. Again, we can observe that SPS is unstable for large
initial values ag for all A > 10~%. On the other hand, ProxSPS has a good performance for a wide range
of ag € [1,10] if A is not too large. Indeed, ProxSPS convergence only starts to deteriorate when both «q
and A are very large. For ag = 1, the two methods give almost identical results. Finally, in Fig. 5a we plot
the validation error as a function of A (taking the median over the last ten epochs). The plot shows that
the best validation error is obtained for A = 10~* and for large ag. With SPS the validation error is higher,
in particular for large ag and A. Fig. 5b shows that ProxSPS leads to smaller norm of the iterates, hence a
more effective regularization. Finally, we plot the actual step sizes for both methods in Fig. 6. We observe
that the adaptive step size (i (Definition at end of Section 5.1) is typically larger and has more variance
for SPS than ProxSPS, in particular for large A. This increased variance might explain why SPS is unstable
when g is large: the actual step size is the minimum between «y, and (; and hence both terms being large
could lead to instability. On the other hand, if oy = 1, the plot confirms that SPS and ProxSPS are almost
identical methods as (i > «aj for most iterations.
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Figure 3: Validation error for the Matrix Factorization problem (29), with constant (left) and sqrt (right)
step size schedule and several choices of initial values.
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Figure 4: Objective function value and validation error over the course of optimization. For the validation
error, we plot a rolling median over five epochs in order to avoid clutter.

We provide additional numerical results which confirm the above findings in the Appendix: this includes the
results for the setting matrix-fac2 of Table 1 in Appendix D.2 as well as a matrix completion task on a
real-world dataset of air quality sensor networks (Rivera-Mutioz et al., 2022) in Appendix D.3.

5.3 Deep networks for image classification

We train a ResNet56 and ResNet110 model (He et al., 2016) on the CIFAR10 dataset. We use the data
loading and preprocessing procedure and network implementation from https://github.com/akamaster/
pytorch_resnet_cifar10. We do not use batch normalization. The loss function is the cross-entropy loss
of the true image class with respect to the predicted class probabilities, being the output of the ResNet56
network. We add %||:v||2 as regularization term, where z consists of all learnable parameters of the model.
The CIFAR10 dataset consists of 60,000 images, each of size 32 x 32, from ten different classes. We use
the PyTorch split into 50,000 training and 10,000 test examples and use a batch size of 128. For AdamW,
we set the weight decay parameter to A and set all other hyperparameters to its default. We use the
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Figure 6: Adaptive step size selection for SPS and ProxSPS. We plot (i, (see definition in Section 5.1) as dots
for each iteration as well as their median over each epoch. For this plot, we use the results of only one of
the ten runs.

AdamW-implementation from https://github.com/zhenxun-zhuang/AdamW-Scale-free as it does not — in
contrast to the Pytorch implementation — multiply the weight decay parameter with the learning rate, which
leads to better comparability to SPS and ProxSPS for identical values of A\. For SPS and ProxSPS we use the
sqrt-schedule and ap = 1. We run each method repeatedly using (the same) three different seeds for the
dataset shuffling.

Discussion: For Resnet56, from the bottom plot in Fig. 7, we observe that both SPS and ProxSPS work well
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Figure 7: ResNet56: (Top): Validation accuracy and model norm for three values of the regularization
parameter A. Validation accuracy is defined as the ratio of correctly labeled images on the validation set (i.e.
Top-1 accuracy), plotted as five-epoch running median. (Bottom): With ||z*| we denote the norm of all
learnable parameters at the k-th iteration. Shaded area is two standard deviations over three independent
runs.

with ProxSPS leading to smaller weights. For A = 5e — 4, the progress of ProxSPS stagnates after roughly
25 epochs. This can be explained by looking at the adaptive step size term (i in Fig. 9a: as it decays over
time we have 7']:_ = (k < ag. Since every iteration of ProxSPS shrinks the weights by a factor ﬁ, this
leads to a bias towards zero. This suggests that we should choose ay, roughly of the order of (i, for example

by using the values of {; from the previous epoch.

For the larger model Resnet110 however, SPS does not make progress for a long time because the adaptive
step size is very small (see Fig. 8 and Fig. 9b). ProxSPS does not share this issue and performs well after a
few initial epochs. For larger values of A, the training is also considerably faster than for AdamW. Generally,
we observe that ProxSPS (and SPS for Resnet56) performs well in comparison to AdamW. This is achieved
without extensive hyperparameter tuning (in particular this suggests that setting ¢ = 1 in SPSyax leads to
good results and reduces tuning effort).

Furthermore, we trained a ResNet110 with batch norm on the Imagenet32 dataset. The plots and exper-
imental details can be found in Appendix D.4. From Fig. 15, we conclude that SPS and ProxSPS perform
equally well in this experiment. Both SPS and ProxSPS are less sensititve with respect to the regularization
parameter A than AdamW and the adaptive step size leads to faster learning in the initial epochs compared to
SGD. We remark that with batch norm, the effect of /5-regularization is still unclear as the output of batch
norm layers is invariant to scaling and regularization becomes ineffective (Zhang et al., 2019).

6 Conclusion

We proposed and analyzed ProxSPS, a proximal version of the stochastic Polyak step size. We arrived
at ProxSPS by using the framework of stochastic model-based proximal point methods. We then used this
framework to argue that the resulting model of ProxSPS is a better approximation as compared to the model
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Figure 8: ResNet110: Validation accuracy as five-epoch running median (top) and model norm (bottom) for
three values of A. Shaded area is two standard deviations over three independent runs.

used by SPS when using regularization. Our theoretical results cover a wide range of optimization problems,
including convex and nonconvex settings. We performed a series of experiments comparing ProxSPS, SPS,
SGD and AdamW when using /s-regularization. In particular, we find that SPS can be very hard to tune
when using f,-regularization, and in contrast, ProxSPS performs well for a wide choice of step sizes and
regularization parameters. Finally, for our experiments on image classification, we find that ProxSPS is
competitive to AdamW, whereas SPS can fail for larger models. At the same time ProxSPS produces smaller
weights in the trained neural network. Having small weights may help reduce the memory footprint of the
resulting network, and even suggests which weights can be pruned.
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A Missing Proofs

A.1 Proofs of model-based update formula

Lemma 9. For A >0, let p(z) = 5| z||? and let g € 8f(x;s) and C(s) < inf.crn f(2;8) hold for all s € S.
For

Va(y;s) = fa(yis) + (), falyss) = max{f(z;s) + (9,y — x),C(s)},
consider the update

1
2P = argmin gk (25 Sk) + — ||z — 2|2 (30)

zERn 20[k

Denote Cy, := C(Sy,) and let g, € Of (x%; Sy.). Define

N 0 Zf gk = 07
Tk = min ¢ o (A4arN) (f(2";:85) —Ci) = Mgr, ") else
k> w2 4 ’
Then, we have
1 T 1
k1 k k K + k +

_ _ — _ = — . 31
1+ Oék)\x 1+ Oék)\gk 14 agA (m Tk gk) proxaw(x i 9k) (31)

Define 11, := 0 if g = 0 and 7, := min {ak7 (1+ak’\)(f(wk;slk)_c’“)_a’”\@’“’$k>} else. Then, it holds 7, < T

[9x 1%
and
or (27415 Sk) = f (a5 Sk) — T35 ok, 2%) — s llonl® + (™). (32)
Proof. Note that max{f(x*; Sy) + (gx,y — z¥),Cy} is convex as a function of y. The update is therefore
unique. First, if gy = 0, then clearly z¥+! = prox,, ,(z¥) = H;k)\:vk and (32) holds true. Now, let gi # 0.

The solution of (30) is either in {y|f(z*; Sk) + (gr,y — 2¥) < Ok}, or in {y|f(x"*; Sk) + (g, y — 2¥) > Cx} or
in {y|f(«*; Sk) + (g, y — 2*) = Ci}. We therefore solve three problems:

(P1) Solve
. A 1
y* =argmin Gy + 2 |lyl* + 5—lly — 2"[1*.
Yy Ak
Clearly, the solution is y* = 1+ikAxk. This y* solves (30) if f(2*;Sk) + (g, yT — 2F) < Cy.
(P2) Solve
. A 1
= angmin F(05555) + (e — ) + S0l + oy — a2
Y Ak
The optimality condition is 0 = aggr -+ Ayt +y+ —z*. Thus, the solution is y* = ﬁ(mk—akgk).

This y* solves (30) if f(2*;Sk) + (g, yT — 2F) > Cy.
(P3) Solve

LA 1
vt =argmin g2 + o lly — M, st f 80 + gy — o) = Ci.
y Ak
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The KKT conditions are given by

Ay +y — 2F + pgi =0,
F(@F581) + (gr, y — 2%y = C.

Taking the inner product of the first equation with g, we get
(1 + ) (g8, y) — (gr 2") + pllgw]|* = 0.
From the second KKT condition we have (gx,y) = Cx — f(x*; Sk) + (gx, "), hence
(14 axA)(Ck = f(2";Sk) + (gr, %)) = (gr, 2") + pllgl|* = 0.

(1+apN) (f(2";5:) —Cr) —ar AMgr,z")

Solving for p gives p = . From the first KKT condition, we obtain

llgell®
Yt = 1 (a* — pgi) = 1 (a* — (1 + apA)(f(2*; Sk) — Ck) — ak>\<gk,$k>gk).
1+ ax 1+ g\ llgxl?
This y* solves (30) if neither (P1) nor (P2) provided a solution.
For all three cases, the solution takes the form y* = Hik)\[mk —tgr] =: y(t). As |lgr|* > 0, the term

F (2% S1) + (gr, y(t) — 2*) is strictly monotonically decreasing in t. We know f(z*; Sp.) + (gr, y(t) — 2F) = C},
for t = p (from (P3)). Hence, f(z¥;Sk) + (gx, y(t) — 2%) < Cx (> Cy) if and only if t > p (t < p).

We conclude:

o If f(2%; Sk) + {9k, y(0) — 2*) < Cy, then the solution to (P1) is the solution to (30). This condition
is equivalent to pu < 0.

o If f(2*; Sk) + (g, y(ar) — 2¥) > Cy, then the solution to (P2) is the solution to (30). This condition
is equivalent to ay < u.

o If neither 0 > u nor ay < p hold, i.e. if u € [0, ], then the solution to (30) comes from (P3) and
hence is given by y(u).

Altogether, we get that z#+! = Hik)\[xk — 77 gx) with 77 = min{ag, (1)}
Now, we prove (32). Note that if g5 # 0, then 7, = min{ay, u} with u defined as in (P3). In the case of
(P1), we have ¢« (z¥+1;8;) = Ci + p(xFt1). Moreover, it holds u < 0 and as a; > 0 we have 7, = pu.
Plugging 7 =  into the right hand-side of (32), we obtain Oy + ¢(x**+1).
In the case of (P2) or (P3), we have Cy < f(z*;Sk) + (gi, "1 — 2*). Due to f(z*;Sk) + (gr, y(t) — 2*) =
f(zk; Sy) — ﬁ(gk,x’ﬂ + ﬁ“ngQ, we obtain (32) as 21 = y(ay) and p > a4, in the case of (P2) and

2+ = y(p) and p < oy in the case of (P3). O

Lemma 10. Consider the model f(y;s) := max{f(x;s) + (9,y — z),C(s)} where g € 9f(x;s) and C(s) <
inf,egrn f(2;8) holds for all s € S. Then, update (5) is given as

k41 _ k 0 if g =0,
TOTE T MeIe Ve = pin {a 7f($k;sk)_c(s’“)} else
ks llgxll? )
where g, € Of (x*; Sy). Moreover, it holds
For (@15 Sp) = max{C(Sk), f(«*; Sk) — arllgr ]}, (33)
and therefore for (241 S1) = f(2%;S1) — vl grll?-
Proof. We apply Lemma 9 with A = 0. As f(2"; S) > C(S), we have that 7,7 = 75, = ;. O
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A.2 Proof of Theorem 7

From now on, denote with F}, the filtration that is generated by the history of all S; for 7 =0,...,k — 1.

Proof of Theorem 7. In the proof, we will denote g, = V f(2¥;S.). We apply Lemma 6, (17) with = = z*.
Due to Lemma 2 (ii) and convexity of f(-;s) it holds

Ve (275 Sk) < f(@"; k) + ().
Together with (18), we have
(L +ag) 2" — 2|2 < fla® —a*[* — [|2*F = 2" |® + 205 [p(2") — p(a"F1)]
+ 20y, [f(2*; Sk) — f(2F; Sk) — (gr, 2T — 2F)].
Smoothness of f yields
—f(@®) < —f@ )+ (Vf (@), 2" —ab) 4 Gl — a2
Consequently,

= {gr, ™ —a¥) = f(a) — f(@*) = (g, 2" —2¥)
< f(@®) = f@ )+ (Vf(2¥) = g, T = a®) 4 |2t -2

Hak 1
Sf(ﬂﬂk)—f(ka) ||Vf( ngQ‘FmHmkH—$k||2+%”$k+1 —kaQ-

for any 6 > 0, where we used Young’s inequality in the last step. Plugging into (34) gives
(L4 aN)|e ! — 22 < ok —a* |2 + [l + 3 — 1[5 — 252 + 2au[p(”) — ()]
+ 20 [f(a*5 8k) — f(a®:Sk) + f(*) = F@*)] + 021V () — gic]*.

Applying conditional expectation, we have E[f(x*; S)|Fr] = f(z*) and
E[—f(z"; S) + f(@")|Fi] =0, E[|IVf(z") — gel*|Fx] < 8.
Moreover, by assumption, agL + % — 1 < 0. Altogether, applying total expectation yields
(1+ N El|e™+! — 2*2 < Bljo* — o*|2 + 20, (a") — v(a*+1)] + 0803

which proves (21).

Proof of a): let ay = m Denote Ay, := E||z¥ — 2*||2. Rearranging and summing (21), we have
K-1 K-1
k+1 I4apA 98
E [2% - 23,]: A 1t 2%]
k=0 k=0
Plugging in ay, we have % = w + % and thus
K-1 K—1
! )\(k+k _ A(k+14ko) 08 1
Z E[y [ : 7 Ak+1} T2 2 Xktko)
k=0 k=0
Dividing by K and using convexity of 1'%, we have
K-1 \k K-1
k+1 0,0 2., 0
E[v(% Y o**) - v < 520’ - o" 1P+ 5% Y wig
k=0 k=0

10By assumption f is convex and therefore 1 is convex.
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Finally, as ko > 1, we estimate Zk o k+k0 < Zk o k+1 <1+ In K by Lemma 13 and obtain (22).
Proof of b): Slmllar to the proof above, we rearrange and sum (21) from k =0,..., K — 1, and obtain

0 _ .x[|2
Z axE[ k+1 ~(ah)] < B 2$ I 9521; 0 O‘k

We divide by Zf:_ol ay, and use convexity of ¢ in order to obtain the left-hand side of (23). Moreover, by

Lemma 13 we have
K—1

K—1
Zak22a(\/l(+1—1), aiSOzQ(l—i—an).

ol
Il
<]

Plugging in the above estimates, gives

K—-1
1 1) o 20 — 22 0fa(l +InK)
E[d’(z;:j ” kZ:O awat™) — ()] < la(VEFI-1) aVEFI-1)

Proof of c): If f is p—strongly—convex, then 1 is (A + p)—strongly convex and
V(") = Yt < SRl - o
From (21), with o) = «, we get

(1 + ap + 2\)E||zF Tt — %% < E|j2® — 2*|? + 68>

Doing a recursion of the above from k =0,..., K — 1 gives
K
Elle — oI < (14 e+ 20) e — 2|7 + 680> (1 + a(u+ 20)
k=1
Using the geometric series, 215:1(1 +a(p+2))7F < % -1= m, and thus
0
Bl o[ < (14 o+ 20) ¥ [P+ 20

A.3 Proof of Theorem 8

Proof of Theorem 8. In the proof, we will denote g, = V f(z*; Si). By assumption f is p-weakly convex and
hence 9 is (p — \)-weakly convex if p > X and convex if p < \. Hence, 2% := Prox,,, (x%) is well-defined for
n<1/(p— )\) if p > X and for any 1 > 0 else. Note that #* is F}-measurable. We apply Lemma 6, (17)
with z = 2*. Due to Lemma 2 (ii) it holds

D (8% ) = for (&% Sp) + (&%) < f(2%; 8x) + B (12* — 2% |1? + (@)
Together with (18), this gives
(14 apA) [ = 2F(12 <(1+ apps, ) ||l2* — 287 — [l — 2F|]?
+ 20, (@(ik) — (@) + F(2% %) — f(2¥; Sk) — (g, 2™ — Jlk))
Analogous to the proof of Theorem 7, due to Lipschitz smoothness, for all # > 0 we have

— (2" Sk) — (gr, 2" Tt — %) < —f(2¥; Sp) + f(2P)
— f(*T) + BV (") — gkl + (g5 + 5] 12T =22
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Plugging in gives

(L+ )| = 342 < (1+ anps, )lla® — 22 + 200 (0(2*) = p(*1))

+ 20y, (f(&"%; Sk) — f(2";5%) + f(a¥) = f(a™F) + 852 |V F(*) — gi?)
+ [% + apl — 1] ||xk"’_1 — :[;kHQ

It holds E[f(2"; Sk) — f(x*; Sk)|Fx] = f(2F) — f(2*) and E[t)(2%)|Fy] = 1 (2F). By Assumption 4, we have
E[|lgr — V£(2*)||?|Fx] < B. Altogether, taking conditional expectation yields

(14 ap ME[J2" ! — 27| F] < (1+ awp)||2” — 2%|° + 200 E [0 (2%) — ¢ ()| Fi ]
+ o208 + [% + apL — 1} [Hac’“r1 — ka [ Fr]-

Next, the definition of the proximal operator implies that almost surely
D(@F) + g l|2% — 2|2 < (@) + gl - 2R,
and hence
E[(@%) — ()| Fi] < Elgy et — 2| — g 12" — «*||*|Fi].-
Altogether, we have

(14 apNE[[|z" ! — 2|21 F] < (1 + ar(p —n~ 1) [l — 25|12
+ akﬂﬂ + [ +apL + oyt — 1]E[||:Ek+1 — xk||2|.7-"k].

From assumption (25), we can drop the last term. Now, we aim for a recursion in envz). Using that

L+ar(p—n"")  14+opd—apd+ax(p—n"") ag(p—n"" =N 1
— _ @ ZA) oy gt
1+ apA 1+ axh e e Sttt ),
we get
1
Efenv} (z"+1)|Fi] < E[p(2") + %WH — ¥ 7]
<9I + o0t = M 4 oo — 1t = N)] o — 842 + 205,
B 2n 2n 2n
:envl(xk)
Now using ||zF — 2% = nHVenvZ)(xk)H we conclude

2
Elenv’) (")) < env’) (2%) + 2 oo — 17" = N)] | Venv?) ()% + %‘;95

2

Due to (25), we have n=1 + X\ — p > 0. Taking expectation and unfolding the recursion by summing over
k=0,....,K —1, we get

K—

T

% (1= n(p — \)E[|Venvl) (z")[? < envl} (z°) — Elenv]} (z*)] + Y SE63.
k=0 o <"

Now using that enVZ(mK ) > inf ¢ almost surely, we finally get

K-1 2(env.] (z°) — inf 1) po -
E||Venv” (z*)|? . z %
kzzoak [Venvy (z*)||* < T—nlp=N ad=np=N) kzzoo"“’ (3)

25



Published in Transactions on Machine Learning Research (05/2023)

which proves (26). Now choose oy, = 77 and divide (35) by ZkK;Ol ay. Using Lemma 13 for ZkK;OI o

K-1
and Y, a3, we have

envZ}(a:O) —inf¢ L B0 a(l+InK)
al=nlp-N)WVE+1-1) 29(1—nlp—A) (VK+1-1)
Choosing ay = -2 instead, we can identify the left-hand-side of (35) as av/KE||Venv” (z%)|?. Dividing by
VK V

. K-1 .
aVK and using Y, af = a?, we obtain

i E T(R))? <
pgnin. B Venvy ()" <

2(env’ (2°) — inf
E||Venv') (z5)||? < oy le) ~ ly) 5o

a(l—nlp—XIVEKE n(1=nlp—N) VK’

B Auxiliary Lemmas

Lemma 11 (Thm. 4.5 in (Drusvyatskiy & Paquette, 2019)). Let f be L-smooth and ¢ be proper, closed,
convex. For 1 >0, define G,(z) := ' (x — prox, (x —nV f(x))). It holds

%HVeanl/@L)(x)” < |Gyyp(z)] < %(1 + %)HVGHV:/@L)@)H YV € R™.

Lemma 12. Let ¢ € R,a,2° € R™ and 8 > 0 and let ¢ : R™ — R U {oc} be proper, closed, convex. The
solution to

. 1
y" =argmin (4 (a,9)) + () + 551y - a2 (36)
yeR™ /6
is given by
proxg,, (¢° — Ba), if ¢ + (a, prox g, (z° — Ba)) > 0,
yt = proxﬁw(xo), if c+ (a,proxﬁw(xo» <0, (37)

proxg,, (z° — fua) else, for u € [0,1] such that ¢+ (a,proxs,(z° — fua)) = 0.
Remark 4. The first two conditions can not hold simultaneously due to uniqueness of the solution. If neither
of the conditions of the first two cases are satisfied, we have to find the root of u — c+ (a, proxﬁip(xo — Bua))

for w € [0,1]. Due to strong convexity of the objective in (36), we know that there exists a root and hence
y+ can be found efficiently with bisection.

Proof. The objective of (36) is strongly convex and hence there exists a unique solution. Due to (Beck, 2017,
Thm. 3.63), y is the solution to (36) if and only if it satisfies first-order optimality, i.e.

Fu e d()y(c+ {(a,y): 0€ ua+dp(y)+ %(y —29). (38)
Now, as y = proxg,(z) <= 0 € dp(y) + %(y — 2), it holds
(38) <= Fued()r(c+ (a,y)): 0€dp(y) +

— Fued()ale+{ay): y=proxs, (e — fua).

We distinguish three cases:

1. Let § := proxg,, (¢° — Ba) and suppose that ¢ + (a,7) > 0. Then ()1 (c + (a,7)) = {1} and hence
g satisfies (38) with u = 1. Hence, y* = .
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2. Let § := proxg,(z°) and suppose that ¢ + (a,7) < 0. Then (), (c + (a,7)) = {0} and hence §
satisfies (38) with w = 0. Hence, y* = ¢.

3. If neither the condition of the first nor of the second case of (37) are satisfied, then, as (38) is
a necessary condition for the solution y*, it must hold ¢ + {a,y) = 0. Hence, there exists a
u € ()4 (c+ (a,yT)) = [0,1] such that

c+ (a,proxﬁcp(aco —ufa)) = 0.

Lemma 13. For any K > 1 it holds

K-1
ar =1+ TLSH/O ids=1+InK,

k=0 k=1
K-1 K
1 1 _ _
T 2/0 T+1ds-2\/K—|— 2.
k=0

The following is a detailled version of Proposition 3. We refer to Section 4.3 for context.

Proposition 14. Let Assumption 1 and Assumption 3 hold and assume that there is an open, convex set U
containing dom . Let f(-;s) be ps—weakly convex for all s € S and let p = E[pg|. Assume that there exists
G €Ry forall s €S, such that G := \/E[G%] < 0o and

lg(z;s)l < Gs Vg(x;s) € Of (x55), Vo € U (39)

Then, ¥, (y;s) (given in (10)) satisfies the following:

(B1) It is possible to generate infinitely many i.i.d. realizations S1,Sa,... from S.
(B2) It holds E[fy(x;5)] = f(z) and E[fo(y; S)] < f(y) + §lly — «||? for all z,y € R™.
(B3) The mapping V. (+;8) = fu(:;8) + @() is convex for all z € R™ and all s € S.

(B4) For allx,y € U and s € S, it holds f.(x;s) — fz(y; s) < Gsllx — y]l.

Proof. The properties (B1)—(B4) are identical to (B1)-(B4) in (Davis & Drusvyatskiy, 2019, Assum. B),
setting r = ¢, fo(,€) = fz(58),n=0,7=p, L =G, and L(§) = G,. (B1) is identical to Assumption 1.
(B2) holds due to Lemma 2, (ii), applying expectation and using the definition of f, i.e. f(z) = E[f(x;S)].
(B3) holds due to Lemma 2, (i) and convexity of . For (B4), taking g € 9f(x;s) and z,y € U, we have

fe(@;s) = fu(ys s) < flw;s) = f258) = (9,9 — @) < |glllly — 2l] < Gsllz —yll.

C Model equivalence for SGD
In the unregularized case, the SGD update
k+1

" =2k —apgr,  gr € 0f (2% Sy),

can be seen as solving (5) with the model
faly;s) = f(z;8) + (g, y —x), g €df(x;9).
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Now, consider again the regularized problem (2) with ¢(z) = 3||z||> and update (8) .
On the one hand, the model 1, (y; s) = f(x;8) + () + (g + A,y — x) with g € Of(x; s) yields

P = 2% — ap(ge + A2F) = (1 — apN)z® — aggp. (40)
On the other hand, the model ¢ (y; s) = f(z;s) + {9,y — ) + ¢(y) with g € df(z; s) results in

_ %%
1+ ap)

ag

1
2R — proXaksa(xk — apgr) = m [l‘k _ akgk] =(1

Running (40) with step sizes ay = [ is equivalent to running (41) with step sizes H"‘ﬁ =0 <= o =
1—ﬁ§k 5~ In this sense, standard SGD can be seen to be equivalent to proximal SGD for />-regularized problems.

D Additional information on numerical experiments

D.1 Matrix Factorization

Synthetic data generation: We consider the experimental setting of the deep matrix factorization ex-
periments in (Loizou et al., 2021), but with an additional regularization. We generate data in the following
way: first sample B € R?7*P with uniform entries in the interval [0, 1]. Then choose v € R (which will be our
targeted inverse condition number) and compute A = DB where D is a diagonal matrix with entries from 1
to v (equidistant on a logarithmic scale)'!. In order to investigate the impact of regularization, we generate
a noise matrix F with uniform entries in [—¢, ] and set A := A® (14 E). We then sample ) ~ N (0, I) and
compute the targets b)) = Ay(). A validation set of identical size is created by the same mechanism, but

biia)l, via the original matrix A instead of A. The validation set contains

computing its targets, denoted by
Nya1 = N samples.

Name P q N v r €

matrix-facl 6 10 1000 1le-5 4 0
matrix-fac2 6 10 1000 1e-5 10 0.05

Table 1: Matrix factorization synthetic datasets.

Model and general setup: Problem (29) can be interpreted as a two-layer neural network without acti-
vation functions. We train the network using the squared distance of the model output and b(*) (averaged
over a mini-batch) as the loss function. We run 50 epochs for different methods, step size schedules and
values of A\. For each different instance, we do ten independent runs: each run has the identical training
set and initialization of Wi and W5, but different shuffling of the training set and different samples y(*) for
the validation set. In order to allow a fair comparison, all methods have identical train and validation sets
across all runs. All metrics are averaged over the ten runs. We always use a batch size of 20.

D.2 Plots for matrix-fac2

In this section, we plot additional results for Matrix Factorization, namely for the setting matrix-fac2
of Table 1, see Fig. 10, Fig. 11, and Fig. 12. The results are qualitatively very similar to the setting
matrix-facl.

11Note that (Loizou et al., 2021) uses entries from 1 to v on a linear scale which, in our experiments, did not result in large
condition numbers even if v is very small.

28



Published in Transactions on Machine Learning Research (05/2023)

ag

(") — ming (z*)

1072

10734

constant L sqrt —_—20 =20 =07

- - 10~ —_— 12— 162 = 0.56
—1.25 e 1.25 041

—0.88 0.88 0.27

0.5 0.5 0.12

20 30
Epoch

A m—prox-sps

Figure 10: Objective function for the Matrix Factorization problem (29), with constant (left) and sqrt
(right) step size schedule and several choices of initial values. Here miny, 1(x*) is the best objective function
value found over all methods and all iterations.
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Figure 11: Validation error for the Matrix Factorization problem (29), with constant (left) and sqrt (right)
step size schedule and several choices of initial values.
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Figure 12: Objective function value and validation error over the course of optimization. For the validation
error, we plot a rolling median over five epochs in order to avoid clutter.

29



Published in Transactions on Machine Learning Research (05/2023)

D.3 Matrix completion experiment

Consider an unknown matrix of interest W € R% %92 Factorizing W ~ UV with U € R"™*% | V ¢ Rr*dz,
we can estimate the entries of matrix W as

Wi =ujvj + 0 +bY, i€ldi, je€[do], (42)

where u; is the i-th column of U and v; is the j-th column of V, and U e R4, bV € R% are bias terms
(Rivera-Muiioz et al., 2022).

We can interpret this as an empirical risk minimization problem as follows: let 7 be the set of indices (i, )
where W;; is known. With W;; as in (42) for trainable parameters (U, V,bY,b"), the (regularized) problem
is then given as

. 1 o2 A U pVy 2
U,\%lun,bvm Z (Wij — Wi ) +§H(U7V>b NS

(i,9)€T

We use a dataset containing air quality measurements of a sensor network over one month. This dataset has
been studied in Rivera-Muiioz et al. (2022).12 The dataset contains measurements from 130 sensors over
720 timestamps, hence d; = 130, dy = 720. In total, there are 56158 nonzero measurements (the rest was
missing data or removed due to being an outlier). We split the nonzero measurements into a training set of
size |T| = 44926 ~ 0.8 - 56158 and the rest as a validation set. We standardize training and validation set
using mean and variance of the training set. We set r = 24 and use batch size 128. The validation error is
defined as the root mean squared error on the elements of the validation set (which is not used for training).

Discussion: The results are plotted in Fig. 13 and Fig. 14a. For all methods, we use a constant step size
a. ProxSPS achieves the smallest error on the validation set for the two smaller values of A. For the largest
A, ProxSPS, SPS and SGD are almost identical for oy = 5, but SGD with ag = 1 is the best method. However,
over all tested values of A\, Fig. 14a shows that ProxSPS obtains the smallest error. Again, from the lower
plot in Fig. 13 we can observe that ProxSPS produces iterates with smaller norm.

D.4 Imagenet32 experiment

Imagenet32 contains 1,28 million training and 50,000 test images of size 32 x 32, from 1,000 classes. We train
the same ResNet110 as described in Section 5.3 with two differences: we exchange the output dimension of
the final layer to 1,000 and activate batch norm. We use batch size 512. For this experiment we only run
one repetition.

Similar to the setup in Section 5.3, we run all methods for three different values of A\. For AdamW, we use a
constant learning rate 0.001, for SGD, SPS, and ProxSPS we use the sqrt-schedule and ag = 1. The validation
accuracy and model norm are plotted in Fig. 15: we can observe that all methods perform similarly well
in terms of accuracy. However, AdamW is more sensitive with respect to the choice of A and the norm of its
iterates differs significantly from the other methods. Further, using an adaptive step size is advantageous:
from Fig. 16, we see that the adaptive step size is active in the initial iterations, which leads to a faster
learning of (Prox)SPS in the initial epochs compared to SGD.

D.5 Interpolation constant

We illustrate how the interpolation constant o behaves if it would be computed for the regularized loss
i(z) = fi(z) + 3|lz]|* (cf. also Section 4.2). We do a simple ridge regression experiment. Let A € RV*"
be a matrix with row vectors a; € R™, i € [N]. We set N = 80, n = 100 and generate & € R"™ with

entries drawn uniformly from [0,1]. We compute b = AZ. In this case, we have fi(z) = 3(a/ x — b;)? and

)= 25N, i), Z

12The dataset can be downloaded from https://github.com/andresgiraldo3312/DMF/blob/main/DatosEliminados/Ventana_
Eli_mesil.csv.
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Figure 13: Matrix Completion: Validation error (top) and model norm (top) for three values of the regular-
ization parameter A. Validation error is plotted as five-epoch running median. Shaded area is two standard
deviations over ten independent runs.
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Figure 14: (a) Matrix Completion: Validation error as a function of the regularization parameter A. Shaded
area is one standard deviation (computed over ten independent runs). For all values, we take the median
over epochs [90,100]. (b) Interpolation constant for a ridge regression problem for varying regularization
parameter \. See Appendix D.5 for details.

If one would apply the theory of SPSyax for the regularized loss functions ¢; with estimates ¢, = 0, the
constant 02 = (mingepn f(z) + (2)) — & fil inf, ¢;(z) determines the size of the constant term in the
convergence results of (Loizou et al., 2021; Orvieto et al., 2022). We compute mingern f(2) + @(z) by
solving the ridge regression problem. Further, the minimizer of ¢; is given by (a;a, + AId) 'a;b;. We plot

o? for varying X\ in Fig. 14b to verify that o2 grows significantly if A becomes large (even if the loss could
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Figure 15: ResNet110 for Imagenet32: Validation accuracy as five-epoch running median (top) and model
norm (bottom) for three values of A.

be interpolated perfectly, i.e. inf, f(x) = 0). We point out that the constant o2 does not appear in our
convergence results Theorem 7 and Theorem 8.
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Figure 16: ResNet110 for Imagenet32: Adaptive step sizes for SPS and ProxSPS. See definition of (j in

Section 5.1.
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