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Abstract001

The past years have witnessed a proliferation002
of large language models (LLMs). Yet, reli-003
able evaluation of LLMs is challenging due004
to the inaccuracy of standard metrics in hu-005
man perception of text quality and the ineffi-006
ciency in sampling informative test examples007
for human evaluation. This paper presents a008
sample-efficient human evaluation method for009
LLMs based on the principle of MAximum010
Discrepancy (MAD) competition. MAD au-011
tomatically selects a small set of informative012
input instructions, each of which maximizes013
the discrepancy of two LLMs’ reponses, which014
are subsequently subject to three-alternative015
forced choice by human subjects. The pairwise016
comparison results of multiple LLMs are then017
aggregated into a global ranking using the Elo018
rating system. We compare eight representative019
LLMs in terms of four skills: knowledge under-020
standing, mathematical reasoning, writing, and021
coding. Experimental results show that the pro-022
posed method reliably achieves the "golden"023
ranking of LLMs with a minimum set of input024
instructions, which in turn reveal their relative025
strengths and weaknesses, and offers valuable026
insights for further LLM advancement.027

1 Introduction028

Since the inception of ChatGPT, there has been a029

surge in the development of large language mod-030

els (LLMs) to achieve general-purpose language031

generation and understanding capabilities (Tou-032

vron et al., 2023; Bai et al., 2023; OpenAI, 2023;033

Jiang et al., 2023; Team et al., 2023) through self-034

supervised learning (Jaiswal et al., 2020), super-035

vised fine-tuning (Chiang et al., 2023; Xu et al.,036

2023; Wang et al., 2022) or reinforcement learn-037

ing (Ouyang et al., 2022). Given the abundance of038

LLMs, it is crucial to establish a reliable evaluation039

to fully showcase their strengths and weaknesses040

(Guo et al., 2023; Chang et al., 2023).041

In the realm of natural language processing042

(NLP), it is common to construct human-annotated 043

benchmarks for LLMs, like MMLU (Hendrycks 044

et al., 2020), C-Eval (Huang et al., 2023) and BIG- 045

bench (Srivastava et al., 2022), to facilitate direct 046

and reproducible comparison. Nevertheless, this 047

static evaluation approach suffers from several lim- 048

itations. First, human annotations are expensive, 049

time-consuming, and sometimes highly nontrivial 050

(e.g., for tasks that require extensive domain ex- 051

pertise). As a consequence, these benchmarks can 052

only include a few testing examples that cover a 053

limited spectrum of tasks. Second, the adopted 054

objective text quality metrics (such as BLEU (Pa- 055

pineni et al., 2002) and ROUGE (Lin, 2004)) of- 056

ten provide a poor account for human perception 057

of natural language in terms of its flexibility and 058

complexity to convey rich yet equivalent semantic 059

information. Third and most importantly, exces- 060

sive and repeated testing on these fixed benchmarks 061

may lead to overfitting (e.g., caused by data con- 062

tamination or leakage (Schaeffer, 2023; Zhou et al., 063

2023b)), and give a false sense of improvement. 064

This phenomenon is reminiscent of the well-known 065

Goodhart’s Law (Elton, 2004): When a benchmark 066

becomes a target, it ceases to be a good benchmark. 067

Despite the introduction of new benchmarks (Qin 068

et al., 2024; Duan et al., 2023; Zheng et al., 2023; 069

Köpf et al., 2023) that have shifted the task distri- 070

bution towards tasks resembling natural dialogues, 071

these benchmarks still encounter these limitations. 072

A recent research trend is to adopt strong LLMs 073

as judges. For instance, LIMA (Zhou et al., 2023a) 074

and AlpacaFarm (Dubois et al., 2023) employed 075

closed-source GPT-4 as the judge through API calls. 076

Alternatively, open-source evaluators, e.g., Pan- 077

daLM (Wang et al., 2023c), Shepherd (Wang et al., 078

2023b), and AUTO-J (Li et al., 2023b) have been 079

trained. Although LLM-based judges are capable 080

of automatically evaluating text quality in an inter- 081

pretable way, and are suitable for open-ended NLP 082

tasks, they exhibit several types of biases (Chen 083
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Figure 1: Pipeline of the proposed method. We first generate a large-scale instruction pool by using an instruction
evolution method with seeds from a specific scenario. Given any two competing LLMs, We then utilize the principle
of MAD competition to automatically sample top-K instructions (and corresponding responses) that can differentiate
the performance of these LLMs, followed by the collection of human preferences indicating which response is
better. Finally, we employ the Elo rating system to transform pairwise comparisons into a global ranking of LLMs.

et al., 2024; Zhu et al., 2023). In particular, LLM-084

based evaluators may favor text in certain positions085

(position bias) and formats (format bias), longer086

content with equal quality (verbosity bias), more087

polished material (beauty bias), information in the088

training set (knowledge bias) or self-generated an-089

swers (self-enhancement bias). Additionally, the090

limited proficiency of LLM-based evaluators in091

specific domains, such as mathematic reasoning092

and scientific knowledge comprehension, prevents093

them from delivering evaluations that are both pre-094

cise and thorough.095

Arguably human evaluation has always been con-096

sidered the golden standard for evaluating NLP097

systems (including LLMs) given that humans are098

both the creators and the interpreters of natural099

language. Chatbot Arena (Chiang et al., 2024) pro-100

vides a crowdsourced platform for human subjects101

to engage in conversations with two LLM-based102

chatbots simultaneously and rate their responses.103

The major bottleneck of human evaluation lies in its104

limited scalability, which is significantly restricted105

by the available human labeling budget, as well106

as time and financial investments. Then, the key107

scientific question is how to automatically select108

a minimum number of informative input instruc-109

tions from a possibly infinitely large instruction110

pool for humans to evaluate LLMs?111

In this study, we introduce a labor-saving eval-112

uation approach by an automated, adaptive and113

sample-efficient mechanism to select test samples.114

Unlike prior work (Boubdir et al., 2023), which115

emphasizes data prioritization strategies to reduce116

ambiguous (or "tie") evaluation outcomes, our ap-117

proach takes a fundamentally different perspective 118

by leveraging principles from software testing (Mc- 119

keeman, 1998) and computational vision (Wang 120

and Simoncelli, 2008; Pei et al., 2017; Ma et al., 121

2018; Wang et al., 2020; Yan et al., 2021; Cao 122

et al., 2021), guided by the principle of "Model 123

Falsification as Model Comparison". We aim to 124

automatically identify a minimum set of samples 125

that are most likely to serve as counterexamples for 126

falsifying an LLM. 127

To achieve this, we propose a novel evaluation 128

approach based on MAximum Discrepancy (MAD) 129

competition. Specifically, we start from a large- 130

scale self-generated instruction pool as a finite 131

approximation to the input space of a scenario- 132

specific LLM evaluation. Based on the available 133

human annotation budget, our approach automati- 134

cally selects an optimal subset of samples from the 135

instruction pool that maximally differentiates the 136

performance of LLMs, while having the minimum 137

intra-group similarity to ensure content diversity. 138

These selected instructions, along with paired LLM 139

responses, are subsequently subjected to human- 140

centric assessment for pairwise comparison, fol- 141

lowed by the utilization of the Elo rating system 142

to transform the results into a global ranking of 143

competing LLMs. Our evaluation method can be 144

applied to a wide range of natural language pro- 145

cessing tasks. We choose four real-world scenarios 146

as exemplars, including 1) scientific knowledge 147

understanding, 2) math reasoning, 3) creative and 148

functional writing, and 4) code generation and ex- 149

planation, which assess the capabilities of LLMs 150

at four primary levels: understanding, reasoning, 151
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writing, and coding, respectively. Given the con-152

straints of a limited human budget, this study care-153

fully selects eight representative LLMs as exem-154

plars to demonstrate the efficacy of the proposed155

evaluation methodology. The contributions of this156

paper are summarized as follows:157

• We present a sample-efficient human evalu-158

ation approach by introducing an automated159

and adaptive mechanism to select minimal yet160

informative test samples for LLM evaluation.161

• Our approach evaluates the capabilities of162

LLMs across multiple dimensions, demon-163

strating that reliable model rankings can be164

achieved with only a few appropriate instruc-165

tions.166

• We identify some pros and cons of state-of-167

the-art LLMs in specific scenarios, offering168

valuable suggestions to further enhance their169

capabilities.170

2 Proposed Method171

In this section, we present the proposed LLM eval-172

uation approach based on maximum discrepancy173

competition. The pipeline of our method is illus-174

trated in Figure 1. To provide a clear elucidation of175

our method, we formulate it within a mathematical176

framework as follows.177

Problem Formulation Given a real-world sce-178

nario, we assume there is an instruction pool X con-179

taining a large number of instances x ∈ X that can180

approximate all of the cases within this scenario.181

We are provided with a set of LLMs denoted as182

F = {fn}Nn=1, where each model takes an instruc-183

tion x ∈ X as input and generates a corresponding184

response represented as yn = fn(x). Additionally,185

we consider a human evaluation environment H186

wherein human subjects can reliably rate the qual-187

ity of these responses. The ultimate objective is188

to compare the performance of N LLMs on the189

given instruction pool X while adhering to strict190

constraints imposed by the limited availability of191

human annotation resources.192

MAD Competition of LLMs To achieve this,193

we employ the well-established principle of MAxi-194

mum Discrepancy (MAD) competition (Wang and195

Simoncelli, 2008) to falsify an LLM by identifying196

a minimum set of instructions that are most likely197

to serve as counterexamples.198

Let us consider a simple case in which we com- 199

pare two LLMs fi and fj with the instruction pool 200

X and the human evaluation environment H. Ac- 201

cording to the principle of MAD competition, we 202

select the instruction x̂ ∈ X that optimally differ- 203

entiates between fi and fj by 204

x̂ = argmin
x∈X

M(fi(x), fj(x)), (1) 205

where M(·, ·) represents a metric that quantifies 206

the semantic similarity between two sentences. 207

The comparative analysis between fi(x̂) and fj(x̂) 208

yields three plausible outcomes: 209

• H(fi(x̂)) ≫ H(fj(x̂)), i.e., the winner is fi, 210

which means the majority of human evaluator 211

prefer fi(x̂) over fj(x̂). 212

• H(fi(x̂)) ≪ H(fj(x̂)), i.e., the winner is fj , 213

which means the majority of human evaluator 214

prefer fj(x̂) over fi(x̂). 215

• H(fi(x̂)) ≈ H(fj(x̂)), indicating a tie that 216

human evaluators give them similar ratings. 217

In the first two results, our approach successfully 218

finds a counterexample for a specific LLM, leading 219

to a clear winner. The selected x̂ is the most infor- 220

mative in ranking the relative performance between 221

fi and fj . In the third result, we encounter two 222

types of ties: (i) Both fi(x̂) and fj(x̂) receive high 223

ratings from human evaluators, indicating that both 224

LLMs generate diverse yet satisfactory responses. 225

This aligns with real-world scenarios where multi- 226

ple plausible outputs are acceptable. The selected 227

x̂ highlights the strengths exhibited by fi and fj , 228

but contributes less to their relative performance 229

ranking. (ii) Human evaluators assign low ratings 230

to both fi(x̂) and fj(x̂), suggesting that they fail in 231

distinct ways to follow the given instruction. The 232

selected x̂ showcases the weaknesses of fi and fj , 233

and provides less insight for relative ranking. 234

By optimizing Eq. (1), we can identify a 235

small subset of instructions with the top-K low- 236

est similarities, i.e., the MAD instruction set I = 237

{x̂(k)}Kk=1 ⊂ X . However, this naive implemen- 238

tation may lead to a homogeneous instruction set 239

that exposes LLMs to the same type of failures, 240

resulting in less diverse comparisons. To promote 241

the identification of a wider array of failures be- 242

tween competing models, we impose a diversity 243

constraint that encourages the selection of more 244

varied instructions. This can be implemented by in- 245

corporating the metric M to quantify the semantic 246
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similarity between an instruction candidate and the247

selected instructions. Thus, Eq. (1) is rewritten as248

x̂(k) = argminx∈X\I M(fi(x), fj(x)) + λM(x, I), (2)249

where I = {x̂(k)}K−1
k=1 represents the collection of250

K−1 instructions that have been previously identi-251

fied based on Eq. (2). The parameter λ controls the252

balance between the two terms. Once an instruc-253

tion x̂(k) has been identified, it will be incorporated254

into the set I.255

Given a set of N LLMs, we extend the pairwise256

MAD competition by selecting top-K instructions257

for each competing LLM pair (
(
N
2

)
pairs in total).258

Finally, we generate a MAD response set denoted259

as R containing N(N − 1)K response pairs. Im-260

portantly, it should be noted that the size of R is in-261

dependent of the scale of instruction pool X . There-262

fore, it is advisable to encompass a wide range of263

instructions, assuming that the computational cost264

of LLM response is acceptable, to effectively cap-265

ture diverse instances where competing LLMs may266

fail.267

Ranking of LLMs Given the human evaluation268

environment H, we conduct pairwise comparisons269

on the MAD response set R to gather human judg-270

ments on which response {fi(x̂(k)), fj(x̂(k))} per-271

forms better according to the instruction x̂(k) ∈272

I. In this study, we employ the three-alternative273

forced choice (3-AFC) method, wherein partic-274

ipants are presented with fi(x̂
(k)) and fj(x̂

(k))275

(along with x̂(k)), and required to indicate which276

response is of higher quality or declare a tie. The277

pairwise result w is recorded as:278

w =


1, if winner=fi,
0, if winner=fj ,
0.5, if tie.

(3)279

We then collect the human results and adopt the280

Elo rating system (Elo and Sloan, 2008) to infer281

the global ranking of F . Specifically, let s(0) =282

{s(0)n }Nn=1 be the initial ranking scores of N LLMs.283

For the t-th comparison, s(t)i and s
(t)
j are updated284

by285

s
(t)
i = s

(t−1)
i + η ×

(
w(t) − 1

1 + 10(s
(t−1)
j −s

(t−1)
i )/τ

)
,

s
(t)
j = s

(t−1)
j + η ×

(
1− w(t) − 1

1 + 10(s
(t−1)
i −s

(t−1)
j )/τ

)
,

(4)286

where η and τ are scaling parameters. To mitigate287

the sensitivity of the linear update method to com-288

parison order, following Chatbot Arena (Chiang289

Algorithm 1: Ranking of LLMs via MAD com-

petition.
Input: An instruction set X , a set of competing

LLMs F = {fn}Nn=1, and a semantic
similarity metricM

Output: Global ranking scores s ∈ RN of LLMs
1 R← ∅
2 for n← 1 to N do
3 Generate the responses {fn(x)|x ∈ X}
4 end
5 for i← 1 to N − 1 do
6 for j ← i+ 1 to N do
7 I ← ∅
8 for k ← 1 to K do
9 Select x̂(k) ∈ X \ I by optimizing Eq.

(2)
10 I ← I ∪ x̂(k)

11 R ← R∪ {fi(x̂(k)), fj(x̂
(k))}

12 end
13 end
14 end
15 Collect comparison results onR via 3-AFC in Eq. (3)
16 Compute s via Elo rating system in Eq. (4)

et al., 2024), we employ the bootstrap technique 290

to yield a more stable result (see Appendix B 291

for details). We summarize the procedure of our 292

method in Algorithm 1. 293

294

Incorproating new LLMs It is simple and cost- 295

effective to incorporate a new LLM (i.e., fN+1) 296

into the MAD competition. No modifications are 297

required for the current sampled instruction set I 298

and the MAD response set R with the associated 299

human preferences. The additional work involves 300

sampling new N×K instructions (and correspond- 301

ing responses) that maximize the difference be- 302

tween fN+1 and F = {fn}Nn=1, collecting human 303

preferences, and updating the global ranking scores 304

using Eq. (4). The procedure of ranking a new 305

LLM is summarized in Algorithm 2 (Appendix). 306

3 Experiments 307

In this section, we apply the proposed method to 308

evaluate advanced LLMs across four scenarios, 309

and present a comparative analysis on performance 310

ranking. 311

3.1 Experimental Setups 312

Construction of Instruction Pool X We first 313

develop a large-scale dataset with diverse instruc- 314

tions across various scenarios, namely the instruc- 315

tion pool X . This is achieved by the following 316

steps: 1) determining evaluation scenarios, 2) col- 317

lecting instruction seed data from various bench- 318
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Table 1: The ranking results of our method for eight LLMs on four scenarios.

Model Overall Understanding Reasoning Writing Coding
Rank Elo Rating Rank Elo Rating Rank Elo Rating Rank Elo Rating Rank Elo Rating

GPT-4-Turbo 1 1132 2 1065 1 1123 1 1162 1 1103
Gemini-Pro 2 1107 1 1091 2 1094 2 1097 3 1085
OpenChat-3.5 3 1035 3 1047 3 1087 3 1025 4 971
GPT-3.5-Turbo 4 1034 4 988 4 1069 5 976 2 1095
WizardLM-13B 5 937 5 986 8 823 4 1001 6 961
QWen-14B-Chat 6 932 6 967 6 939 7 918 5 963
ChatGLM3-6B 7 929 8 924 5 998 8 861 7 958
Vicuna-13B 8 894 7 932 7 869 6 962 8 865

mark datasets of these scenarios, and 3) generating319

more instructions that mimic real-world human-320

chatbot interactions through the instruction evolu-321

tion method. In specific, we assess the capabilities322

of LLMs at four levels: understanding, reasoning,323

writing, and coding, by designing four scenarios:324

1) scientific knowledge understanding, 2) math rea-325

soning, 3) creative and functional writing, and 4)326

code generation and explanation. Figure 3 shows327

the detailed scenario distribution in our experiment.328

For each scenario, we collect instruction seeds from329

extensive benchmark datasets, such as CAMEL330

(Li et al., 2023a), GSM8K (Cobbe et al., 2021),331

AlpacaEval (Li et al., 2023c), and CodeAlpaca332

(Chaudhary, 2023). We then employ the instruc-333

tion evolution method (Xu et al., 2023) to generate334

new massive instructions that are aligned with real-335

world scenarios (see Appendix C for more details).336

In our work, we sampled 3K instruction seeds per337

scenario and iteratively performed 10 evolutions,338

ultimately obtaining 30K evolved instructions for339

each scenario.340

Selection of Completing LLMs F Considering341

the constraints imposed by limited human anno-342

tation budget, in this experiment, we select eight343

widely-recognized LLMs as exemplars to demon-344

strate the effectiveness of our evaluation method, in-345

cluding GPT-3.5-Turbo (Ouyang et al., 2022), GPT-346

4-Turbo (OpenAI, 2023), Gemini-Pro (Team et al.,347

2023), WizardLM-13B (Xu et al., 2023), Vicuna-348

13B (Chiang et al., 2023), OpenChat-3.5 (Wang349

et al., 2023a), Qwen-14B-Chat (Bai et al., 2023),350

and ChatGLM3-6B (Du et al., 2021), among which351

the first three are proprietary models while the re-352

maining ones are cutting-edge open-source models353

(see Appendix D for their implementations).354

Selection of Similarity Metric M To assess the355

semantic similarity between two sentences, a popu-356

lar approach involves comparing their text embed-357

ding vectors by calculating the cosine similarity358

of embeddings, such as BERTScore (Zhang et al., 359

2019). An alternative method is prompting power- 360

ful LLMs (like GPT-4) to generate the similarity 361

score. In our experiment, we adopt the former strat- 362

egy where the embedding model is text-embedding- 363

ada-002 released by OpenAI. Consequently, the 364

similarity metric M = cos(hA,hB), where hA 365

and hB are the embedding vectors of two sentences 366

A and B, respectively. 367

Collection of Human Preferences We conduct 368

user studies to collect human preference results 369

from the pairwise responses in R. Following the 3- 370

AFC method, participants are instructed to choose 371

the response that exhibits superior quality in rela- 372

tion to the given instruction. For each scenario, we 373

set K = 10 for each competing LLM pair in our 374

experiments, resulting in a total of
(
8
2

)
× 10 = 280 375

paired comparisons, which is independent of the 376

scale of X . We gather data from a group of 13 377

volunteer postgraduates with a strong background 378

in STEM education. More details of human evalu- 379

ators are shown in Appendix E. 380

3.2 Ranking Results 381

We provide our ranking results (overall and respec- 382

tive scenarios) in Table 1, which unveils several 383

interesting phenomena. 384

For scientific knowledge understanding, the 385

main observation is that proprietary LLMs (i.e., 386

GPT-4-Turbo, GPT-3.5-Turbo, and Gemini-Pro) 387

often outperform open-source LLMs due to their 388

precise and comprehensive understanding of scien- 389

tific knowledge, such as the correct application of 390

theorems and properties. Interestingly, OpenChat- 391

3.5, with only 7 billion parameters, tends to pro- 392

vide fine-grained explanations while encompassing 393

the required core knowledge, garnering preference 394

from the majority of human subjects. This ulti- 395

mately results in a higher ranking compared to the 396

proprietary model GPT-3.5-Turbo with relatively 397

concise responses. On the other hand, other open- 398
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source models like Vicuna-13B, although deliver-399

ing longer responses, tend to provide redundant400

explanations.401

For math reasoning, our ranking result exhibits402

a high consistency with the leaderboard of GSM8K403

dataset (Cobbe et al., 2021), as the instruction pool404

is derived from it.Through analyzing the response405

pairs selected by MAD competition, we observed406

two kinds of differences between them: 1) differ-407

ent reasoning paths and 2) different computational408

results during the similar reasoning process. In the409

first case, since the generated instructions primarily410

focus on question types and difficulty encountered411

in grade school, their responses lead to singular and412

concise reasoning paths. As a result, divergent out-413

comes typically arise from significant differences414

in these reasoning paths. In the second case, varia-415

tions in model arithmetic capabilities may lead to416

different results for the same reasoning steps, caus-417

ing outcomes to collapse due to errors in intermedi-418

ate steps. Among all evaluated models, WizardLM-419

13B exhibited comparatively inferior performance.420

We attribute this to the fact that WizardLM adopts421

an instruction evolution method to generate train-422

ing data; however, the seed instructions come from423

the open-ended instruction set Alpaca 52K (Taori424

et al., 2023), which is not specifically optimized for425

math reasoning. Vicuna-13B encounters a similar426

issue.427

For creative and functional writing, we ob-428

served that the majority of instructions selected by429

MAD competition are unconstrained, open-ended430

prompts for free-form writing, such as composing431

a short story or crafting a holiday recipe. Con-432

sequently, human subjects prefer LLMs with ex-433

tended response lengths, containing rich details,434

tend to outperform those with shorter responses. A435

direct illustration is that ChatGLM3-6B produces436

an average response of 221.2 words, while GPT-437

4-Turbo generates an average response of 454.8438

words. Furthermore, responses with abundant de-439

tails often embody profound insights, making them440

more preferred by humans.441

For code generation and explanation, human442

subjects assess not only the correctness of code,443

but also their capability of instruction-following444

(e.g., adherence to specified line limits, usage of445

designated Python libraries, conformity to appli-446

cation scenarios, etc.). We observed that LLMs447

tend to exhibit greater disparities in code gener-448

ation tasks compared to code explanation. Our449

results align more closely with code benchmarks450

like HumanEval (Chen et al., 2021). For instance, 451

the models GPT-4-Turbo (76.83), GPT-3.5-Turbo 452

(74.39) and Gemini Pro (59.76) have high accuracy 453

on HumanEval according to (Akter et al., 2023), 454

also garnered top preferences by human subjects. 455

In summary, Table 10 in Appendix provides 456

an overview of the strengths and weaknesses of 457

each LLM in specific scenarios, from which we 458

can obtain valuable insights to enhance their re- 459

sponse quality. The section of case study in Ap- 460

pendix G shows several cases that validate our find- 461

ings, especially the counterexamples of the SOTA 462

model GPT-4-Turbo. Furthermore, the counterex- 463

amples identified through the MAD competition 464

and validated by human judgments can facilitate 465

the training of more robust LLMs, e.g., using an 466

active learning framework with adversarial samples 467

(Sinha et al., 2019). 468

3.3 Comparison with Existing Leaderboards 469

We compare our overall ranking results with ex- 470

isting LLM leaderboards, including (1) human 471

evaluator-based Chatbot Arena1, (2) LLM judge- 472

based AlpacaEval-2.02, and (3) standard metric- 473

based CompassRank3. Table 2 reports the relative 474

ranking of LLMs on these leaderboards. 475

Chatbot Arena is a labor-intensive crowdsourc- 476

ing approach that gathers extensive human prefer- 477

ence annotations across diverse scenarios and ranks 478

LLMs using the Elo rating system, which can be 479

considered a “golden" standard of human evalu- 480

ation method. Our ranking result is very similar 481

to that of Chatbot Arena, with minor differences 482

in Vicuna-13B’s ranking due to varying propor- 483

tions of scenario data. It should be noted that Chat- 484

bot Arena’s outcome relies on large-scale battles 485

between LLMs annotated by crowds, while our 486

method employs an automated mechanism to select 487

a few informative samples for human annotation, 488

saving both time and effort. 489

In AlpacaEval-2.0, we noticed that WizardLM- 490

13B ranked higher than Openchat-3.5 and GPT-3.5- 491

Turbo, which is contrary to our ranking result. This 492

discrepancy may stem from AlpacaEval’s emphasis 493

on assessing LLMs’ instruction-following capabil- 494

ity in open-ended tasks, whereas WizardLM-13B 495

has been fine-tuned by 520K instructions covering 496

1https://huggingface.co/spaces/lmsys/
chatbot-arena-leaderboard

2https://tatsu-lab.github.io/alpaca_eval/
3https://rank.opencompass.org.cn/

leaderboard-llm/?m=24-04
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Table 2: Comparison with existing leaderboards
(recorded on Dec. 12, 2024).

Model Ours Chatbot
Arena

AlpacaEval-
2.0

CompassRank
(24-11)

GPT-4-Turbo 1 1 1 1
Gemini-Pro 2 2 2 -
OpenChat-3.5 3 3 5 -
GPT-3.5-Turbo 4 4 3 2
WizardLM-13B 5 5 4 6
QWen-14B-Chat 6 7 6 3
ChatGLM3-6B 7 8 8 4
Vicuna-13B 8 6 7 5

a wide range of scenarios and difficulties.497

When comparing the rankings obtained from498

CompassRank, disparities are evident in Qwen-499

14B-Chat and ChatGLM3-6B models. This can500

be attributed to their specialized training tailored501

to a wide range of benchmarks (e.g., HumanEval,502

MMLU and GSM8K), enabling them to excel in503

comprehensive benchmark leaderboards.504

3.4 Comparison with Different Sampling505

Algorithms506

We compare the MAD competition sampling al-507

gorithm with five baselines: 1) DiffUse sampling508

framework from (Ashury-Tahan et al., 2024), 2)509

Anchor Points sampling method from (Vivek et al.,510

2023), 3) KL divergence, 4) cross-entropy-based511

sampling algorithms from (Boubdir et al., 2023),512

and 5) random sampling. Since KL divergence and513

cross-entropy rely on token log probabilities, they514

are unsuitable for certain API-based models (e.g.,515

Gemini-Pro). Thus, we evaluated seven LLMs516

compatible with all sampling approaches in the517

reasoning scenario (Table 3). Our instruction pool518

evolved from the GSM8K dataset, instructing hu-519

man annotators to prioritize inference accuracy as520

the key evaluation criterion. The model’s accuracy521

on the GSM8K test set serves as the "golden" rank-522

ing. Remarkably, the MAD competition strategy523

closely approximates the golden ranking, using524

only K = 10 selected samples for two compet-525

ing LLMs, compared to 8K in the original test set.526

In contrast, rankings from other baseline strate-527

gies show inconsistencies. For instance, KL di-528

vergence ranks GPT-4-Turbo below the top, while529

cross-entropy places ChatGLM3-6B ahead of GPT-530

4-Turbo and GPT-3.5-Turbo. This result shows that531

while our approach supports diverse sampling al-532

gorithms, methods related to semantic similarity533

perform best. More evaluation results and discus-534

sions are provided in Appendix G.1.535

In addition, we qualitatively analyzed the differ- 536

ences among four strategies in instruction selection. 537

Table 21 in Appendix G presents the specific con- 538

tent of the top-10 instructions chosen by different 539

strategies in the writing scenario. We found that the 540

instructions selected by the KL divergence strategy 541

are almost all related to poetry (9 out of 10), while 542

the cross-entropy strategy favors tasks such as writ- 543

ing papers and stories. The random strategy often 544

introduces varying numbers of overlapping task 545

types. In our work, the MAD competition strategy 546

prioritizes instruction diversity, thereby minimiz- 547

ing the occurrence of repeated task types in the 548

selected instructions as much as possible, facilitat- 549

ing the exposure of failures of the LLM across a 550

wider range of tasks. 551

3.5 Ablation Studies 552

Sensitivity of M We first examine the sensi- 553

tivity of the obtained results to different seman- 554

tic similarity measurements M in Eq. (2). Be- 555

sides the used text-embedding-ada-002 similar- 556

ity measurement, we employ another two popu- 557

lar metrics, BERTScore (Zhang et al., 2019) and 558

LLM-as-judge, to quantify sentence similarities. 559

BERTScore uses text representation from the pre- 560

trained BERT to calculate the similarity between 561

the two responses, and LLM-as-judge assesses the 562

similarity via prompt engineering (Table 19 in Ap- 563

pendix shows the prompt of GPT-4-Turbo for se- 564

mantic similarity measurement). Taking the writ- 565

ing scenario as an example, we identify a nearly 566

consistent global ranking across these three met- 567

rics, as shown in Table 4. This can be attributed to 568

the fact that MAD competition selects instructions 569

that effectively differentiate between two models 570

with the maximum discrepancy, which can be well 571

approximated by all three metrics. 572

Sensitivity of K We then examine the robustness 573

of our results to the number of sampled instruc- 574

tions K for human judgments. Figure 2 shows the 575

Spearman Rank Correlation Coefficient (SRCC) 576

between the top-10 (default) ranking and other top- 577

K rankings, where K = {1, 2, . . . , 9}. The rank- 578

ing results exhibit a high level of stability across 579

all scenarios (SRCC > 0.95 when K > 5, and 580

SRCC = 1 when K ≥ 8), providing compelling 581

evidence for the sample efficiency of the proposed 582

method. While larger K values improve reliability, 583

they also incur higher costs. To balance reliabil- 584

ity and efficiency, we set the default K to 10. It 585
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Table 3: Comparison of ranking results in reasoning scenario using different sampling algorithms.

Model
Ours DiffUse Anchor Points KL Divergence Cross-Entropy Random

"Golden" ranking
(GSM8K)

Rank Elo Rating Rank Elo Rating Rank Elo Rating Rank Elo Rating Rank Elo Rating Rank Elo Rating Rank Accuracy

GPT-4-Turbo 1 1157 1 1048 1 1057 2 1020 4 983 1 1028 1 92.7

OpenChat-3.5 2 1132 2 1041 3 1044 4 1005 2 1030 5 1000 2 77.3

GPT-3.5-Turbo 3 1079 3 1041 2 1037 1 1036 3 1025 2 1025 3 74.9

ChatGLM3-6B 4 1018 7 1028 7 1023 3 1017 1 1045 3 1007 4 72.3

QWen-14B-Chat 5 953 5 1012 5 1012 5 993 5 982 4 1007 5 60.1

Vicuna-13B 6 858 6 942 6 952 7 957 7 974 7 947 7 11.3

WizardLM-13B 7 802 4 886 4 877 6 972 6 974 6 987 6 13.5

Table 4: Comparison of ranking results under different
similarity measures.

Model Ada-002 BERTScore GPT-4-Turbo
GPT-4-Turbo 1 (1162) 2 (1060) 1 (1084)
Gemini-Pro 2 (1097) 1 (1061) 2 (1040)
OpenChat-3.5 3 (1025) 3 (1020) 3 (1010)
WizardLM-13B 4 (1001) 4 (990) 5 (997)
GPT-3.5-Turbo 5 (976) 5 (989) 4 (998)
Vicuna-13B 6 (962) 6 (982) 6 (995)
QWen-14B-Chat 7 (918) 7 (951) 7 (974)
ChatGLM3-6B 8 (861) 8 (946) 8 (902)

is worth mentioning that the value of K can be586

adjusted flexibly and may vary for each compet-587

ing LLM pair. For example, if we know that the588

performance of two LLMs is relatively similar, we589

can increase K to conduct more comparisons and590

obtain a more reliable ranking. Conversely, if there591

is a significant disparity in performance between592

these two LLMs, we can decrease K (even setting593

it to zero) to minimize human costs. This practice594

is analogous to Chatbot Arena where the number595

of battles between two LLMs is not fixed.596

Significance of Diversity Measurement We also597

explore the significance of diversity measurement598

in Eq. (2) (where λ = 1). Table 20 in Appendix599

presents the top-10 instructions selected by the600

MAD competition before and after considering di-601

versity in the writing scenario. Without consider-602

ing diversity, we found that four instructions were603

related to poetry, resulting in a relatively homo-604

geneous selection of scenarios and tasks. How-605

ever, after considering diversity, each instruction606

represents almost unique tasks and scenarios. We607

believe that diversity in scenarios is beneficial for608

exploring more types of model failures, thereby609

providing more instructive insights for evaluation.610

We test λ ∈ {0, 0.5, 1, 1.5, 2.0}. At λ ≤ 0.5, in-611

structions show thematic overlap and similar fail-612

ures (Table 20, λ = 0), limiting comprehensive613

evaluations. At λ = 2, thematic diversity increases,614

1 2 3 4 5 6 7 8 9
K

0.5

0.6

0.7

0.8

0.9

1.0

SR
C

C

Understanding Reasoning Writing Coding

Figure 2: The SRCC between the default top-10 and
other top-K rankings, where K ∈ {1, 2, . . . , 9}, and
SRCC= 1 indicates an identical ranking.

but response differences decrease, raising "ties" 615

and violating MAD principles. Thus, λ = 1 is 616

chosen to balance diversity and differentiation. 617

4 Conclusion 618

This paper presents a sample-efficient human evalu- 619

ation approach for ranking LLMs by the methodol- 620

ogy of maximum discrepancy competition. We em- 621

phasize that, instead of manually curating a fixed 622

test set with human annotations, our method auto- 623

matically samples a small set of informative instruc- 624

tions to differentiate the performance of LLMs, 625

thereby reducing human labor significantly. More- 626

over, the counterexample data collected via the 627

MAD competition not only serves as a means to 628

evaluate cutting-edge LLMs, but also facilitates the 629

training of even more robust models (e.g., adver- 630

sarial training). Furthermore, the proposed method 631

can be extended to multimodal LLMs where the 632

input includes multiple types of data, such as im- 633

ages, audio, and videos. In this extension, we need 634

to consider the other modalities when constructing 635

the instruction pool, without requiring significant 636

modifications for other procedures. In the future, 637

we will increase the number of LLMs and expand 638

the scope of evaluation by incorporating more sce- 639

narios, ultimately creating a comprehensive leader- 640

board accessible to the public. 641
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Limitations642

Our evaluation method involves human evaluators643

for conducting pairwise comparisons. When faced644

with dozens or hundreds of competing LLMs and645

the need to obtain the relative ranking of a new646

LLM, our method still requires substantial human647

resources to finish these comparisons. To allevi-648

ate this problem, we can reduce the number of649

sampled instructions, as described in the ablation650

study (Section 3.5). Additionally, we can employ651

a coarse-to-fine mechanism (i.e., a collaborative652

LLM-human evaluation method). That is, we first653

utilize a strong LLM as an evaluator to replace hu-654

man judgments, leading to a preliminary ranking.655

We then select a few LLMs that are ranked near the656

targeted LLM, and apply the proposed method for657

fine ranking within this LLM subset.658
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A Human-centric LLM Evaluation938

Human evaluation is often considered the golden939

standard for natural language generation tasks, par-940

ticularly in assessing whether LLM’s response941

meets human preferences. Chatbot Arena (Chiang942

et al., 2024) develops a crowdsourcing platform to943

provide anonymous battles between LLM-based944

chatbots in real-world scenarios. Users can en-945

gage in pairwise comparisons with two chatbots946

simultaneously. By regularly collecting extensive947

user annotations, the Elo rating system can be948

used to calculate the relative performance level949

of LLMs, yielding a convincing global ranking950

of LLMs. However, this approach necessitates a951

lengthy process to acquire human annotations, and952

employing crowdsourcing methods may introduce953

labeling noise. Dynabench (Kiela et al., 2021) is954

another platform used for dynamic data collection955

and model benchmarking, allowing users to submit956

counterexamples to identify models’ shortcomings.957

However, this process is still manual.958

It is acknowledged that annotating a large test set959

can be time-consuming and labor-intensive, while960

a small set may introduce significant sampling bias.961

To address this issue, this study optimizes the uti-962

lization of human evaluators by adaptively select-963

ing a minimal set of samples from an extensive964

instruction pool, which can effectively distinguish965

the performance of LLMs.966

Notably, we appreciate the prior work (Boubdir967

et al., 2023), which also contributed to efficient968

human evaluation. However, their method is a data969

prioritization approach aimed at prioritizing non-970

tie data for annotators to focus on. The statisti-971

cal metrics mentioned, such as KL divergence and972

cross-entropy, have significant limitations in assess-973

ing differences between different model families974

(e.g., MPT and Falcon) and are unsuitable for API-975

based proprietary models, hindering the generation976

of free global rankings, as also evidenced in Table977

3 of our paper. Furthermore, we argue that non-tie978

does not equate to maximum discrepancy.979

More importantly, our work places significant980

emphasis on addressing bias issues, specifically981

through:982

1. recognizing that searching for maximum dis-983

crepancy instructions may lead to instructions984

highlighting the same type of failure, and985

therefore introducing instruction diversity to986

better reflect the strengths and weaknesses of987

different models.988

2. mitigating the issue of a model trained on an 989

existing dataset outperforming others by gen- 990

erating a new, large-scale instruction set. 991

However, these points are not considered by (Boub- 992

dir et al., 2023). 993

B Elo Rating System 994

The Elo Rating System (Elo and Sloan, 2008) is a 995

method used for calculating the relative skill levels 996

of players in two-player games, such as chess or 997

competitive sports like tennis. It was developed 998

by Arpad Elo, a Hungarian-American physics pro- 999

fessor and chess player, in the 1960s. The sys- 1000

tem works by assigning a numerical rating to each 1001

player, representing their skill level. When two 1002

players compete against each other, the outcome of 1003

the match (win, lose, or draw) affects their ratings. 1004

If a lower-rated player defeats a higher-rated player, 1005

they earn more points than if they had defeated a 1006

lower-rated player. Conversely, if a higher-rated 1007

player wins, they earn fewer points. The amount of 1008

points gained or lost depends on the difference in 1009

ratings between the two players and the expected 1010

outcome of the match based on their ratings. Over 1011

time, as players compete and their ratings adjust, 1012

the Elo system effectively tracks and updates their 1013

skill levels relative to each other. This makes it a 1014

popular and widely used method for ranking and 1015

matchmaking players in various competitive envi- 1016

ronments. 1017

Eq. (4) is the online linear updating algorithm 1018

for the Elo Rating System. Here, τ is known as 1019

the rating difference scaling factor. This value is 1020

derived from historical data and statistical analy- 1021

sis to provide a suitable scaling for the expected 1022

score calculation. η is referred to as the K-factor, 1023

representing the maximum potential adjustment for 1024

each match. In our experiments, we set τ = 400 1025

and η = 4, which is consistent with Chatbot Arena. 1026

However, the online linear updating algorithm may 1027

be sensitive to the battle order. Therefore, in our 1028

study, we adopted the bootstrap method to obtain 1029

a more stable version. Specifically, we randomly 1030

sampled with replacement from the human prefer- 1031

ence results obtained in Section 3.1 to construct r 1032

bootstrap sample sets. Each bootstrap sample set 1033

has the same size as the original data. Finally, we 1034

calculated the Elo Ratings for all bootstrap sample 1035

sets and took the average to obtain stable ranking 1036

results. In our study, the number of sample sets 1037

r = 1000. 1038
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Algorithm 2: Ranking a New LLM
Input: An instruction set X , the generated responses

{fn(x)|x ∈ X} and the MAD response setR
with associated comparison results on
F = {fn}Nn=1, a semantic similarity metric
M, and a new competting LLM fN+1

Output: Global ranking scores s ∈ RN+1 of LLMs
1 R∗ ← ∅
2 Generate the responses {fN+1(x)|x ∈ X}
3 for i← 1 to N do
4 I ← ∅
5 for k ← 1 to K do
6 Select x̂(k) ∈ X \ I by optimizing Eq. (2)
7 I ← I ∪ x̂(k)

8 R∗ ←R∗ ∪ {fi(x̂(k)), fN+1(x̂
(k))}

9 end
10 end
11 Collect comparison results onR∗ via 3-AFC in Eq.

(3)
12 R← R∪R∗, integrate comparison results onR
13 Compute s via Elo rating system in Eq. (4)

C Instruction Pool1039

We develop a large-scale dataset with diverse in-1040

structions across various scenarios, namely the in-1041

struction pool X , which serves as the source of test1042

data. This is important to ensure a fair comparison1043

among LLMs and avoid potential bias caused by1044

some LLMs remembering existing instructions dur-1045

ing training. The instruction pool is achieved by1046

the following steps: 1) determining evaluation sce-1047

narios, 2) collecting instruction seed data from var-1048

ious benchmark datasets of these scenarios, and 3)1049

generating more instructions that mimic real-world1050

human-chatbot interactions through the instruction1051

evolution method.1052

In specific, we assess the capabilities of LLMs at1053

four levels: understanding, reasoning, writing, and1054

coding, by designing four scenarios: 1) scientific1055

knowledge understanding, 2) math reasoning, 3)1056

creative and functional writing, and 4) code gener-1057

ation and explanation.1058

Figure 3 shows the detailed scenario distribution1059

in our experiment. We collect instruction seeds1060

from multiple benchmark datasets for each sce-1061

nario.1062

• Scientific Knowledge Understanding is a task1063

to evaluate the scientific knowledge compre-1064

hension and application abilities of LLMs. We1065

selected questions from the CAMEL (Li et al.,1066

2023a) dataset in the fields of physics, chem-1067

istry, biology, computer science, and mathe-1068

matical theory.1069
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Figure 3: Scenario distribution in our experiment.

• Math Reasoning is a commonly used task to 1070

assess the analysis and problem-solving ca- 1071

pabilities of LLMs. Here, we selected the 1072

GSM8K (Cobbe et al., 2021) dataset. 1073

• Creative and Functional Writing aims to en- 1074

gage in open-ended creation based on the re- 1075

quirements of human users. We considered 1076

the AlpacaEval (Li et al., 2023c) and IMPACT 1077

(Chia et al., 2023) datasets. 1078

• Code Generation and Explanation aims to 1079

generate high-quality code snippets based on 1080

the given instructions. Here, we adopted the 1081

CodeSearchNet (Husain et al., 2019), MBPP 1082

(Austin et al., 2021), and CodeAlpaca (Chaud- 1083

hary, 2023) datasets. 1084

In our work, we sampled 3K instruction seeds 1085

for each scenario to cover a wide range of topics. 1086

We then adopt the instruction evolution method (Xu 1087

et al., 2023) to generate new instructions through 1088

the instruction seeds to align them with real-world 1089

scenarios and avoid data leakage. Through a spe- 1090

cific prompt, we guide the state-of-the-art LLMs 1091

in brainstorming sessions: (i) Designing a scenario 1092

that the topic is similar to the instruction seed but 1093

more practical, such as evolving a mundane text 1094

abbreviation task into “design a mnemonic to aid in 1095

memorizing a complex algorithm". (ii) Incorporat- 1096

ing constraints on length, style, format, etc., such as 1097

“write a 15-line code", “compose a 1500-word arti- 1098

cle", “Write a Shakespeare-style monologue", and 1099

so on. Table 11 - Table 14 are the default prompts 1100
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used for instruction evolution, allowing the gen-1101

eration of new instructions through strong LLMs1102

(e.g., GPT-4-Turbo). It is noteworthy that, for hu-1103

man evaluation convenience, we also require the1104

generation of corresponding answers in prompts of1105

scientific knowledge understanding, math reason-1106

ing, and coding, to gain an intuitive understanding1107

of the accuracy of the LLM’s responses.1108

Additionally, the exclusive reliance on instruc-1109

tions generated by a single model (e.g., GPT-4-1110

Turbo only) may introduce certain biases to the1111

performance evaluation of that model. To mitigate1112

this bias, we employed three strong closed-source1113

models, namely GPT-4-Turbo, GPT-3.5-Turbo, and1114

Gemini-Pro, for instruction generation. In our1115

work, we iteratively performed 10 evolutions, ulti-1116

mately obtaining 30K evolved instructions for each1117

scenario domain.1118

D Selected LLMs1119

In this study, we carefully select eight representa-1120

tive LLMs as exemplars to demonstrate the efficacy1121

of the proposed evaluation methodology.1122

• GPT-4-Turbo (i.e., GPT-4-1106-preview)1123

and GPT-3.5-Turbo (i.e., GPT-3.5-Turbo-1124

1106) are the most powerful proprietary mod-1125

els released by OpenAI, aligning human pref-1126

erences through methods such as reinforce-1127

ment learning from human feedback.1128

• Gemini-Pro (i.e., Gemini-1.0-Pro) (Team1129

et al., 2023) is a multimodal closed-source1130

model released by Google recently, trained1131

jointly on high-quality multimodal data from1132

various sources such as images, audio, video,1133

and text, exhibiting excellent understanding1134

and reasoning abilities in numerous specific1135

domains.1136

• OpenChat-3.5 (Ouyang et al., 2022) is an1137

open-source model with 7 billion parame-1138

ters derived from the Mistral-7B (Jiang et al.,1139

2023) base model. OpenChat-3.5 proposes C-1140

RLFT (Wang et al., 2023a), a strategy inspired1141

by offline reinforcement learning, which uti-1142

lizes mixed-quality data (i.e., expert and sub-1143

optimal data) for fine-tuning. It employs the1144

ShareGPT dataset, which contains 70k human-1145

machine interactive dialogues, including 6k1146

high-quality dialogues generated by GPT-4.1147

• WizardLM-13B (i.e., WizardLM-13B-V1.2)1148

(Xu et al., 2023) is an open-source model1149

based on the LLaMA2-13B (Touvron et al., 1150

2023) model, trained using supervised fine- 1151

tuning methods. WizardLM proposes the 1152

instruction evolution method namely Evol- 1153

Instruct, which obtains comprehensive cov- 1154

erage of diverse scenario topics and more 1155

complex instructions through In-Depth and In- 1156

Breadth Evolving. It initially uses the Alpaca 1157

52K data (Taori et al., 2023) as initial instruc- 1158

tions and eventually obtains 520K instructions 1159

for training through instruction evolution. 1160

• Vicuna-13B (i.e., Vicuna-13B-V1.5) (Chiang 1161

et al., 2023) is an open-source model with 1162

13 billion parameters, fine-tuned from the 1163

LLaMA2-13B (Touvron et al., 2023). Vicuna 1164

utilizes real human-machine interactive dia- 1165

logue data from ShareGPT for supervised fine- 1166

tuning. 1167

• Qwen-14B-Chat (Bai et al., 2023) is an open- 1168

source model with 14 billion parameters, fine- 1169

tuned from the Qwen-14B base model. Qwen- 1170

14B is pre-trained on a large-scale, diverse 1171

dataset of over 3 trillion tokens, covering mul- 1172

tiple languages such as Chinese and English. 1173

Qwen-14B-Chat achieves alignment through 1174

supervised fine-tuning and RLHF (Reinforce- 1175

ment Learning with Human Feedback) tech- 1176

nology, enabling powerful conversational ca- 1177

pabilities. 1178

• ChatGLM3-6B (Du et al., 2021) is an open- 1179

source model with only 6 billion parame- 1180

ters. Its base model, ChatGLM3-6B-Base, is 1181

trained on over 1 trillion training data, exten- 1182

sive training steps, and supplemented by su- 1183

pervised fine-tuning, feedback bootstrap, and 1184

reinforcement learning with human feedback. 1185

Implementation During model inference, for 1186

proprietary models GPT-4-Turbo, GPT-3.5-Turbo, 1187

and Gemini-Pro, we called the official API with 1188

inference parameters set to temperature = 0.7, top- 1189

p = 1.0, and max-length = 2048, while leaving 1190

other parameters at default values. For the remain- 1191

ing five open-source models, we deployed them 1192

locally on 2 NVIDIA GeForce RTX 4090 GPUs, 1193

utilizing the vLLM (Kwon et al., 2023) framework 1194

for acceleration. Similarly, inference parameters 1195

were set to temperature = 0.7, top-p = 1.0, and 1196

max-length = 2048 (except for Qwen-14B-Chat, 1197

where max-length was set to 1024). Additionally, 1198

14



Figure 4: Graphical user interface for collecting human preference.

our evaluation results were all based on zero-shot1199

approaches.1200

E Details of Human Evaluation1201

This section provides a detailed overview of the se-1202

lection criteria and basic profile of the human anno-1203

tators involved in our experiments. Our annotator1204

group consists of 13 graduate students with strong1205

backgrounds in STEM (Science, Technology, En-1206

gineering, and Mathematics), each possessing rich1207

academic knowledge and skills.1208

E.1 Criteria for Selecting Annotators1209

Language Proficiency All participants must1210

meet at least one of the following conditions:1211

• English as a first language (native).1212

• Scored a total of 125 points or above in the1213

English section of the National College En-1214

trance Examination (NCEE), with an English1215

proficiency test score of 500 or above in the1216

College English Test (CET-6).1217

Disciplinary Foundation Participants’ founda-1218

tional knowledge in the following disciplines is1219

emphasized: 1220

• High school level mathematics, physics, 1221

chemistry, biology, and logic. 1222

• Proficiency in computer science, including 1223

Python at a level equivalent to courses with 1224

professional difficulty. 1225

The aim is to ensure that participants possess suffi- 1226

cient disciplinary foundation for accurate problem 1227

assessment and analysis. 1228

Concentration Participants must have the abil- 1229

ity and willingness to participate in offline experi- 1230

ments. They have demonstrated sufficient concen- 1231

tration ability, being able to work continuously for 1232

at least two hours to ensure efficiency and accuracy 1233

in the annotation process. 1234

E.2 Pre-experiment Explanation and Consent 1235

Full Disclosure All participants receive thorough 1236

explanation and consent before participating in the 1237

experiment. It is made clear that their annotation 1238

results will be included in our research data. 1239
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Table 5: The task instruction in the graphical user interface.

Given a question and two responses, your task is to determine which one is better. Your decision should be based on the
following 3 criteria:

1. Accuracy: Accuracy assesses the correctness and factual precision of a response. A high-quality answer should be
factually accurate, free of misleading information or errors. It must maintain logical consistency without contradictions or
logical flaws. If the question involves specialized knowledge, the response should reflect an appropriate level of expertise,
demonstrating a deep understanding of the subject matter.
2. Relevance: Relevance determines how closely a response aligns with the question asked. A relevant answer directly
addresses the core of the question, providing sufficient detail without straying into unrelated information or omitting crucial
details. It should also be appropriate to the context of the question, considering any specific background or requirements
mentioned.
3. Helpfulness: Helpfulness evaluates the practical benefit of the response to the questioner. The response should offer
practical advice or information that solves a problem or fulfills the inquiry’s needs. It should inspire further thought or
provide insights that enhance understanding or facilitate decision-making. If applicable, the response should also include
clear instructions or guidance to help the user take action or achieve their goals.

Please select which response is better:

- Model A is better: If Model A’s response is more accurate, relevant, or helpful compared to Model B, please select this
option.
- Model B is better: If Model B’s response is more suitable, informative, or engaging than Model A, choose this option.
- Tie: If both responses are equally satisfactory in quality, you can mark this option.

Your input helps in improving the performance of the models. Thank you for your participation!

Confidentiality and Privacy Ensuring that the1240

experiment will not have any adverse effects on any1241

participant, all data and annotation results are used1242

for scientific research purposes only, kept strictly1243

confidential, and will not disclose any personal1244

information of the participants or have any negative1245

impact on them.1246

E.3 Graphical User Interface1247

We show a screenshot of the graphical user inter-1248

face for collecting human preference in Figure 4.1249

Before beginning the annotation, we first require1250

human annotators to carefully read the task instruc-1251

tion. The task instruction includes the task de-1252

scription, i.e., choose the better response from two1253

model responses, as well as the principles of anno-1254

tation and metrics to consider, including accuracy,1255

relevance, and helpfulness. We show the related1256

content of the task instructions in Table 5. Then,1257

the human annotators will judge which response1258

is better based on the details in the question text1259

box and the two model response text boxes. Fi-1260

nally, the annotation result is confirmed by clicking1261

one of the three buttons at the bottom of the page1262

(representing ‘A win’, ‘tie’, and ‘B win’).1263

E.4 Annotation Process1264

For the human evaluation process, we first collected1265

the top-10 most differentiating instructions for pair-1266

wise comparisons of 8 models across four scenarios1267

(writing, understanding, reasoning, and coding), re- 1268

sulting in a total of 4 × (8 × 7/2)10 = 1, 120 1269

data points. We invited 13 graduate students with 1270

strong backgrounds in STEM to annotate these data 1271

points. Each question was required to have at least 1272

5 human annotations, meaning that each graduate 1273

student, on average, needed to annotate 345 data 1274

points, which took approximately one week. 1275

E.5 Annotation Agreement Report 1276

Annotation agreement refers to the degree or pro- 1277

portion of instances where multiple annotators pro- 1278

vide identical labels for the same data instance dur- 1279

ing the annotation process. 1280

We had 13 participants involved in annotating 4 1281

different scenarios (i.e., Understanding, Reasoning, 1282

Writing and Coding), each containing 280 pairs, 1283

ensuring that each scenario had at least 5 annotators. 1284

Thus, these 13 participants might only annotate 1285

part of the scenarios. We calculated the average 1286

across the 4 scenarios, which was 83.39%. For 1287

cases of disagreement, we used majority voting to 1288

determine the final annotation. 1289

F More Discussions 1290

Our method aims to achieve reliable model rank- 1291

ings with minimal human effort by providing only 1292

a few appropriate instructions, while still obtaining 1293

results aligned with the labor-intensive crowdsourc- 1294
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Table 6: Comparison of ranking results between LLM-based evaluation and human judgment across four scenarios.

Model
Overall Understanding Reasoning Writing Coding

Human
Rank

GPT-4o
Rank

Human
Rank

GPT-4o
Rank

Human
Rank

GPT-4o
Rank

Human
Rank

GPT-4o
Rank

Human
Rank

GPT-4o
Rank

GPT-4-Turbo 1 1 2 2 1 1 1 1 1 1
Gemini-Pro 2 2 1 1 2 3 2 2 3 3
OpenChat-3.5 3 3 3 3 3 2 3 3 4 5
GPT-3.5-Turbo 4 4 4 4 4 4 5 4 2 2
WizardLM-13B 5 5 5 5 8 8 4 5 6 6
QWen-14B-Chat 6 6 6 6 6 6 7 7 5 4
ChatGLM3-6B 7 8 8 7 5 5 8 8 7 8
Vicuna-13B 8 7 7 8 7 7 6 6 8 7

Spearman’s coefficient 0.9762 0.9762 0.9762 0.9762 0.9524

ing method. This is particularly valuable when de-1295

termining the performance of LLMs in a new sce-1296

nario without an available evaluation dataset and1297

limited human budgets. In such cases, our method1298

can be employed: firstly, establish a large instruc-1299

tion pool using a small amount of seed data; then1300

select a few informative samples through MAD1301

competition; next conduct pairwise human judg-1302

ments; and finally calculate Elo scores to obtain1303

the global ranking.1304

Computational Cost To implement our method,1305

it is necessary to collect the responses of all M1306

models for N instruction in the pool, as well as1307

obtain the embeddings of all these responses. How-1308

ever, due to the large size of N , this may result in1309

a high computational overhead. Additionally, we1310

compute the embedding similarity for each LLM1311

pairs across N instructions, with a complexity of1312

M×(M−1)/2×N ∼ O(N×M2). Nevertheless,1313

the similarity calculation only requires embedding1314

models such as text-embedding-ada-002 ( $ 0.1 /M1315

tokens) or lightweight BERT models with fewer1316

than 1B parameters (which have faster inference1317

speeds). This generally translates to relatively low1318

costs and faster inference times. We are able to1319

complete these procedures within one day under1320

our experimental setups (see Appendix D).1321

Human Cost Our evaluation method involves1322

human evaluators for conducting pairwise compar-1323

isons. We select the top-K instructions with the1324

largest differences between each pair of models, re-1325

sulting in M × (M − 1)/2×K ∼ O(M2) instruc-1326

tions for evaluation. However, using the full in-1327

struction set for evaluation would need O(N ×M)1328

(i.e., obtaining responses for each model). Our1329

method significantly reduces the labeling cost, as1330

M ≪ N . Moreover, when seeking the ranking of a1331

new LLM, our method only requires a few human 1332

resources to compare M ×K pairs. Moreover, we 1333

can reduce the number of sampled instructions as 1334

studied in the Sensitivity of K. Furthermore, the 1335

Elo ranking mechanism allows us to decrease the 1336

number of competing LLMs as the new model is 1337

not required to compete against all existing models. 1338

1339
LLM-based Evaluator The proposed method 1340

has largely improved the labor-saving evaluation, 1341

however, it still relies on humans for pairwise com- 1342

parison, which limits its scalability when applied to 1343

larger numbers of models. A promising approach 1344

is to use specific LLM-based evaluators to alleviate 1345

human endeavors, accelerating the efficiency of our 1346

method in large-scale evaluations. To validate this, 1347

we employ multiple state-of-the-art LLMs with 1348

a well-designed prompt to replace human judg- 1349

ments. The results presented in Table 6 (Appendix) 1350

show that the SRCC between the preferences of 1351

LLM-based evaluators and humans exceeds 0.95, 1352

demonstrating the reliability of using LLM as an 1353

evaluator. Therefore, our approach can be scaled 1354

up to accommodate more LLMs. We select twenty 1355

LLMs and report their ranking results in Table 9 1356

(Appendix). It can be observed that the ranking of 1357

these twenty LLMs exhibits a high level of consis- 1358

tency compared with the rankings obtained from 1359

Chatbot Arena (a labor-intensive crowdsourcing 1360

method), indicating that our approach can effec- 1361

tively approximate Chatbot Arena with less labor 1362

and time costs. 1363

G More Experimental Results 1364

G.1 Discussions on Sampling Algorithm 1365

Comparison 1366

We compare the performance of MAD competi- 1367

tion with other sampling algorithms in Section 1368
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Table 7: Comparison of ranking results using different sampling algorithms in Writing scenario.

Model
Ours DiffUse Anchor Points KL Divergence Cross-Entropy Random

"Golden" ranking
(Chatbot Arena)

Rank Elo Rating Rank Elo Rating Rank Elo Rating Rank Elo Rating Rank Elo Rating Rank Elo Rating Rank Accuracy

GPT-4-Turbo 1 1086 1 1129 1 1127 1 1075 1 1046 1 1080 1 1250

OpenChat-3.5 2 1028 3 1028 3 1011 4 1005 4 1026 3 993 2 1091

WizardLM-13B 3 1022 4 989 2 1037 5 988 5 995 5 985 3 1068

GPT-3.5-Turbo 4 1010 5 942 7 941 2 1033 2 1035 4 988 4 1059

Vicuna-13B 5 990 7 931 6 944 6 974 6 942 6 983 5 1042

QWen-14B-Chat 6 954 2 1044 4 993 3 1007 3 1030 2 1038 6 1035

ChatGLM3-6B 7 910 6 938 5 946 7 919 7 925 7 932 7 955

3.4. Specifically, we evaluate in the reasoning (Ta-1369

ble 3) and writing (Table 7) scenarios. For Dif-1370

fUse(Ashury-Tahan et al., 2024), it clusters the1371

embedding differences between model responses1372

and calculates the expected evaluation result by1373

repeatedly selecting one instruction from each clus-1374

ter. We set the number of clusters to 10 (i.e., sam-1375

pling 10 samples between each pair of models),1376

and we sample three times within each cluster to1377

estimate the final ranking expectation. For Anchor1378

Points (Vivek et al., 2023), it aims to select a small1379

subset of representative data points (anchor points)1380

from a large dataset, using the K-Medoids algo-1381

rithm to ensure high correlation between the anchor1382

points and other points in the dataset in terms of1383

model predictions. We set K = 10 to simulate sam-1384

pling 10 samples between each model pair. For KL1385

Divergence and Cross-Entropy Sampling (Boub-1386

dir et al., 2023), the sampling method is similar1387

to MAD competition, except that the similarity1388

measure is based on the KL divergence and cross-1389

entropy between the log probabilities of tokens in1390

the model responses. We also sample 10 samples1391

for each model pair. Therefore, for each scenario,1392

DiffUse requires 630 samples (i.e., C2
7 × 10× 3),1393

while the other sampling algorithms only require1394

210 samples.1395

As shown in Table 3 and Table 7, our MAD com-1396

petition provides the most accurate estimation of1397

the golden ranking. For the KL and CE sampling1398

algorithms, we believe their failure stems from the1399

similarity measure based on token log probabilities,1400

which does not reflect the quality differences in1401

model responses. This is one of the possible rea-1402

sons why their ranking results are not better than1403

random sampling. For DiffUse, we find that this1404

clustering-based algorithm is highly dependent on1405

the number of samples. With K = 3, it does not1406

seem to achieve optimal performance. For Anchor1407

Points, it aims to select data points that represent1408

the entire dataset, so a much larger sampling size1409

Table 8: Ranking of our method on Chatbot Arena real
data

Model
Ranking

Chatbot Arena
Ours

(Ada-002)
Ours

(BERTScore)
Random

GPT-4-Turbo 1 (1189) 1 (1048) 1 (1056) 1 (1076)
Claude-V1 2 (1132) 3 (1008) 2 (1038) 3 (1028)
GPT-3.5-Turbo 3 (1072) 2 (1012) 3 (1020) 2 (1032)
PaLM-2 4 (1000) 4 (1004) 4 (1012) 5 (982)
Vicuna-13B 5 (995) 5 (1001) 5 (1002) 4 (1006)
Koala-13B 6 (935) 6 (987) 6 (967) 6 (968)
Alpaca-13B 7 (850) 7 (982) 7 (964) 8 (954)
ChatGLM-6B 8 (827) 8 (962) 8 (954) 7 (955)

than 10 is needed to obtain good results. 1410

Therefore, compared to our method, these base- 1411

lines have two main limitations: (1) The amount 1412

of selected data is relatively large, for example, 1413

DiffUse requires multiple samples to compute the 1414

expectation; (2) The selected data is not processed 1415

in an unbiased way. 1416

G.2 Further Validation on Chatbot Arena 1417

To validate the reliability of our method, we apply 1418

our evaluation method to the Chatbot Arena Con- 1419

versations (Zheng et al., 2023), a publicly available 1420

dataset with human preference annotations. We 1421

focused exclusively on the first-round interactions 1422

of each conversation, without restricting the lan- 1423

guage of the conversations. Seven models were 1424

selected based on their highest occurrence frequen- 1425

cies: GPT-4, Claude-V1, GPT-3.5-Turbo, PaLM-2 1426

(Anil et al., 2023), Vicuna-13B, Koala-13B (Geng 1427

et al., 2023), Alpaca-13B (Taori et al., 2023), and 1428

ChatGLM-6B. To ensure a substantial number of 1429

comparisons between pairs of models, we aimed 1430

for a frequency close to or exceeding 200 compar- 1431

isons. A subset of 7,471 samples was collected. As 1432

illustrated in Table 8, our sample-efficient method 1433

demonstrated remarkably high consistency with 1434

actual rankings in Chatbot Arena, confirming 1435

the reliability of our approach. 1436
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Table 9: The ranking results of our method for twenty LLMs, using LLM-based evaluators for pairwise comparison.
The gray background is the rank in the Chatbot Arena leaderboard. The Spearman’s coefficient between them is
0.965.

Model Chatbot Arena Overall Understanding Reasoning Writing Coding

Rank Rank Elo Rating Rank Elo Rating Rank Elo Rating Rank Elo Rating Rank Elo Rating

GPT-4o-2024-05-13 1 1 1151 1 1166 7 1065 1 1106 3 1097

GPT-4o-mini-2024-07-18 2 3 1144 5 1126 6 1078 3 1096 6 1077

Claude-3.5-Sonnet-20240620 3 4 1142 4 1139 1 1105 6 1054 2 1110

Gemini-1.5-pro-latest 4 5 1112 6 1110 4 1088 7 1052 9 1044

GPT-4-Turbo-2024-04-09 5 2 1147 2 1164 5 1078 2 1104 1 1110

GPT-4-1106-preview 6 6 1100 3 1144 2 1103 4 1088 5 1080

Claude-3-Sonnet-20240229 7 8 1077 7 1055 3 1103 12 1022 4 1097

Gemma2-9B-it 8 9 1069 8 1035 8 1030 8 1049 7 1058

Llama3.1-8B-it 9 7 1079 10 978 10 1009 5 1070 11 1014

Llama3-8B-it 10 13 1001 18 878 15 951 11 1023 14 964

Gemini-pro 11 11 1021 15 910 11 1006 13 1014 8 1048

Qwen1.5-14B-Chat 12 10 1030 11 973 12 1000 10 1026 12 998

OpenChat-3.5 13 16 939 12 959 9 1016 16 930 16 911

Mistral-7B-it 14 12 1005 16 910 16 941 9 1032 15 930

Qwen1.5-7B-Chat 15 14 969 9 1016 13 983 14 975 13 977

GPT-3.5-Turbo-1106 16 15 942 13 959 14 977 15 952 10 1017

Wizardlm-13B 17 17 815 17 909 20 832 17 906 18 881

Vicuna-13B 18 18 804 19 871 19 851 18 889 19 865

Qwen-14B 19 19 786 14 924 17 924 19 836 17 909

ChatGLM3-6B 20 20 670 20 773 18 859 20 777 20 814

G.3 Comparison between LLM-based1437

Evaluation and Human Judgement1438

To validate the feasibility of using LLM-based eval-1439

uators to replace human judgments, we distributed1440

instructions sampled from the MAD competition1441

to both LLMs and humans for pairwise compar-1442

ison, and ranked them using the Elo rating sys-1443

tem. Specifically, we employ five SOTA LLMs1444

(GPT-4-Turbo, GPT-4o, GPT-4o-mini, Claude-3.5-1445

Sonnet and Gemini-1.5-Pro) with scenario-specific1446

prompts as evaluators for pairwise comparison.1447

The results in Table 6 show that the Spearman’s co-1448

efficient between the preferences of LLM-based1449

evaluators and humans reached 0.95 or higher,1450

demonstrating the reliability of using LLM as an1451

evaluator.1452

G.4 Scaling Up to Extensive LLMs1453

Building upon the LLM-based evaluators, our ap-1454

proach can be scaled up to accommodate extensive1455

LLMs. In this experiment, we have selected twenty1456

LLMs and ranked them using our method with1457

LLM-as-a-judge for pairwise comparison. The1458

prompts are shown in Table 15 - Table 18. The1459

ranking results are reported in Table 9. It is worth1460

noting that the ranking of these LLMs exhibits a1461

high level of consistency compared to the rank-1462

ings obtained from Chatbot Arena, indicating that1463

our approach can effectively approximate Chatbot 1464

Arena with less labor and time costs. 1465

G.5 Pairwise Comparison Results 1466

Figure 5 presents the pairwise comparison results 1467

in the overall and four specific scenarios (scientific 1468

knowledge understanding, math reasoning, creative 1469

and functional writing, and code generation and 1470

explanation). One can observe that GPT-4-Turbo 1471

and Gemini-Pro are the top-2 competitive LLMs, 1472

surpassing other models significantly. 1473

G.6 Case Studies 1474

In this section, we show several cases that validate 1475

our findings in Table 10. 1476

In the scientific knowledge understanding sce- 1477

nario, Table 22 illustrates cases where proprietary 1478

models outperform open-source models. Indeed, 1479

proprietary models often excel in answering scien- 1480

tific questions due to their robust knowledge reser- 1481

voir and utilization capabilities. Table 23 demon- 1482

strates that, while both OpenChat-3.5 and the pro- 1483

prietary model GPT-3.5-Turbo successfully address 1484

core knowledge points, OpenChat-3.5 is preferred 1485

by humans for its richer detail and analysis. 1486

In the math reasoning scenario, the two models 1487

in Table 24, WizardLM-13B and OpenChat-3.5, 1488

produce different results due to their different rea- 1489

soning paths. In cases of easy math problems, the 1490
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Table 10: Some strengths and weaknesses of LLMs discovered by our experiments.

Model Strengths Weaknesses

GPT-4-Turbo Writing: powerful writing capability.
Reasoning: clear reasoning logic.
Coding: high success rate in code execution.

Others: laziness, slight deviation in instruction com-
prehension.

Gemini-Pro &
OpenChat-3.5

Writing: strong writing capability.
Reasoning: clear reasoning logic.

Reasoning: limited ability in complex arithmetic
computations.
Coding: insufficient accuracy in writing complex
code.

GPT-3.5-Turbo Coding: strong coding proficiency. Understanding: short reply length, lack detailed anal-
ysis.
Others: laziness

WizardLM-13B Writing: relatively strong writing capability. Reasoning: unclear reasoning logic, weak arithmetic
ability.
Coding: limited coding proficiency.

QWen-14B Coding: relatively high success rate in execu-
tion.

Reasoning: limited ability in complex arithmetic
computations.
Writing: short reply length, simple content.
Others: (somewhat) laziness.

ChatGLM3-6B Reasoning: relatively rigorous logic,
relatively accurate arithmetic operation.

Understanding: limited knowledge reserve, explana-
tion lacks details.
Reasoning: limited ability in complex arithmetic
computations.
Writing: short reply length, simple content.
Coding: low success rate in code execution, disre-
gard for instruction requirements.
Others: laziness.

Vicuna-13B Writing: exceptional instruction-following
capability.

Understanding: lack of expertise in explanation, mod-
erate knowledge reserve.
Reasoning: limited computational and reasoning ca-
pabilities.
Coding: low success rate in code execution, disre-
gard for instruction requirements.

divergent reasoning paths often lead to discrep-1491

ancies in results, reflecting that WizardLM is not1492

adept at step-by-step reasoning. Table 25 illus-1493

trates that differences in arithmetic computation1494

capabilities typically result in divergent outcomes,1495

indicating that WizardLM’s computational abilities1496

are still in need of enhancement.1497

In the writing scenario, Table 26 illustrates that1498

responses with richer content are more preferred1499

by humans. We analyze in Figure 6 the average1500

response lengths of different models in the writ-1501

ing scenario, where models with longer response1502

lengths tend to rank higher overall.1503

In the coding scenario, although human sub-1504

jects simultaneously pay attention to the accuracy1505

of the code, its readability, and whether it meets1506

the instruction requirements, accuracy always re-1507

mains the most important consideration. As shown1508

in Table 27, we found that even the responses1509

of Vicuna-13B include explanations of the code,1510

while Gemini-Pro’s responses are more concise, hu-1511

man subjects still prefer Gemini-Pro because only1512

Gemini-Pro provides reliable code. 1513

Counterexamples of GPT-4-Turbo Although 1514

GPT-4-Turbo achieved the highest rank in our 1515

method, we argue that it is not always outstand- 1516

ing. Table 28 compares the performance of GPT- 1517

4-Turbo and OpenChat in explaining the Dijkstra 1518

algorithm. OpenChat’s provision of code imple- 1519

mentation makes responses more intuitive and eas- 1520

ily understandable to humans, thus gaining human 1521

preference. This suggests that future strong LLMs 1522

should choose appropriate response methods based 1523

on specific contexts. Table 29 and Table 31 find that 1524

GPT-4-Turbo occasionally fails to understand cer- 1525

tain instructions well; for example, controversially, 1526

it considers Rosalind Franklin’s work as “underap- 1527

preciated," whereas her work is actually acknowl- 1528

edged and praised by contemporary society. This 1529

suggests that future strong LLMs should possess 1530

better text comprehension abilities and minimize 1531

controversial responses as much as possible. Ta- 1532

ble 30 demonstrates that GPT-4-Turbo still faces 1533
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Table 11: The instruction evolution prompt for scientific knowledge understanding

You are a brilliant assistant. Your goal is to draw inspiration from the #Given Prompt# to create a brand-new prompt which is
used to evaluate the domain knowledge of a college human student.
The new prompt must be reasonable, unambiguous and must be understood and responded by humans.
Your response should include ’new_prompt’ and ’answer’ in following format:
{{
"new_prompt": "The new prompt for domain knowledge. Try your best to focus on subject basic knowledge and theorems.",
"answer": "The answer of the new prompt"
}}
Output the response in JSON.

The new #Created Prompt# should also belong to the similar domain as the #Given Prompt#.
The question in #Created Prompt# should focus on subject basic knowledge and theorems that can evaluate a college student.
The LENGTH and difficulty level of the #Created Prompt# should be similar to that of the #Given Prompt#.

#Given Prompt#:
{instruction}

#Created Prompt#:
Now, output your response with ’new_prompt’ and ’answer’ in above format:

Table 12: The instruction evolution prompt for math reasoning

You are a brilliant assistant. Your goal is to draw inspiration from the question and the associated answer in #Given Prompt#
to create a brand-new prompt which is used to evaluate the math reasoning capability of a primary school student.
The new prompt must be reasonable, unambiguous and must be understood and responded by humans.
Your response should include ’question’ and ’answer’ in following format:
{{
"question": "The new question for math reasoning. Try your best to follow the same difficulty level and the similar length.",
"answer": "The step-by-step answer of the new question."
}}
Output the response in JSON.

The new question and the step-by-step answer in #Created Prompt# should follow the same format as the #Given
Prompt#.
The question in #Created Prompt# should focus on grade school math problem.
The LENGTH and difficulty level of the #Created Prompt# should be similar to that of the #Given Prompt#.

#Given Prompt#:
Question:
{instruction}
Answer:
{output}

#Created Prompt#:
Now, output your response with ’question’ and ’answer’ in above format:

accuracy issues in code writing and fails to ad-1534

here to the “under 15-lines" code line limit. Ta-1535

ble 32 shows that GPT-4-Turbo occasionally ex-1536

hibits “laziness", i.e., it fails to directly respond1537

to user instruction, thereby not meeting the need1538

of human users. This suggests that future strong1539

LLMs should alleviate this laziness and better fol-1540

low human instructions.1541
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Table 13: The instruction evolution prompt for creative and functional writing

You are a brilliant assistant. Your goal is to draw inspiration from the #Given Prompt# to create a brand-new prompt with
SAME FORMAT (i.e. same structure and number of sentences) which is used to evaluate the writing ability of a human
student. The new prompt must be reasonable and must be easily understood and responded by humans.
You should design a more rare scenerio or topic that are totally DIFFERENT from the #Given Prompt# but has practical
significance.
The LENGTH and difficulty level of the #Created Prompt# should be extremely similar to that of the #Given Prompt#.
’#Given Prompt#’, ’#Created Prompt#’, ’given prompt’ and ’created prompt’ are not allowed to appear in #Created Prompt#.

#Given Prompt#:
{instruction}

#Created Prompt#:
The new prompt is:

Table 14: The instruction evolution prompt for code generation and explanation

You are a brilliant assistant. Your goal is to add some constraints to the python question in #Given Prompt# to make the
rewritten prompt a bit more challenging. The rewritten prompt is used to evaluate the coding ability of a human student. The
rewritten prompt must be reasonable and must be easily understood and responded by humans.
Your response should include ’new_prompt’ and ’answer’ in following format:
{{
"new_prompt": "The rewritten python prompt with 2 constraints setted",
"answer": "The python code and brief code explanation to the rewritten prompt. For code, 10 to 30 lines is recommended"
}}
Output in JSON.

The rewritten prompt should reverse the scenarios in the #Given Prompt#. You should add 2 of the following
constraints to the rewritten prompt:
1. limits the number of code lines, e.g. ’Write a xxx lines python code’. 10 to 30 lines is recommended and preferred.
2. Requires high efficiency (time or space) of the code algorithm, e.g. ’Write a sufficiently efficient python code’.
3. Force the use of a certain python library, e.g. "Write a python code ... using the library ’numpy’".
4. limits the complexity of the code, i.e. "Write a python code ... easy to read for freshman".

the rewrited prompt can only add 10 to 20 words into the #Given Prompt#. You should try your best not to make
the new prompt become verbose.

#Given Prompt#:
{instruction}

#Response#:
Now, choose 2 constraints and create a new prompt:
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Table 15: The prompt for LLM-based evaluators to conduct pairwise comparison in the understanding scenario.

Please act as an impartial judge and evaluate the quality of the responses provided by two AI assistants to the user question
displayed below. You are given a reference answer of the user question. You should choose the assistant that follows the
user’s instructions and answers the user’s question better. Your evaluation should consider the following factors:

1. Accuracy: Whether the answer is correct based on the reference answer.
2. Core Knowledge Points: Whether the answer covers the core knowledge points of the question.
3. Logical Consistency: Whether the answer is logically clear and presents the arguments coherently.
4. Clarity of Expression: Whether the answer uses precise language and is easy to understand.
5. Relevance: Whether the answer stays focused on the question without deviating from the topic.

If both assistants provide correct answers that cover the core knowledge points, it should be considered a tie (C),
regardless of the length or detail of the responses. Only choose a winner if one assistant’s response is clearly superior in
terms of the evaluation factors.
Begin your evaluation by comparing the two responses and provide a short explanation. Avoid any position biases and
ensure that the order in which the responses were presented does not influence your decision. Do not allow the length of the
responses to influence your evaluation. Do not favor certain names of the assistants. Be as objective as possible. Output “A"
if assistant A is better, “B" if assistant B is better, and “C" for a tie. Output your final verdict by strictly following this format:
{
“explanation": “The short explanation of your evaluation.",
“winner": “A, B or C."
}
Output this format in JSON.

[The Start of User Question]
{question}
[The End of User Question]

[The Start of Reference Answer]:
{answer}
[The End of Reference Answer]

[The Start of Assistant A’s Answer]
{response_1}
[The End of Assistant A’s Answer]

[The Start of Assistant B’s Answer]
{response_2}
[The End of Assistant B’s Answer]
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Table 16: The prompt for LLM-based evaluators to conduct pairwise comparison in the reasoning scenario.

Please act as an impartial judge and evaluate the quality of the responses provided by two AI assistants to the user question
displayed below. You are given a reference answer of the user question. You should choose the assistant that follows the
user’s instructions and answers the user’s question better. Your evaluation should consider the following factors:

1. Accuracy: Whether the answer is correct based on the reference answer.
2. Logical Consistency: Whether the answer is logically clear and presents the arguments coherently.
3. Clarity of Expression: Whether the answer uses precise language and is easy to understand.

If both assistants provide same final answer, it should be considered a tie (C), regardless of the length or detail of
the responses. Only choose a winner if one assistant’s response is clearly superior in terms of the evaluation factors, e.g. one
achieves the correct answer while another fails.

Begin your evaluation by comparing the two responses and provide a short explanation. Avoid any position bi-
ases and ensure that the order in which the responses were presented does not influence your decision. Do not allow the
length of the responses to influence your evaluation. Do not favor certain names of the assistants. Be as objective as possible.
Output “A" if assistant A is better, “B" if assistant B is better, and “C" for a tie. Output your final verdict by strictly following
this format:
{
“explanation": “The short explanation of your evaluation.",
“winner": “A, B or C."
}
Output this format in JSON.

[The Start of User Question]
{question}
[The End of User Question]

[The Start of Reference Answer]:
{answer}
[The End of Reference Answer]

[The Start of Assistant A’s Answer]
{response_1}
[The End of Assistant A’s Answer]

[The Start of Assistant B’s Answer]
{response_2}
[The End of Assistant B’s Answer]

24



Table 17: The prompt for LLM-based evaluators to conduct pairwise comparison in the writing scenario.

Please act as an impartial judge and evaluate the quality of the responses provided by two AI assistants to the user question
displayed below. You should choose the assistant that follows the user’s instructions and answers the user’s question better.
Your evaluation should consider the following factors:

1. Accuracy: How well the response matches the user’s instructions and stays on topic.
2. Creativity: The uniqueness of the perspective and the ability to engage the reader.
3. Logic and Structure: Clarity of structure with a clear beginning, middle, and end, and logical flow of ideas.
4. Language Expression: Clarity of language, richness of vocabulary, and appropriate use of rhetorical devices.
5. Detail and Depth: Provision of sufficient details to support main points or storyline and depth of exploration of the topic.

Begin your evaluation by comparing the two responses and provide a short explanation. Avoid any position bi-
ases and ensure that the order in which the responses were presented does not influence your decision. Do not allow the
length of the responses to influence your evaluation. Do not favor certain names of the assistants. Be as objective as possible.
Output “A" if assistant A is better, “B" if assistant B is better, and “C" for a tie. A tie should be determined based on the
following criteria:

1. Similar Quality: When the two responses are close in performance without any significant difference. Perfor-
mance is measured by quality, is not related to the length of the responses.
2. Similar Core Content Match: When the performance of both responses are close in meeting the main requirements of
the user’s instructions.
3. Complementary Strengths: When one response excels (or fails) in some aspects and the other in different aspects, but
their overall quality is comparable.

DO NOT make the judgement too strict. You can output “C" just because they are similar.
Output your final verdict by strictly following this format:
{
“explanation": “The short explanation of your evaluation.",
“winner": “A, B or C."
}
Output this format in JSON.

[The Start of User Question]
{question}
[The End of User Question]

[The Start of Assistant A’s Answer]
{response_1}
[The End of Assistant A’s Answer]

[The Start of Assistant B’s Answer]
{response_2}
[The End of Assistant B’s Answer]
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Table 18: The prompt for LLM-based evaluators to conduct pairwise comparison in the coding scenario.

Please act as an impartial judge and evaluate the quality of the responses provided by two AI assistants to the user question
displayed below. You should choose the assistant that follows the user’s instructions and answers the user’s question better.
Your evaluation should consider the following factors:

1. Accuracy: Whether the code correctly implements the user’s requirements or the explanation is accurate.
2. Level of Detail: Whether the code or explanation is detailed enough to meet the user’s needs.
3. Logical Consistency: Whether the code structure or explanation logic is clear and consistent.
4. Code Quality: The quality of the code, including readability, efficiency, and maintainability.
5. Creativity and Reasonableness: Whether the code implementation or explanation shows creativity and is reasonable.

Begin your evaluation by comparing the two responses and provide a short explanation. Avoid any position bi-
ases and ensure that the order in which the responses were presented does not influence your decision. Do not allow the
length of the responses to influence your evaluation. Do not favor certain names of the assistants. Be as objective as possible.
Output “A" if assistant A is better, “B" if assistant B is better, and “C" for a tie. A tie should be determined based on the
following criteria:

- If both assistants’ responses are good across all criteria without significant quality differences, it should be judged as a tie.
- If both responses have significant errors (despite the errors may be different), it should be judged as a tie.
- If both responses have no significant differences in core accuracy and logical consistency, even if there are slight differences
in detail or code quality, it should be judged as a tie.
- If both responses follow different but reasonable and effective approaches, it should be judged as a tie.

Output your final verdict by strictly following this format:
{
“explanation": “The short explanation of your evaluation.",
“winner": “A, B or C."
}
Output this format in JSON.

[The Start of User Question]
{question}
[The End of User Question]

[The Start of Assistant A’s Answer]
{response_1}
[The End of Assistant A’s Answer]

[The Start of Assistant B’s Answer]
{response_2}
[The End of Assistant B’s Answer]
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0.12 0.25 0.10 0.15 0.23 nan 0.57 0.72

0.15 0.23 0.05 0.07 0.15 0.33 nan 0.38

0.05 0.03 0.07 0.12 0.17 0.23 0.25 nan

(c) Math Reasoning
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nan 0.50 0.59 0.64 0.67 0.74 0.76 0.74

0.27 nan 0.60 0.59 0.46 0.50 0.67 0.77

0.23 0.26 nan 0.37 0.46 0.53 0.59 0.70

0.10 0.19 0.46 nan 0.30 0.51 0.51 0.64

0.20 0.21 0.20 0.37 nan 0.29 0.41 0.53

0.04 0.16 0.34 0.24 0.40 nan 0.40 0.60

0.11 0.23 0.21 0.27 0.24 0.27 nan 0.44

0.13 0.13 0.16 0.20 0.24 0.21 0.29 nan

(d) Creative and Functional Writing
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nan 0.36 0.26 0.74 0.48 0.38 0.52 0.74

0.24 nan 0.28 0.44 0.56 0.70 0.70 0.74

0.26 0.24 nan 0.38 0.60 0.52 0.48 0.78

0.10 0.32 0.06 nan 0.40 0.44 0.18 0.28

0.12 0.12 0.08 0.36 nan 0.26 0.36 0.44

0.06 0.06 0.16 0.24 0.50 nan 0.16 0.52

0.08 0.14 0.28 0.18 0.16 0.28 nan 0.44

0.10 0.10 0.06 0.16 0.08 0.08 0.08 nan

(e) Code Generation and Explanation

Figure 5: Pairwise win rates matrix (Vertical axis:fi vs. Horizontal axis:fj) for the overall and four specific
scenarios, with darker red colors indicating higher win rates. Note that this is not a symmetric matrix due to the
existence of a tie.
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Table 19: The prompt for GPT-4-Turbo as a similarity metirc.

Given two responses, you are asked to evaluate the similarity between the two responses. Your evaluation should be based on
the following metrics:
1. Task and Theme: Analyze whether this text pair addresses the same open-ended task and theme. If the task or theme is
not entirely the same, analyze the similarities and differences.
2. Emotion and Semantics: Conduct an emotion and semantic analysis of this text pair, determining their similarity in
emotional polarity (positive, negative, and neutral) and semantic polarity.
3. Content Quality: Analyze the similarity in content quality between this text pair, considering aspects such as incomplete
content, nonsensical statements, lack of details, etc.
4. Details: Analyze the similarity in the details of the text content, such as the approach and steps in solving mathematical
problems, plot details in stories, etc.
5. Language Expression: Analyze the similarity in language expression of this text pair, including language style,
vocabulary, syntax, rhetorical devices, etc.
You should write a explanation carefully about your evaluation using ALL the metrics above [1]. DO NOT forget any metric
in your explanation.

Next, Your similarity evaluation will be integrated into a two-decimal score between 0 and 1 by strictly adhering
to the following scoring rubric:
1. 0.00-0.20: Extremely low similarity. It means responses met one of the following conditions: (1) The tasks they solved are
not the same, or their theme are totally different, (2) They have opposite semantic polarity, (3) They have opposite emotional
polarity, (4) There is a huge difference in content quality, i.e. one of the responses contains obvious incompleteness, or one of
the responses is nonsense because it simply repeats some sentences.
2. 0.21-0.40: Relatively low similarity. It means responses met one of the following conditions: (1) The tasks they solved are
same, their theme have few differences, but is nearly the same, (2) They have relatively low similarity in content quality due
to one of the responses contains few repetitive sentences, (3) They have completely different details or linguistic expression,
(4) They have relatively low similarity in semantic polarity or emotional polarity.
3. 0.41-0.60: Medium similarity. It means responses met all the following conditions: (1) Responses solve exactly the same
task, (2) They are similar in theme, semantic polarity and emotional polarity, (3) There are still some differences in linguistic
expression and details.
4. 0.61-0.80: Relatively high similarity. It means responses met all the following conditions: (1) Responses solve exactly the
same task, and have exactly the same theme, semantic polarity and emotional polarity, (2) There are few differences in
content, linguistic expression and details, resulting in relatively high similarity.
5. 0.81-1.00: Extremely similar. It means basically no difference can be found.
DO NOT VIOLATE ANY DETAIL IN SCORING RUBRIC. You should obey that if any of the conditions of ’extremely low
similarity’ and ’relatively low similarity’ are met, the score segment must be selected.

You should carefully compare the similarity evaluation with the scoring criteria and select the most correct score
range from the scoring rubric, then you should provide a specific score based on your evaluation. You should also describe
why you selected this score range and how you scored in your explanation [2]. Your explanation MUST be more than 100
words!

You must only respond with 2 components described below:
- explanation: “The explanation of your evaluation using all 5 metrics in [1] and scoring in [2], more than 100 words.",
- score: “The similarity score, a two-decimal score."
Output in JSON containing the explanation and score.

Now, please complete the following evaluation:
[response 1]:
{response_1}

[response 2]:
{response_2}
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Table 20: The differences in the top-10 instructions chosen by MAD with or without considering diversity. Without
considering diversity, we found that 4 out of the Top-10 instructions were related to poetry generation. However, the
situation eased when diversity was taken into account.

Top-K order without Diversity Measurement with Diversity Measurement

1 You have been assigned to evaluate the following
technological issue by considering opinions from di-
verse standpoints.
Is the widespread implementation of autonomous ve-
hicles on public roads justifiable?

You have been assigned to evaluate the following
technological issue by considering opinions from di-
verse standpoints.
Is the widespread implementation of autonomous ve-
hicles on public roads justifiable?

2 Devise a catchy mnemonic to remember the key ele-
ments.
An astronomical method for categorizing, observing,
and explaining Variable Star Observation Parameters
(VSOP).

I am particularly fascinated by the traditional sounds
of Mongolia. Could you provide me with the sheet
music for a classic Morin Khuur tune?

3 I am particularly fascinated by the traditional sounds
of Mongolia. Could you provide me with the sheet
music for a classic Morin Khuur tune?

Devise a catchy mnemonic to remember the key ele-
ments.
An astronomical method for categorizing, observing,
and explaining Variable Star Observation Parameters
(VSOP).

4 Draft a villanelle utilizing the traditional ABA ABA
ABA ABA ABA ABAA rhyme scheme.

Draft a villanelle utilizing the traditional ABA ABA
ABA ABA ABA ABAA rhyme scheme.

5 Compose a sonnet following the Shakespearean
rhyme pattern.

Designing a mascot for your environmental conserva-
tion campaign is a crucial step in engaging with the
community. Reflecting on the goals and fundamental
purpose of your initiative, you are required to con-
ceive a variety of appealing mascot concepts. Take
some time to ponder your ideas.

6 Can you compose sonnets that reflect the distinct
flavors of various cuisines? Begin with Italian pasta
dishes.

Design a program for a high school science fair. As-
sign a precise duration for each presentation included
in the event.

7 Draft a dialogue for a historical fiction novella. Write an essay discussing the three main economic
theories that explain market behavior.

8 Compose a brief narrative in 10-15 lines that encap-
sulates the experience of conducting a scientific field
research in a remote rainforest during a significant
weather phenomenon.

As a dedicated librarian, I cherish the opportunity
to introduce young readers to classic literature. I’m
currently seeking to diversify the selection of adven-
ture stories in our children’s section that highlight
female protagonists. Could you recommend a novel
featuring a young heroine that is suitable for readers
aged 8 to 12?

9 Are you able to concoct haikus about different forms
of transportation? Start with bicycles.

Hello, could you craft a narrative in the style of a
screenplay that features interactions among charac-
ters, set within the universe of Greek mythology, in-
cluding the figures, Hermes, Apollo, and Medusa.

10 Hello, could you craft a narrative in the style of a
screenplay that features interactions among charac-
ters, set within the universe of Greek mythology, in-
cluding the figures, Hermes, Apollo, and Medusa.

Outline the progression of major milestones in the
field of artificial intelligence in healthcare during the
year 2022.
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Table 21: The differences in the top-10 instructions chosen by four sampling strategies.

Top-K order Random KL Divergence Cross-Entropy Ours
1 You are asked to offer valuable

suggestions, relevant statistics,
or elucidation on the issue out-
lined below...

Craft a limerick centered
around a family embarking on
a submarine voyage to explore
the Mariana Trench, capturing
the whimsical tone of Lewis
Carroll.

Compose four essays on the
subject of climate change adap-
tation strategies, each with a
minimum of 300 words.

You have been tasked with offer-
ing informed perspectives, anal-
yses, or elucidations to address
the following question...

2 Compose a compelling essay on
the importance of learning a sec-
ond language.

Can you compose limericks
for various renewable energy
sources? Begin with solar
power.

Develop a Market Analysis Re-
port, following APA referencing
style, with six sections evaluat-
ing a different emerging tech-
nology...

... Suggest a few alternative
historical items that could tem-
porarily fill this space and en-
hance the exhibition’s narrative.

3 You have been assigned to ex-
plore the environmental impli-
cations of a modern dilemma...

Compose a limerick that uses
alliteration to add humor to the
described situation.
A clumsy chef spills the soup.

Craft a 1900-word science fic-
tion story set in an underwater
city.

Craft a one-page essay dis-
cussing the importance of pre-
serving linguistic diversity in
the age of global communica-
tion.

4 Draft a dialogue for a historical
fiction novella.

Craft a poem about Maya and
Leo launching an initiative to
clean up the ocean, using ad-
vanced robotic technology to
tackle the problem of marine
pollution...

Craft four separate evaluations
on the impact of technological
advancements on various educa-
tional methodologies, ensuring
that each evaluation consists of
at least 300 words.

Envision adapting the discov-
ery of penicillin into an interac-
tive escape room game.

5 Craft a 500-word essay on the
significance of preserving his-
torical languages that are on the
verge of extinction.

Compose a poem in the voice
of Edgar Allan Poe.

Craft a 1900-word adventure
story set in the midst of a per-
ilous journey across the Sahara
Desert in the early 20th century.

Develop a compelling and nu-
anced backstory for my protag-
onist, a cunning diplomat in a
fantasy realm...

6 Craft a tale about an ethnomusi-
cologist who discovers a remote
village where the people com-
municate using a complex sys-
tem of rhythm and drumming.

Compose a quatrain about a
group of scientists traveling to
the Arctic Circle to study the au-
rora borealis, reflecting the mys-
tical style of J.R.R. Tolkien.

Compose a 1900-word histori-
cal fiction narrative situated in
a secluded mountain monastery.

Draft a villanelle utilizing the
traditional ABA ABA ABA
ABA ABA ABAA rhyme
scheme.

7 Your assignment is to showcase
your proficiency in effective and
engaging marketing writing as
described below...

Compose a sonnet about a
group of friends on a hiking ad-
venture in the Swiss Alps...

Write four unique essays evalu-
ating the impact of technologi-
cal advancements on various ed-
ucational methodologies, ensur-
ing that each essay consists of
at least 300 words.

Reflect on the influence of
a scientific discovery you en-
countered in the past month.
Strive to make your evaluation
thoughtful and significant.

8 Compose a 500-word essay ex-
amining the difficulties faced
when introducing a new public
healthcare system in a develop-
ing country.

Compose a sonnet following
the Shakespearean rhyme pat-
tern.

Compose four distinct essays
analyzing the influence of cli-
mate change on different agri-
cultural practices...

Greetings, could you help
me formulate my introduction
speech for the local art gallery
opening?

9 You are assigned to explore the
following environmental issue
by detailing arguments for vari-
ous viewpoints...

Craft a sonnet detailing the ad-
venture of Leo and Harper as
they venture into the depths of
an unexplored cave system to ...

Pretend you are an innovative
urban planner who has been
tasked to present at a global
conference on sustainable cities.
Compose an essay...

You have been selected to
demonstrate your expertise in
critical analysis for the situation
described below...

10 ...Would you be able to supply
me with a detailed proposal?

Demonstrate your creative nar-
rative skills with this task...

Draft a 2000 word analysis
on the influence of community-
based recycling programs on re-
ducing municipal waste.

Compose a brief narrative be-
ginning with the provided open-
ing line...
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Table 22: In the scientific knowledge understanding scenario, the proprietary model (Gemini-Pro) demonstrates
significantly better understanding and application capabilities of knowledge compared to the open-source model
(Vicuna-13B).

Instruction:
What are the boundary conditions typically applied to solve the standard diffusion equation in one dimension?

Vicuna-13B Response:
The standard one-dimensional diffusion equation is given by:

∂c

∂t
= D

∂2c

∂x2

where c is the concentration of diffusing species, t is time, x
is position, and D is the diffusion constant.
The boundary conditions for this equation depend on the
specific problem being solved. However, some common
boundary conditions are:
1. Periodic boundary conditions: c(x, t) = c(x+ L, t)
2. Reflective boundary conditions: c(x, t) = c(x, 0)
3. Absorbing boundary conditions: c(x, t) = 0
4. Mixed boundary conditions: a combination of reflective
and absorbing boundary conditions.
It is important to note that the choice of boundary conditions
can affect the solution of the diffusion equation, and the
appropriate boundary conditions must be chosen based on
the specific problem being solved.

Gemini-Pro Response:
1. Dirichlet boundary condition: This condition specifies
the value of the solution at the boundaries. It is also known
as the fixed boundary condition. Mathematically, it can be
expressed as:

u(a) = g1, u(b) = g2

where a and b are the boundaries of the domain, u(a)
and u(b) are the prescribed values of the solution at the
boundaries, and g1 and g2 are constants or given functions.
2. Neumann boundary condition: This condition specifies
the value of the normal derivative of the solution at the
boundaries. It is also known as the flux boundary condition.
Mathematically, it can be written as:

∂u

∂x
(a) = h1,

∂u

∂x
(b) = h2

where h1 and h2 are constants or given functions.
3. Robin boundary condition: This condition is a combina-
tion of the Dirichlet and Neumann boundary conditions. It
specifies both the value of the solution and the value of its
normal derivative at the boundaries. Mathematically, it can
be expressed as:

u(a) = g1,
∂u(b)

∂x
+ αu(b) = h2

where α is a constant.
4. Periodic boundary condition: This condition is used
when the solution is expected to have a periodic behavior.
It requires the solution to have the same value at the two
boundaries, i.e.,

u(a) = u(b)

These are the common boundary conditions used to solve the
standard diffusion equation in one dimension. The specific
boundary condition to be applied depends on the physical
problem being solved.

Human Preference: Gemini-Pro

31



Table 23: In the scientific knowledge understanding scenario, when comparing with GPT-3.5-Turbo’s response,
OpenChat-3.5 provide fine-grained explanations while encompassing the required core knowledge, garnering
preference from the majority of human subjects.

Instruction:
How does Le Chatelier’s principle explain the effect of changing the concentration of a reactant on the
position of equilibrium in a chemical reaction? Provide a specific example with the relevant balanced
chemical equation and explain your answer.

OpenChat-3.5 Response:
Le Chatelier’s principle states that when a change is applied
to a system at equilibrium, the system will adjust itself to
counteract the change in order to regain its original state of
equilibrium. In the context of a chemical reaction at equi-
librium, this means that if a change is made to one of the
reactants or products, the position of the equilibrium will
shift in a way that minimizes the effect of the change.
One example of this can be observed in the reaction of hy-
drogen gas (H2) and iodine gas (I2) to form hydrogen iodide
(HI). The balanced chemical equation for this reaction is:
H2(g) + I2(g) ⇋ 2HI(g)
Initially, the reaction is at equilibrium, and the concentrations
of H2, I2, and HI are in a specific ratio. Now, let’s say we
increase the concentration of hydrogen gas (H2) by adding
more H2 to the system. According to Le Chatelier’s principle,
the system will respond by shifting the equilibrium position
to consume some of the excess hydrogen gas and minimize
its effect on the reaction.
To do this, the forward reaction (H2 + I2 → 2HI) will become
more favorable, as it consumes hydrogen gas and forms more
HI. This will eventually lead to a new equilibrium state where
the concentration of H2 is lower than it was before the change.
Conversely, if we were to decrease the concentration of hy-
drogen gas, the reaction would shift in the opposite direction
to consume more HI and form more H2, again restoring the
original concentration of H2.
In summary, Le Chatelier’s principle explains how changing
the concentration of a reactant affects the position of equilib-
rium in a chemical reaction. By increasing the concentration
of a reactant, the equilibrium position will shift to consume
more of that reactant and minimize its effect. Conversely,
decreasing the concentration of a reactant will cause the equi-
librium position to shift in the opposite direction, consuming
less of that reactant and minimizing its effect.

GPT-3.5-Turbo Response:
Le Chatelier’s principle states that if a system at equilibrium
is disturbed by a change in temperature, pressure, or concen-
tration of a component, the system will shift its position of
equilibrium to counteract the effect of the disturbance.
Let’s consider the reaction between nitrogen dioxide (NO2)
and dinitrogen tetroxide (N2O4):
2NO2(g) ⇋ N2O4(g)
If we increase the concentration of NO2, according to Le
Chatelier’s principle, the system will respond by shifting
the equilibrium to the left to counteract the increase in NO2
concentration. As a result, more N2O4 will be formed to
consume the excess NO2, thereby reducing the concentration
of NO2 and restoring equilibrium.
Conversely, if we decrease the concentration of NO2, the
system will shift the equilibrium to the right to produce more
NO2 and consume N2O4, again restoring equilibrium.
In both cases, Le Chatelier’s principle explains how the po-
sition of equilibrium shifts in response to changes in the
concentration of a reactant in order to maintain a constant
equilibrium condition.

Human Preference: OpenChat-3.5
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Table 24: In the math reasoning scenario, WizardLM-13B adopts an incorrect reasoning path leading to wrong
solutions, indicating that WizardLM-13B lacks the ability for step-by-step reasoning.

Instruction:
John wants to build a rectangular garden. He has 60 feet of fencing material. If he wants the length of the
garden to be twice the width, how long will each side of the garden be?

OpenChat-3.5 Response:
Let’s assume the width of the garden is W feet.
Since the length of the garden is twice the width, the length
will be 2W feet.
The perimeter of a rectangle is given by the formula: P =
2(length + width)
In this case, the perimeter is 60 feet, so we can write the
equation as:
60 = 2(2W + W)
Simplifying the equation, we get: 60 = 2(3W)
60 = 6W
Dividing both sides by 6, we get:
W = 10
So, the width of the garden is 10 feet.
Since the length is twice the width, the length is 2 * 10 = 20
feet.
Therefore, each side of the garden will be 10 feet and the
other side will be 20 feet.

WizardLM-13B Response:
To solve this problem, we can use the Pythagorean theorem,
which states that in a right-angled triangle, the square of the
length of the hypotenuse (the side opposite the right angle) is
equal to the sum of the squares of the other two sides. In this
case, the length of one side of the garden is equal to the sum
of the squares of the other two sides.
Let’s denote the width of the garden as ’a’ and the length as
’b’. We know that ’b’ is equal to 2*’a’, so we can rewrite the
equation as follows:
b2 = 2× a2

Now, we can use the Pythagorean theorem to find the value
of ’a’. Let’s denote ’c’ as the hypotenuse of a right-angled
triangle formed by the width and the length of the garden.
Then, we can write the equation as:
c2 = a2 + b2

Substituting the given values, we get:
c2 = 602

Solving for ’a’, we get: a =
√
602

Therefore, the width of the garden is
√
602 feet.

Human Preference: OpenChat-3.5

Table 25: In the math reasoning scenario, WizardLM-13B made an arithmetic error during the intermediate
reasoning process, leading to the eventual collapse of the final result.

Instruction:
A bakery sells cupcakes and cookies. Each cupcake costs $3 and each cookie costs $2. In one day, the bakery
makes $120 from selling cupcakes and $80 from selling cookies. How many items did the bakery sell in
total in one day?

WizardLM-13B Response:
First, we need to determine the total number of items sold
by the bakery in one day. We know that the bakery sold 40
cupcakes and 20 cookies. To find the total number of items
sold, we can simply add the number of cupcakes and cookies
together.
Step 1: Add the number of cupcakes and cookies.
Cupcakes: 40
Cookies: 20
Step 2: Calculate the total number of items sold.
Total items sold = Cupcakes + Cookies = 40 + 20 = 60
So, the bakery sold 60 items in total in one day.
The answer is: 60.

GPT-3.5-Turbo Response:
Sure! Let’s solve the problem step by step.
Let’s represent the number of cupcakes sold as C and the
number of cookies sold as K.
We are given the following information:
1. Each cupcake costs $3, and the bakery makes $120 from
selling cupcakes. This can be represented as 3C = 120.
2. Each cookie costs $2, and the bakery makes $80 from
selling cookies. This can be represented as 2K = 80.
Now, let’s solve the equations to find the values of C and K.
From the first equation, we can solve for C:
3C = 120
C = 120 / 3 = 40
From the second equation, we can solve for K:
2K = 80
K = 80 / 2 = 40
So, the bakery sold 40 cupcakes and 40 cookies in one day.
To find the total number of items sold, we add the number of
cupcakes and cookies:
Total items = 40 cupcakes + 40 cookies = 80 items
Therefore, the bakery sold a total of 80 items in one day.

Human Preference: GPT-3.5-Turbo
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Table 26: In the writing scenario, the response of GPT-4-Turbo has more sufficient details and rich content, while
ChatGLM3-6B’s response not only fails to meet the instruction requirements, but also lacking in content.

Instruction:
Craft an enticing menu for a local gastronomy event, utilizing vivid and appetizing descriptions to ensure
enthusiasm and attendance from community food enthusiasts and local restaurant owners.

GPT-4-Turbo Response:
Savor the Seasons: A Gastronomic Journey
Join us as we embark on a culinary adventure that celebrates
the best of local produce and traditional cooking techniques.
Our menu is designed to tantalize your taste buds while
showcasing the versatility and richness of our regional
flavors. Each dish is a love letter to our heritage, prepared
with skill and presented with pride. Get ready to indulge in a
symphony of tastes that will leave you craving for more.
Welcome Bite
Velvet Corn Whisper
A delicate amuse-bouche featuring a silky-smooth corn
espuma, crowned with a sliver of crispy pancetta and a
drizzle of chive oil, setting the stage for the symphony of
flavors to come.
Appetizer
Harvest Moon Carpaccio
Wafer-thin slices of heirloom beets, tenderly roasted and
arranged in a vibrant mosaic, complemented by a sprinkle
of goat cheese crumbles, candied walnuts, and an emerald
arugula pesto.
Soup
Whispering Waves Bisque
A creamy embrace of local sea harvest, this luscious bisque
combines the sweetness of fresh scallops and the depth of
roasted fennel, finished with a whisper of saffron and a
homemade oyster cracker perched on top.

...(multiple paragraphs omitted)

Specialty Beverage
Sunset Serenade
A handcrafted cocktail that captures the essence of dusk,
featuring a local gin infused with botanicals, a splash of
elderflower liqueur, fresh lemon, and a hint of lavender,
garnished with an edible flower.
We invite you to savor each bite, sip each drink, and immerse
yourself in the tapestry of tastes that our local gastronomy
has to offer. Our menu is a celebration of community,
tradition, and the art of good eating. Bon appétit!

ChatGLM3-6B Response:
Here’s a sample menu for the upcoming food festival:
Welcome to the Taste of Passion Menu
1. Incorrect: Baked chicken with roasted red peppers
2. Correct: Grilled chicken with roasted red peppers and a
zesty avocado salsa
3. Incorrect: Spaghetti with meatballs in marinara sauce
4. Correct: Hearty spaghetti with meatballs in a rich, home-
made tomato sauce
5. Incorrect: Roasted vegetables with quinoa and feta cheese
6. Correct: Grilled Vegetables with Quinoa and Feta Cheese
7. Incorrect: Fruit salad with a honey dressing
8. Correct: Heavenly Fruit Salsa with a Shortbread Crumb
Topping
9. Incorrect: Brownies with chocolate chips
10. Correct: decadent Brownies with chocolate chips and a
gooey center
Please let me know if you’d like me to provide more options
or if you have any dietary restrictions or preferences.

Human Preference: GPT-4-Turbo
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Figure 6: The average response length of each LLM in the writing scenario.

Table 27: In the coding generation scenario, both models in the sample meet the 10-line constraint. Despite
Gemini-Pro’s responses lacking detailed code explanations, its outputs ultimately gained human preference due to
the correctness of the code.

Instruction:
Write a Python function in under 10 lines to create a new tuple from the given string and list.

Gemini-Pro Response:
> def new_tuple(test_list, test_string):
> res = tuple(test_list) + (test_string, )
> return (res)

Vicuna-13B:
Here’s a possible implementation of the ‘new_tuple‘ function:
> def new_tuple(words, glue):
> """
> Creates a new tuple from the given string and list of words,
using the specified glue string to connect adjacent words.
> """
> return tuple(word + glue if i < len(words) - 1 else word
for i, word in enumerate(words))

This function takes two arguments: a list of words and a glue
string. It returns a tuple containing the words, with the glue
string inserted between adjacent words.

Human Preference: Gemini-Pro
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Table 28: Case study in the scientific knowledge understanding scenario. The response from OpenChat-3.5 includes
algorithm code after introducing the algorithm process, which is more vivid and easier for human users to understand
compared to the response from GPT-4-Turbo.

Instruction:
How can Dijkstra’s algorithm be used to find the shortest path between two nodes in a graph?

OpenChat-3.5 Response:
Dijkstra’s algorithm is a popular algorithm used for finding the shortest path
between two nodes in a weighted graph. Here’s how it works:
1. Initialize the algorithm:
- Create a set of unvisited nodes, and assign a tentative distance value to the
starting node (usually 0) and to all other nodes (infinity).
2. Select the unvisited node with the smallest tentative distance, and mark it as
visited.
3. Update the tentative distances of the neighboring nodes of the visited node.
For each neighbor, calculate the new tentative distance by adding the distance
from the starting node to the visited node to the distance from the visited node
to the neighbor. If the new tentative distance is less than the current tentative
distance of the neighbor, update the neighbor’s tentative distance.
4. Repeat steps 2 and 3 until all nodes have been visited or the target node has
been visited.
5. The shortest path from the starting node to the target node can be recon-
structed by backtracking from the target node to the starting node, following
the nodes with the smallest tentative distance at each step.
Dijkstra’s algorithm is guaranteed to find the shortest path in a graph with
non-negative edge weights. It is particularly efficient for sparse graphs, but
can be slow for dense graphs.
To implement Dijkstra’s algorithm, you can use the following Python code:
> import heapq
> def dijkstra(graph, start, target):
> unvisited = set(graph.keys())
> distances = {node: float(’inf’) for node in unvisited}
> distances[start] = 0
> path = {}

> while unvisited:
> current_node = min(unvisited, key=distances.get)
> if current_node == target:
> break
> unvisited.remove(current_node)

> for neighbor, weight in graph[current_node].items():
> distance = distances[current_node] + weight
> if distance < distances[neighbor]:
> distances[neighbor] = distance
> path[neighbor] = current_node

> path_to_target = [target]
> while path[path_to_target[-1]] is not None:
> path_to_target.append(path[path_to_target[-1]])

> return distances[target], path_to_target[::-1]

This function takes a graph (represented as a dictionary of nodes to their
neighbors and weight), a starting node, and a target node. It returns the shortest
path distance from the starting node to the target node, as well as the path itself
(a list of nodes).

GPT-4-Turbo Response:
Dijkstra’s algorithm is an algorithm for finding the shortest paths between
nodes in a graph, which may represent, for example, road networks. It was
conceived by computer scientist Edsger W. Dijkstra in 1956 and published
three years later.
The algorithm exists in many variants; Dijkstra’s original variant found the
shortest path between two nodes, but a more common variant fixes a single
node as the s̈ourcen̈ode and finds shortest paths from the source to all other
nodes in the graph, producing a shortest-path tree.
Here is a high-level description of Dijkstra’s algorithm to find the shortest path
between two nodes:
1. Initialization: Start by setting the initial node as the "current" node and
mark all other nodes as unvisited. Create a set of all the unvisited nodes called
the unvisited set.
2. Distance Assignments: Assign to every node a tentative distance value: set
it to zero for the initial node and to infinity for all other nodes. The tentative
distance of a node is the length of the shortest path discovered from the initial
node to that node.
3. Neighbor Assessment: For the current node, consider all of its unvisited
neighbors and calculate their tentative distances through the current node.
Compare the newly calculated tentative distance to the current assigned value
and assign the smaller one. For example, if the current node A is marked with
a distance of 6, and the edge connecting it with a neighbor B has length 2, then
the distance to B through A will be 6 + 2 = 8. If B was previously marked with
a distance greater than 8 then change it to 8. If not, leave it unchanged.
4. Mark as Visited: Once we have considered all of the unvisited neighbors
of the current node, mark the current node as visited. A visited node will not
be checked again.
5. Select the Next Node: If the destination node has been marked visited
(when planning a route between two specific nodes) or if the smallest tentative
distance among the nodes in the unvisited set is infinity (when planning a
complete traversal; occurs when there is no connection between the initial
node and remaining unvisited nodes), then stop. The algorithm has finished.
6. Repeat: Otherwise, select the unvisited node that is marked with the small-
est tentative distance, set it as the new "current node," and go back to step 3.
When you are interested in finding a shortest path between two specific nodes,
you can terminate the algorithm once the destination node has received a
permanent distance (i.e., is marked as visited).
After the algorithm has completed, the shortest path can be found by back-
tracking from the destination node to the starting node. Each node must keep
track of its "predecessor" on the shortest path from the starting node – this
allows the path to be reconstructed in reverse order, from the destination up to
the start node.

Human Preference: OpenChat-3.5
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Table 29: Case study in the math reasoning scenario. It seems that GPT-4-Turbo overlooked some details of the
instruction, leading to erroneous inference results.

Instruction:
A school has 10 classrooms, each with the same number of students. The school also has a library with 50
students. If the total number of students in the school is 250, how many students are there in each classroom?

GPT-3.5-Turbo Response:
Sure! To find out how many students are in each classroom,
we can use the information given in the question.
Let’s start by finding the total number of students in the
school. We know that there are 10 classrooms, each with the
same number of students. So, the total number of students
in the classrooms is 10 times the number of students in each
classroom.
Let’s say the number of students in each classroom is x. Then
the total number of students in the classrooms is 10x.
We also know that the library can accommodate 50 students
at a time. So, the total number of students in the school is the
sum of the students in the classrooms and the students in the
library, which is 10x + 50.
According to the question, the total number of students in the
school is 250. So, we can set up the equation:
10x + 50 = 250
Now we can solve for x:
10x = 250 - 50
10x = 200
x = 200 / 10
x = 20
Therefore, there are 20 students in each classroom.
So, the final answer is:
There are 20 students in each classroom.

GPT-4-Turbo Response:
To solve this problem, we want to find out how many students
are in each of the 10 classrooms, given that there are 250
students in total.
Step 1: Determine the total number of students.
The problem states that the total number of students in the
school is 250.
Step 2: Determine the number of classrooms.
The problem states that there are 10 classrooms in the school.
Step 3: Divide the total number of students by the number of
classrooms to find the number of students per classroom.
Number of students per classroom = Total number of students
/ Number of classrooms
Step 4: Perform the division.
Number of students per classroom = 250 / 10
Step 5: Calculate the final answer.
Number of students per classroom = 25
So, there are 25 students in each of the 10 classrooms.

Human Preference: GPT-3.5-Turbo
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Table 30: Case study in the code generation scenario. The response from GPT-4-Turbo exhibits errors in the test
cases and the generated code lacks conciseness.

Instruction:
Write a Python function in under 15 lines of code to find the median of two sorted lists of the same size.

GPT-3.5-Turbo Response:
Here’s a Python function to find the median of two sorted
lists of the same size:
> def get_median(list1, list2, size):
>
> """
> Finds the median of two sorted lists of the same size.
>
> Args:
> list1: The first sorted list.
> list2: The second sorted list.
> size: The size of each list.
>
> Returns:
> The median of the two lists.
> """
>
> merged_list = sorted(list1 + list2)
> mid = size - 1
> return (merged_list[mid] + merged_list[mid + 1]) / 2
>
> assert get_median([1, 12, 15, 26, 38], [2, 13, 17, 30,
45], 5) == 16.0
This function merges the two lists, sorts the merged list, and
then calculates the median based on the size of the merged
list.

GPT-4-Turbo Response:
def get_median_util(A, B, start_A, end_A, start_B, end_B):
> if end_A - start_A == 1:
> # Base case for when the array has only two elements
> return (max(A[start_A], B[start_B]) + min(A[end_A],
B[end_B])) / 2
> m1 = median(A, start_A, end_A)
> m2 = median(B, start_B, end_B)
> if m1 == m2:
> # If medians are equal, return either m1 or m2
> return m1
> # if m1 < m2 then median must exist in A[m1....] and
B[....m2]
> if m1 < m2:
> return get_median_util(A, B, (end_A + start_A + 1) //
2, end_A, start_B, (end_B + start_B + 1) // 2)
> else:
> # if m1 > m2 then median must exist in A[....m1] and
B[m2...]
> return get_median_util(A, B, start_A, (end_A + start_A
+ 1) // 2, (end_B + start_B + 1) // 2, end_B)
> def median(arr, start, end):
> n = end - start + 1
> if n % 2 == 0:
> return (arr[start + (n // 2)] + arr[start + (n // 2
- 1)]) / 2
> else:
> return arr[start + (n // 2)]
> def get_median(A, B, n):
> return get_median_util(A, B, 0, n - 1, 0, n - 1)
> # Test the function
> assert get_median([1, 12, 15, 26, 38], [2, 13, 17, 30,
45], 5) == 16.0

Human Preference: GPT-3.5-Turbo
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Table 31: Case study in the writing scenario. GPT-4-Turbo failed to fully comprehend the meaning of the word
"underappreciated" in the case. In comparison to Dr. Ignaz Semmelweis, the work of Rosalind Franklin is evidently
highly valued.

Instruction:
Demonstrate your critical thinking skills through the following exercise. Craft a detailed account of an
underappreciated scientific discovery and its impact.

GPT-3.5-Turbo Response:
One underappreciated scientific discovery with significant impact is the work
of Dr. Ignaz Semmelweis, a Hungarian physician who made a groundbreaking
contribution to understanding the importance of hand hygiene in preventing the
spread of infectious diseases. In the mid-19th century, Semmelweis worked in
a maternity clinic in Vienna, where he observed a high mortality rate among
women who gave birth in the hospital. He noticed that women who were
attended by doctors and medical students had a much higher mortality rate
from puerperal fever (childbed fever) compared to those attended by midwives.
Semmelweis became convinced that the high mortality rate was due to the
lack of hand hygiene among the doctors and students, who often went directly
from performing autopsies to delivering babies without washing their hands.
In 1847, he implemented a strict handwashing protocol using chlorinated lime
solution for the doctors and students before examining or delivering babies.
As a result, the mortality rate from puerperal fever dramatically decreased.
Despite the clear evidence of the effectiveness of hand hygiene in preventing
the spread of infectious diseases, Semmelweis faced significant resistance and
ridicule from the medical community. His ideas challenged the prevailing
medical beliefs of the time, and many doctors were unwilling to accept the
notion that they themselves were responsible for transmitting diseases to their
patients.
However, Semmelweis’s work laid the foundation for the modern understand-
ing of the importance of hand hygiene in healthcare settings. His findings were
a crucial step towards the development of aseptic techniques and the recog-
nition of the role of microorganisms in disease transmission. Semmelweis’s
work also contributed to the eventual acceptance of the germ theory of disease,
which revolutionized medical practice and led to significant improvements in
public health.
The impact of Semmelweis’s discovery continues to be felt today, as hand
hygiene remains a critical factor in preventing healthcare-associated infections.
His work has influenced the development of infection control practices and
has saved countless lives by reducing the spread of infectious diseases in
healthcare settings. Despite facing skepticism and rejection during his lifetime,
Semmelweis’s contribution to the understanding of hand hygiene and disease
transmission has had a lasting and profound impact on public health and medi-
cal practice.

GPT-4-Turbo Response:
Certainly. One underappreciated scientific discovery with profound impact is
the discovery of the structure of DNA by Rosalind Franklin, alongside James
Watson, Francis Crick, and Maurice Wilkins.
Background:
The story of DNA’s structure discovery often highlights Watson and Crick’s
1953 publication in the journal Nature, which proposed the double helix
structure of DNA. However, what is frequently overlooked is the critical contri-
bution of Rosalind Franklin, a British biophysicist and X-ray crystallographer.
Discovery:
Rosalind Franklin’s expertise in X-ray diffraction techniques allowed her to
take precise photographs of DNA fibers. Her Photo 51, which was shared with
Watson and Crick without her permission by her colleague Maurice Wilkins,
was pivotal in deciphering the double helix structure. Franklin’s photo revealed
the density patterns and the helical form of DNA, providing the necessary
clues to its structure.
The image showed an X shape, indicating a helical structure. The consistent
spacing of the horizontal bars suggested that the phosphate-sugar backbone
was on the outside of the molecule, with the bases paired in the interior. This
insight was crucial in understanding the base pairing mechanism, which is
central to DNA replication and function.
Impact:
Franklin’s work was fundamental for Watson and Crick’s model building, yet
her contribution was not fully recognized at the time, nor was she included as a
co-recipient of the Nobel Prize in Physiology or Medicine in 1962, which was
awarded to Watson, Crick, and Wilkins. Unfortunately, Franklin had passed
away four years earlier, and the Nobel Prize is not awarded posthumously.
The recognition of DNA’s structure was a watershed moment in biology and
medicine. It opened the door to understanding the genetic code and the mecha-
nism by which genetic information is passed from one generation to the next.
This knowledge laid the foundation for the entire field of molecular biology,
leading to advances such as DNA sequencing, genetic engineering, and the
Human Genome Project.
The discovery has had far-reaching implications for the diagnosis and treatment
of genetic diseases, the development of biotechnology, and the understanding
of evolutionary relationships. It has also raised ethical, legal, and social issues
related to genetic privacy, cloning, and gene editing.
In summary, while the narrative often celebrates Watson and Crick, the critical
contribution of Rosalind Franklin and her X-ray diffraction data was essential
to the discovery of the DNA double helix, a breakthrough that has had profound
and lasting impact on science and society. Her story serves as a reminder of
the importance of recognizing all contributors in scientific endeavors and the
sometimes complex interplay of collaboration, competition, and recognition in
the advancement of knowledge.

Human Preference: GPT-3.5-Turbo
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Table 32: Case study in the writing scenario. GPT-4-Turbo exhibited a sense of ’laziness’ in its responses, failing to
address the demands of the instruction, despite the instruction lacking specific details.

Instruction:
Hello, please assist me in drafting my inaugural speech.

OpenChat-3.5 Response:
Ladies and Gentlemen, esteemed colleagues, and fellow citi-
zens,
It is with great honor and humility that I stand before you
today as your newly elected leader. I am deeply grateful
for the trust and confidence you have placed in me, and I
am committed to serving you with integrity, diligence, and
passion.
As I embark on this journey, I would like to acknowledge
my predecessors who have laid a strong foundation for our
nation. Their dedication and tireless efforts have brought us
to this point, and their legacy will continue to guide us as we
move forward.
The challenges we face today are many, but I am confident
that together, we can overcome them. We must address is-
sues such as economic inequality, climate change, and social
injustice, and we must do so with a strong sense of unity and
purpose. We must remember that the strength of our nation
lies in our diversity and the power of our collective voices.
To achieve our goals, we must foster a spirit of collaboration
and inclusion. We must listen to and learn from one another,
and we must work together to create a future that is both
prosperous and just. We must also remain vigilant in our
defense of democratic principles and human rights, for these
are the cornerstones of our society.
In the months and years ahead, I pledge to work tirelessly
to uphold the values that have made our nation great. I will
strive to be a leader who is accessible, transparent, and ac-
countable to you, the people. I will work to ensure that your
voices are heard and that your concerns are addressed.
I am eager to embark on this journey with you, and I am
confident that, together, we can create a brighter future for
our nation. Thank you for your support, and may God bless
our endeavors.

GPT-4-Turbo Response:
I’d be happy to help you draft your inaugural speech, but I’ll
need some additional information, such as:
1. The position or role you are inaugurating.
2. The audience you will be addressing (e.g., community
members, professionals, students).
3. Key themes or issues you wish to address.
4. Your vision and goals in your new role.
5. Any specific achievements or acknowledgments you want
to include.
6. The tone you want to set (e.g., hopeful, determined, con-
ciliatory).
With that information, I can help you create a draft that is
tailored to your needs and the occasion. If you provide me
with those details, I’ll craft a speech for you. If you’re not
sure about some of the points, let me know, and I can offer
you some general guidance that you can refine to fit your
situation.

Human Preference: OpenChat-3.5
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