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Abstract

Linear attention Transformers and their gated variants, celebrated for enabling
parallel training and efficient recurrent inference, still fall short in recall-intensive
tasks compared to traditional Transformers and demand significant resources for
training from scratch. This paper introduces Gated Slot Attention (GSA), which
enhances Attention with Bounded-memory-Control (ABC [63])) by incorporating
a gating mechanism inspired by Gated Linear Attention (GLA [96]). Essentially,
GSA comprises a two-layer GLA linked via softmax, utilizing context-aware mem-
ory reading and adaptive forgetting to improve memory capacity while maintaining
compact recurrent state size. This design greatly enhances both training and infer-
ence efficiency through GLA’s hardware-efficient training algorithm and reduced
state size. Additionally, retaining the softmax operation is particularly beneficial
in “finetuning pretrained Transformers to RNNs” (T2R [41]) settings, reducing the
need for extensive training from scratch. Extensive experiments confirm GSA’s
superior performance in scenarios requiring in-context recall and in T2R settings.

1 Introduction

Transformers [88] have emerged as the predominant architecture for most, if not all, sequence
modeling tasks. Nevertheless, the quadratic complexity of softmax-based standard attention (SA)
poses significant challenges for long sequence modeling (e.g., video understanding and biological
sequence modeling). In the context of language modeling, where sequence lengths are moderate,
training efficiency is generally not a primary concern. However, during inference, the Key-Value (KV)
cache [34,164] grows linearly with the generation length, resulting in substantial memory burdens
and throughput bottlenecks due to high I/O costs.

Linear (kernelized) attention [42] and its gated variants [96} 82,168 61} [16} 69] have received interest
as promising alternatives to softmax attention. These models demonstrate strong performance in
language modeling and understanding tasks. Notably, they can be reframed as RNNs during inference,
achieving constant memory complexity and thereby significantly enhancing inference efficiency.

However, two key issues persist with these models: (i) Performance-wise, recent research indicates
that linear recurrent models still struggle with tasks requiring in-context retrieval or learning [2} 1} 137}
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28], and there is a fundamental recall-memory trade-off [3)91]] where all inference-time-constant-
memory models face inherent limitations. (ii) In terms of training efficiency, while linear attention
supports hardware-efficient chunkwise training [96] as implemented in FlashLinearAttention (FLA
[95]), training from scratch on trillions of tokens remains prohibitively expensive. A paradigm,
“finetuning pretrained Transformers to RNNs” (short for T2R [41]), has recently gained great attention
(101} 104154, 1317, 190]. This approach circumvents the high cost of training from scratch by requiring
only a few billion tokens for finetuning—about 1-3% of the total cost. However, linear attention
uses a different kernel method from softmax, leading to performance discrepancies when finetuning
pretrained softmax attention models to linear attention [101]].

To address these issues, we revisit the Attention with Bounded-Memory Control (ABC) model [63],
which retains the softmax operation, thereby reducing training-finetuning discrepancies between
standard and linear attention, making it ideal for T2R settings. Additionally, ABC enables more
effective state utilization, requiring less state size to achieve similar performance, as observed in Peng
et al. [63]]. This results in more efficient inference and potentially expands the Pareto frontier of the
recall-memory tradeoff [3|]. However, ABC has not gained significant attention due to its mediocre
language modeling performance and slow training speed.

In this work, we first reformulate ABC as two-pass linear attention linked via softmax, allowing us to
leverage the hardware-efficient chunkwise implementation from FLA [95] for more efficient training.
We then identify several limitations of ABC and propose a new model, dubbed Gated Slot Attention
(GSA), which is essentially a gated version of ABC, following the recent trend of enhancing linear
attention with gating mechanisms [96} 169 161} (16, 16} 162} |52} [65]].

Our extensive evaluation shows that GSA not only matches performance in language modeling
and understanding tasks but also significantly outperforms other linear models in in-context recall-
intensive tasks [3} 4], without requiring a large state size like RetNet [82] or GLA [96]. In the
T2R finetuning setting, we found that finetuning Mistral-7B [39]] to GSA surpasses large recurrent
language models (e.g., RWKV6-7B, Mamba-7B) and also outperforms finetuning Mistral-7B to other
linear models (e.g., RetNet, GLA) and other T2R methods like SUPRA [54], verifying the importance
of retaining the softmax operator. Finally, we remark that GSA achieves similar training speeds to
GLA while offering an inference speedup due to its smaller state size.

2 Background and Preliminary

2.1 Transformers as Unbounded Key-Value Memories

Given X = [z, ..., :cT]T € RT*4 where T is the sequence length and x; € R¢ is the i-th input
vector with d dimensions, SA with causal masking computes the output matrix:
0 =/((QK") © M)V, (1

where Q, K, V € RT* are linear mappings of the input X via learnable weights W, W, W, €
RI*d M = {M;; =1ifi > jo.w. — oo} is the causal mask to prevent future information leakage,
© denotes element-wise production, and f(-) is softmax (-).

Generally, K, V can be viewed as neural key-value memories I~(t, \~7t € Rmxd, respectively [81, 24]],
where m is the number of memory slots. At step t, the query q, = W x; € R first attends to the

key memories K to retrieve relevant information, which is then summarized into o; by computing

a weighted sum of the value memories {/'t [[104], where the weights are the normalized attention
scores:

o, =V, f(K.q,). @)

From this perspective, Transformers are equipped with an unbounded number of memory slots,
which grow linearly with respect to the sequence length [57] (i.e., m = t for step {)—a new key
ki = Wz, € R?is assigned with a unique memory slot upon its introduction. This leads to a simple
memory updating rule: K; = K; 1 U {k;}. The value memories V; are updated in a similar way.
This mechanism, however, comes at the cost of quadratic time complexity in terms of the sequence
length for training and O(7T'd) time/memory complexity for inference [[64], posing challenges for
large-scale models.



2.2 ABC [63]: Linearizing Attention with Bounded Memory Control

From a key-value memory perspective, the training and inference complexity of self-attention (SA)
can be reduced by fixing the number of memory slots to a constant size m < T' [27}151,163]. One
straightforward way to achieve this is by employing a first-in-first-out memory management strategy,
commonly known as sliding window attention (SWA). However, SWA is inefficient because it discards
all information outside the window, leading to poor performance in balancing the recall-memory
tradeoff [3]]. To achieve acceptable performance, SWA often requires a large window size (e.g., 4,096
tokens in Mistral [39]), which diminishes its advantage over to global attention.

When the number of tokens in a sequence exceeds the number of memory slots, it becomes necessary
to store information from multiple tokens in a single slot. To address this challenge, Peng et al. [63]]
propose the Attention-with-Bounded-memory-Control (ABC) mechanism, which allows multiple
tokens to be written into a single slot:

K, =K 1+¢,0k e R™? V,=V,_1+¢,0v, e R™? o, =VTf(Klq) e R? (3)

where o
_Y e )

> j=1j

Here, (¢;); represents the writing intensity of the sth token to the jth slot, obtained using a cumulative

softmax function (cf. [63} footnote 5]), which can be computed with a prefix sum.

o = exp (W¢Xi) eR™ ¢, =

ABC as two-pass linear attention. The outer-product-based additive memory update rule in Eq. 3]
bears a resemblance to linear attention [42], which involves the following recurrenc

S, =Si 1+ ks @v, € R¥4, o, =STq, e R? (5)

We denote this linear attention operator that computes o, from g;, k; and v; (Eq. [5) by {o; 271:1 =
LA({q;,k:,v;}E |). We show that the ABC operations can be written as

{O; ZT=1 = LA({qm kia ¢'L’}7,T=1)7
{0i}i_1 = LA({softmax(0}), ¢;, vi}i_1),

where o} € R™, 0; € R? Therefore, ABC can enjoy hardware-efficient linear-time chunkwise
training [96], as implemented in the FLA library [95]].

Remarks on state size. Peng et al. [63]] empirically demonstrated that ABC requires a smaller
state size to achieve comparable performance to other linear attention models, resulting in improved
inference efficiency. We offer the following intuitive explanation: the new query o’ aggregates the
entire history through the initial pass of linear attention, making it more context-aware and better at
locating desired items for retrieval. The subsequent softmax operator helps mitigate the attention
dilution issue [66]. From the perspective of Hopfield networks, softmax can exponentially increase
the memory size [45]]. Together, these factors suggest that ABC may possess an implicit large memory
capacity, even with a small actual recurrent state size.

2.3 GLA [96]: Linear Attention with Gating Mechanism

Linear attentions underperform softmax-attention Transformers in language modeling by a notable
margin. RetNet [82] and TransnormerLLM [68]] incorporate a data-independent exponential decay
factor for memory update as

S; =7Si-1 + kit @ v, € R

where 7y € (0, 1) is a scalar data-independent decaying factor; that is, the decay rate is fixed across
time steps and hidden channels (under the same head), disrespect to the input tokens. RetNet has
shown better language modeling performance compared to vanilla linear attentions thanks to the
decaying mechanism.

3For simplicity, we omit the normalization term, which has been shown to be unnecessary [[75}1661 52} 182} 96].



However, research in recurrent neural networks (RNNs) has shown that data-dependent decay (or
forget gates) is crucial for selectively retaining and forgetting information [22, 26], thus better
leveraging the fixed recurrent hidden state. This selective mechanism has been revisited in recent
state-space models [29, [16]. Inspired by LSTMs, Gated Linear Attention (GLA) [52,196] introduces
data-dependent decay parameters G; € (0,1)?*9 to gate the hidden state as follows,

St = GtQSt_1+kt®Ut ERdXd7 Oy =S$qf ERd.

[96] show that if gates are parameterized in an outer product form G; = a; ® 3,, and o, 3, € [0, l]d
depend solely on input x;, such recurrence can be rewritten as matrix multiplication, allowing for
hardware-efficient training with a chunkwise parallel form. In what follows, we will use the following
notation GLA({q;, ki, v;, o, 3;}1_,) = {0;}L_, to denote this computation. It is common to set
B; = 1 as in [96 169, 61]], which is also often written in the following equivalent form:
S: = Diag(a)Si—1 + kt @ vy.

Here k, can be viewed as the input gate, and o, can be viewed as the forget gate. In gated RNN
literature, it is common to couple these two gates via k; = 1 — a; [12}1106,167]]. In particular, Qin
et al. [69] proposed HGRN2, which uses this strategy as an improved parameterization of GLA,
showing better performance in language modeling.

3 Method

3.1 Motivation: Issues with ABC

We identify two primary limitations in ABC’s memory update rule. Firstly, it lacks a forgetting
mechanism, resulting in indefinite retention of items once written into memory slots. This prevents
efficient memory reuse by impeding the prompt clearance of slots for new information.

Secondly, the rule introduces an unwarranted inductive bias favoring tokens at the sentence’s begin-
ning. This contradicts the recency bias in natural language, where more recent information is often
more relevant. Prioritizing initial tokens over the recent ones conflicts with this inherent tendency in
natural language processing.

Specifically, for the first token, the writing strength to all slots is maximized (i.e., 91 = 1 € R™),
causing every memory slot to retain a copy of the first token’s representation. The absence of a
forgetting mechanism exacerbates this issue. For subsequent tokens, the writing strength diminishes
due to the influence of earlier tokens, as a result of the cumulative softmax in Eq. E} This makes it
challenging for the model to retain later tokens without learning a significantly large a;, potentially
leading to instability in long-context settings, as observed by Zhang et al. [100].

3.2 Gated Slot Attention (GSA): ABC with gating mechanism

To address these limitations, we propose Gated Slot Attention (GSA), which incorporates a gat-
ing mechanism to simultaneously resolve both issues by: (i) enabling the forgetting of historical
information, and (ii) introducing a recency inductive bias, as detailed below.

For each memory slot, the update rule is a simple gated RNN with a scalar data-dependent gating
value o; € [0, 1],

(Ki)i = ai(Ki )i+ (1 —a)ks € R (V)i = i(Vio)i + (1 — i), € RY
and these can be written in matrix form, which is reminiscent of HGRN?2 [69]].
K, = Diag(a) - K, 1+ (1-o) @k € R™*d
V, = Diag(ay) - Vo1 + (1-o)®v; € R™*4 6)
o; = VT softmax(K! q,) € R?

GSA as two-pass GLA. It is straightforward to see that we can write GSA as a two-pass GLA as
shown below:

{02}3:1 = GLA ({qta ktﬂ 1- g, O, l}le) (7)
{o:}{_, = GLA ({softmax(0}),1 — o, vs, 1, 0. }{_1)
Therefore, we can adapt GLA’s hardware-efficient chunkwise training algorithm for GSA training, as
shown in § [A]and § [B] We illustrate the recurrent representation of GSA in Figure



3.3 Neural Architecture

Outputs
~ ' N Norm
Vi (D) 2 ] 4
( N ( N
éx§——> o ——%
v, GLU Norm
- % J é
Norm
o9 $ é@@ Nx | — > [ Gated Slot Attenti ]
V X I ate Of ention
e 3 N p— :
ke 4 GSA I
X .
_ Norm Linear Linear
K, - K, \
N J S J U . S J
[
. . Inputs
Figure 1: The recurrent representation of
GSA. -w- means taking a; as input. Figure 2: The backbone of our proposed GSA models.

The overall architecture of our proposed model, GSA, is shown in Figure[2] Following the Llama
architecture [86], we use a stack of L GSA blocks, each comprising a GSA token mixing layer
followed by a Gated Linear Unit (GLU) channel mixing layer [19}[33]].

We utilize the multi-head attention mechanism [88] to capture different aspects of the input. For each
head h, the input to GSA token mixing is defined as

a kvl = o(Wha), o(Wia), o(Whe;) ®)

where ¢ is the Swish activation following [68]]. The forget gate is obtained by a linear transformation
followed by a sigmoid activation o with a damping factor 7 [96}83]: a/ = o(Wha;)'/7, EI where
the damping factor is to regulate the forget gate value to one, which has been shown to be crucial
for long-term dependency modeling [30,67]]. We feed them into a GSA layer to obtain outputs as
described in Eq.

{Ozh ZT:1 = GSA({Q?7 k?v 'Uzh? Ot? 1T:1)

Finally, we obtain output via
y; = W, (RMSNorm (Swish (Concat (o}, cee OH)))) )

K2
The total number of parameters for W,, Wy, W,,, and Wo is already 4d?, which is the same as in a
single standard softmax-attention layer. To control the overall parameter count, we aim to keep the
parameters for W, which amount to d Hm, relatively small. In practice, we set m = 64 to achieve a
balance between efficiency and effectiveness (§4.1.4). One way to further manage the total parameter
count is by reducing the number of heads. In practice, we set H = 4, ensuring that Hm < d. This
keeps the total number of parameters approximately equal to 4d2.E]

4 Experiments

4.1 Language Modeling

We perform moderate-scale language modeling experiments with 1.3B and 2.7B parameters on
Slimpajama corpus [79] for 100B tokens each.

We compare the performance of GSA against Llama Transformer architecture (i.e., Xfmr++ [86] and
recent subquadratic architectures including: Mamba [29], RetNet [82], GLA [96]] and HGRN2 [69].
We refer readers to § [C|for more details on baselines and other experimental setups.

*In practice we set 7 = 8.
SFor instance, in a 1.3B model with H x m = 64 x 4 = 256 and d = 2,048, the total number of parameters
amount to 4.125d?, introducing only a 0.125d> overhead.



4.1.1 Results on commonsense reasoning tasks

Following [29}196], we report the perplexities and zero-shot performance of commonsense reasoning
tasks including ARC, & ARC,. (ARC-easy, ARC-challenge) [14]; Hella. (Hellaswag) [99]], Lamb.
(Lambada) [59], PIQA [8], Wiki. (Wikitext) [S5], and Wino. (Winograde) [73]]. We note that these
tasks are typically short in length and do not require in-context learning capabilities, thus they do not
adequately reflect long-context modeling or in-context learning retrieval abilities. Nevertheless, as
shown in Table[I] we found that GSA performs comparably to the recent strong model HGRN2 with
an equally sized hidden state, while outperforming GLA and RetNet even with a smaller state size.

Table 1: The zero-shot results of 1.3B and 2.7B models evaluated by 1m-evaluation-harness [21].
L denotes number of layer while d denotes the model dimension.

Lamb. Wiki. | ARC. ARC. Hella. Lamb. PIQA Wino.

State size Avg.
pply pply acc acc, acc, acc acc acc
1.3B parameters with 100B training tokens, L=24, d=2,048
Xfmr++ N/A 153 17.1 54.1 27.1 493 470 703 549 505

Mamba 64 x Ld 154 17.3 57.1 28.2 50.3 444 718 523 507
RetNet 512 x Ld 154 17.3 574 279 50.3 446 717 51.8 506
GLA 256 x Ld 154 17.6 | 554 27.7 49.0 464 699 540 504
HGRN2 128 x Ld 11.8 169 | 58.1 28.1 51.8 494 714 523 519
GSA 128 x Ld 12.6  16.7 | 58.1 28.2 51.0 474 720 534 517

2.7B parameters with 100B training tokens, L=32, d=2,560

Xfmr++ N/A  10.7 152 59.8 27.5 54.2 52.3 72.7 56.2 53.8
Mamba 64 x Ld 13.6 15.9 60.7 29.8 53.9 46.4 72.8 539 529
RetNet 512 x Ld 11.9 15.8 59.6 28.1 54.0 49.6 72.3 53.8 529
GLA 256 x Ld 124 15.5 59.2 29.9 54.0 50.4 71.7 557 535
HGRN2 128 x Ld 8.8 14.6 60.8 30.3 58.7 554 73.0 542 554
GSA 128 x Ld 9.8 14.8 61.9 30.7 57.0 52.7 73.5 56.0 553

4.1.2 Results on in-context recall-intensive tasks

While subquadratic models can achieve comparable performance to (softmax-based) Transformers in
language modeling and understanding tasks, their performance on recall-intensive tasks significantly
lags behind Transformers and varies greatly across different subquadratic models, as observed in
many recent studies [3} 4} 196, 97]]. Therefore, it is crucial to improve linear models on in-context
recall-intensive tasks.

100 " (b) Results on the recall-intensive tasks used in [4]. We truncate the
] input to a maximum of 2K tokens.

s 75 State size FDA SWDE SQuAD NQ TriviaQA Drop Avg.

;% 0 1.3B params / 100B tokens, L=24, d=2048
g —e— GSA Xfmr++ N/A 46.0 29.2 41.0 248 588 213 36.9
< =%+ Mamba Mamba 64 x Ld 13.9 254 332 185 535 21.7 277
» {7t | RetNet 512x Ld 212 272 340 155 527 200 284
g i - HGRN2 GLA 256 x Ld 26.7 30.6 348 21.5 56.0 19.1 314
0 8 256 si2 HGRN2 128 x Ld 9.9 23.1 320 164 552 19.1 259
Model dimension GSA 128 x Ld 23.6 29.8 360 232 57.0 209 31.8

(a) Results on the synthetic MQAR  2.7B params / 100B tokens, L=32, d=2560

task. We adopt the most challeng-  Xfmr++ N/A 623 30.9 443 293 61.8 214 41.7
ing settings in [2], utilizing a se- Mamba 64 x Ld 21.5 267 342 212 570 22.2 30.5
quence length of 512 and 64 key-  RetNet 512 x Ld 24.1 26.1 364 204 573 21.8 31.0
value pairs. Xfmr++ with standard at- 1 A 956 x 1,4 303 355 368 233 582 21.8 343
tention achieves near-perfectresults  pyopNp 108 1.9 150 299 351 170 598 200 295

in this settings and is thus omitted
g}evifys_e 1nes anc1s thus omited Ior oon 198 x Ld 39.1 33.5  39.0 269 608 199 36.5




MOQAR. We first present the results on the multi-query associative recall (MQAR) task [2]], a
diagnostic synthetic task that requires models to retrieve multiple associative key-value pairs from
the context. This task has been shown to strongly correlate with language modeling performance [2].
The results in Table [3al validate the effectiveness of GSA.

Real-world tasks. Next, we evaluate the zero-shot in-  Taple 2: Ablation study results for 340M
context learning performance on recall-intensive tasks, as  models trained on 10B Slimpajama tokens.
used in Arora et al. [4]E] Specifically, we assess infor-
mation retrieval on FDA [93]] and SWDE [49], which are PPL ()
designed to evaluate retrieval from in-context passages
scraped from HTML/PDFs. We also evaluate question GSA w/ 64 slots 1351
answering on SQuAD [70], NQ [46l], TriviaQA [40], and  Ablations on gating mechanism

Drop [20], where models must ground their answers in w/o decay (i.e., ABC) 16.94
in-context documents. w/ data-independent decay 15.83
As shown in Table[3b] Xfmr++ achieves the best average  Ablations on non-linearity
performance, as expected. Meanwhile, GSA outperforms — softmax 14.03
all other subquadratic baseline models by a notable mar- — softmax + Swish 13.71
gin without requiring a larger state size. We believe this — softmax + ReLU 13.69
advantage stems from GSA’s context-aware memory read- —softmax + ReLU? 13.95
out mechanism (as discussed in §2.2) and its forgetting  psazions on siot size

mechanism (i.e., the gating mechanism), enabling it to w/ 32 slots 13.74
manipulate finite-sized memory more effectively. w/ 128 slots 13.46

4.1.3 Ablation

Table [2] presents the results of our ablation studies. Our findings indicate that: (i) the inclusion of
the gating mechanism in GSA is crucial for improving language modeling perplexity; (ii) applying
softmax non-linearities after the first recurrent pass is beneficial; and (iii) using 64 slots strikes an
optimal balance between performance and efficiency. E]

4.1.4 Efficiency

Fig. 4a illustrates the training throughput for four models on a single H800 GPUﬂ To optimize
memory usage, we employ the technique of recomputing the recurrent hidden state during the
backward pass, as done in FLA [95]] and Mamba?2 [[16]. This approach results in reduced memory
consumption (Fig. b)) at the cost of slightly lower training throughputs (Fig. @al).

Despite requiring two GLA passes, GSA maintains comparable training throughputs to GLA due to
its reduced state size. Since inference is primarily memory-bound, inference speed highly correlates
with state size. As a result, GSA, with its smaller state size compared to RetNet and GLA, achieves
faster inference speeds, as shown in Figure

4.2 Finetuning Pretrained Transformers to RNNs

The concept of finetuning pretrained Transformers to linear Transformers for recurrent inference was
first introduced in T2R [41]. This approach uses pretrained language model weights to initialize all
parameters, leveraging the similarity between linear attention and softmax attention, and finetunes
all parameters, significantly reducing the total training time compared to training from scratch. Kasai
et al. [41] also introduced a parametric feature map, implemented as a learnable MLP layer followed
by ReLU, applied after the query/key projections. SUPRA, a follow-up to T2R, found that the
original T2R approach did not perform well in the era of LLMs, and highlighted the importance of

8Since our pretrained models are neither instruction-tuned nor instruction-aligned, following Arora et al. [4],
we use their Cloze Completion Formatting prompts for evaluation. It is noteworthy that results for certain tasks
may differ significantly from those obtained using 1Im-evaluation-harness [21] due to variations in prompt
templates.

"Empirically, we found that 32, 64, and 128 slots result in training throughputs of 46.7K, 44.1K, and 37.1K
tokens/s, respectively, under the settings described in the next section. Given the marginal improvement when
increasing the slot size from 64 to 128, along with the significant slowdown in training, we chose 64 slots.

$We utilize the training throughput benchmark scripts provided by FLA [93]] for our measurements.
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Figure 4: |(a)| Training throughput of various 1.3B models on a single H800 GPU, with a fixed batch
size containing 16K tokens. “GSA w/o recomp.” indicates the use of the GSA kernel without hidden
state recomputation during the backward pass. [(b)] Memory footprint (in GiB) of each 1.3B model
during training with a batch size containing 16K tokens. |(c)| Inference latency (in seconds) of each
1.3B model on a single H800 GPU with 2K prefix tokens and a batch size of 1.

Table 3: Performance comparison across various 7B models. * denotes models using softmax-attention. '

denotes our results.

Size Tokens ARC. ARC. Hella. PIQA Wino. NQ TriviaQA BBH MMLU

Shot(s) 0 0 0 0 0 5 5 3 5 Ave.

Models trained from scratch (for reference)

RWKV6 7B 14T 73,6 440 752 784 685 209 595 234 439 541
Mamba 7B 12T 77.6 46.8 77.8 81.0 723 254 66.2 21,5 332 557
Llama2* 7B 2T 764 462 76.0 780 692 260 64.2 39.1 455 578
Gemma®* 7B 6T 815 532 805 798 74.0 243  63.7 589 632 643
Mistral®* 7B ?7 808 540 81.1 80.6 740 297 703 56.5 624 655
Models finetuned from Mistral 7B

SUPRA 7B +20B 746 423 748 80.1 674 - - - 28.0 -
RetNet! 7B  +20B 73.3 399 729 778 66.1 162 43.0 87 261 471
GLAT 7B +20B 746 44.0 759 792 695 222 578 20.8 284 525
GSAT 7B +20B 759 439 765 787 1701 234 60.7 235 324 539

SUPRA 7B +100B 76.0 457 771 1799 703 247 604 19.8 341 542
GSAfT 7B +100B 76.0 469 779 789 72.6 269 658 29.3 381 56.9

output normalization and a decay mechanism—adopted from RetNet [82]]—as critical for finetuning
performance. As a result, SUPRA essentially combines T2R and RetNet by finetuning pretrained
Transformers into a RetNet architecture, though it excludes the Swish output gate.

Settings. In our preliminary experiments, we found that the learnable MLP layer was unnecessary
and could be merged into the query and key projections, similar to the approach in Peng et al. [63]].
We finetuned the pretrained Transformer Mistral 7B [39] to RetNet, as well as to GLA and GSA
models. Following SUPRA, we add ReLU as the feature map activation for RetNet and GLA, which
originally used an identity feature map without activationﬂ and also excluded the Swish output gate.
For RetNet, there were no additional parameters; for GLA, the low-rank forget gate, and for GSA,
the W, matrix are trainable parameters, though both are small in parameter count and negligible
in terms of the total model size. We set the peak learning rate to 3 x 10~° with 1K steps of linear
warmup following SUPRA. The training length was set to 2K tokens, with a batch size of 2M tokens.
For convenience, we trained on the SlimPajama corpus, while SUPRA used RefineWeb [60], a
higher-quality corpus. We leave the use of RefineWeb for future work.

“However, SUPRA reported poor performance with this strategy due to a significant discrepancy between
training and finetuning, where an identity map can lead to negative attention scores, a pattern unseen in pretrained
Transformers due to the nonnegativity of softmax.



Main results. Following Jiang et al. [39], Touvron et al. [87]], we evaluated the models on common-
sense reasoning tasks: ARC, and ARC. [14]], Hellaswag [99], PIQA [8]], and Winogrande [73l]; world
knowledge tasks: NQ [46] and TriviaQA [40]; and popular aggregated benchmarks: MMLU [31]
and BBH [85]]. Results are shown in Table[3] We observed a clear advantage in finetuning Mistral to
GSA compared to GLA or RetNet, confirming our intuition that preserving softmax is beneficial in
T2R settings. When trained with 100B tokens, Mistral-to-GSA outperforms RWKV6 and Mamba on
average, even though those models were trained on over 1T tokens, thereby reducing the required
training data size.

Long-context ability evaluation. Following Table 4: Long-context performance comparison.
Xiong et al. [94], we evaluated the models on
long-sequence tasks, including Qasper [[18]], Nar- Qasper NarrativeQA QuALITY QMSum
rativeQA [44], QuALITY [58], and QMSum
[LOS]. For each task, the input was truncated to

Models trained from scratch (for reference)

P .- RWKV6 9.2 14.4 30.8 1.1
16K tokens, which is 8 the training length. Mamba 56 270 275 0.8
The results are shown in Tabled] Notably, GSA  Mistral®* 25.8 25.1 38.0 5.0
consistently outperforms other subquadratic  afodels finetuned from Mistral 7B on 20B tokens
models across all four tasks. We attribute this to  paNet  11.1 0.0 26.2 0.0
the same factors observed in in-context recall- 57 A 18.4 17.2 30.9 9.0
intensive task settings. Interestingly, Mistral-  5g 18.8 19.2 32.0 10.0

to-GSA also demonstrates overall better perfor-
mance compared to RWKV6 and Mamba, which were trained from scratch on >1T token.

5 Related works

Matrix-valued linear RNNs with hardware-efficient training. Traditional RNNs (e.g., LSTM
[32], GRU [12]) maintain 1-dimensional hidden states, which are often too small to capture sufficient
information. Recent work emphasizes the importance of expanding the size of recurrent states
[29,169. 196! 182|161} [16]. However, naive state expansion dramatically increases FLOPs and I/O costs,
making training impractical. To address this, Mamba introduces an I/O-aware approach, reducing
I/O costs by materializing parameters and hidden states only on SRAM (instead of HBM). However,
Mamba’s recurrence cannot be expressed in matmul form, leading to two key issues: (i) high FLOP
count cannot be optimized via tensor cores (the GPU’s fast matmul unit), resulting in slower runtimes;
and (ii) the recurrent hidden states cannot be compactly represented and must be materialized on
SRAM during backpropagation, limiting the recurrent state size due to SRAM constraints.

Mamba2 [16] addresses these limitations by adopting a linear attention [42]-like approach that
enables hardware-efficient training. Linear attention expands the state using outer products, allowing
for both parallel attention-style computation and recurrent inference (also known as state-space
duality in Mamba2). The chunkwise algorithm interpolates between parallel and recurrent forms,
enabling hardware-efficient, linear-time training [33) [82, 96]. However, vanilla linear attention
underperforms softmax attention in various tasks. Recent research has explored incorporating various
decay or gating mechanisms to enhance model expressiveness and performance while maintaining
matmul-based parallelism and chunkwise training. These include head-wise data-independent decay
[82] 168]; head-wise data-dependent decay [62,[16] 16l 83]]; and channel-wise data-dependent decay
(96l 152143169, 161]. GSA leverages two-pass gated linear attention to further enhance capacity while
allowing hardware-efficient training.

Fast weight RNNs. Fast weight programming [[77], a classical concept intensively investigated in
deep learning [5, 1103} [74, (76, 156, 75} 135, 136, 152], has been shown to be closely related to (linear)
Transformers [75]. The core idea involves using a slow network to produce rapid context-dependent
weight modifications for the fast network. In linear attention, the fast network is a single-layer FFN
with weight matrix S, (Eq.[5), while the slow networks are the query/key/value projections.

Linear attention is known to suffer from limited memory capacity [75], potentially due to the
constraints of a single-layer FFN without a large representation. In contrast, ABC and GSA can be
viewed as implementing a two-layer fast FFN with either additive update rule or gated update rule

[74,52]], where the weight matrices are Kt and Vt connected by the softmax activation function
(Eq. land Eq. @) This structure resembles DeltaMLP [35], which uses a delta update rule [92,75,198]



and a multi-layer (potentially beyond two layers) fast FFN. The greater capacity of a two-layer FFN
compared to a similarly sized single-layer FFN could explain why GSA requires a smaller state size
to achieve similar or even better performance, especially in long sequence and recall-intensive tasks.

Finetuning Transformers to RNNs. As discussed, this paradigm could significantly reduce the
training cost for large-scale recurrent language models. The idea of distilling Transformers to RNNs
to improve inference efficiency can be traced back to Gerstenberger et al. [23]. In the following,
we briefly introduce some recent works that complement those already mentioned in §4.2]. Zhang
et al. [101]] highlight the desirable properties of softmax, such as attention spikiness and dot-product
monotonicity, and employ a learnable MLP layer to approximate softmax behavior using logit
distillation loss (while freezing other parameters). Chen et al. [10] introduce DiJiang, an effective
method for approximating attention distributions using the Discrete Cosine Transform (DCT) to
enable frequency-domain kernelization, leading to faster feature mapping. Bick et al. [7] propose a
multi-stage distillation approach, aligning attention distributions (similar to Hedgehog [[101]]), hidden
states, and output logits to transfer knowledge from a pretrained Transformer teacher to a student
Mamba model. Wang et al. [90] distill Transformer-based LLMs into hybrid Mamba-Attention
architectures in the spirit of Ren et al. [71]], Lieber et al. [47]], Waleffe et al. [89]. However, they
freeze the FFN weights, while Choi [13]] suggest that it might be more effective to unfreeze them. In
this work, we highlight the importance of the softmax operator, as discussed in Zhang et al. [101]],
except that GSA directly incorporates softmax, while Zhang et al. [101]] learns a feature map to
mimic softmax, without actually including any softmax operator in the resulting model.

6 Limitations and future work

Due to the relatively small scale of our pretrained models (compared to large-scale models trained
on trillions of tokens), we did not report any results on long-context tasks, as the performance
would all be poor. However, we believe Table [d] provides positive indications of GSA’s long-context
capabilities, and training on a larger token horizon and with larger models would address this. For
copy-oriented tasks, we observed negative results on the Phonebook Lookup [38]] and Needle-In-
Haystack evaluations compared to Transformers, revealing the fundamental limitations of linear
recurrent models in handling “precise local token shifts and comparison”, as discussed in Arora et al.
[3l]. Nonetheless, we expect this limitation could be significantly mitigated by pretraining a hybrid
GSA-attention model, as recently explored [3, 71,189,147 98]], or by distilling pretrained Transformers
into hybrid GSA-attention models, as in Wang et al. [90]], or using different training objectives with
JRT prompts, as in Arora et al. [4], or combining with YOCO [83 23]

GSA follows GLA in using a gated update rule, although we acknowledge recent work on Parallel
DeltaNet [98]], which parallelizes the delta update rule computations in DeltaNet [[75] over sequence
length, significantly enhancing training efficiency. The delta rule is known to improve in-context
retrieval ability [[75} 98], aligning with one of the objectives of this work. We did not explore the
analogous two-pass DeltaNet, but we leave this for future investigation, which would bring the
approach closer to the original DeltaMLP [335]], as discussed earlier. It would also be beneficial to
compare GSA with more recent strong RNN models, such as xLSTM [6], Mamba?2 [16]], TTT [84],
and Longhorn [48]].

7 Conclusions

This work introduces Gated Slot Attention (GSA), which enhances ABC [63]] with a gating mech-
anism inspired by Gated Linear Attention (GLA [96]). By framing GSA as a two-pass GLA, we
can leverage hardware-efficient implementations of GLA [93] to train GSA. As such, GS A benefits
from context-aware memory reading and forgetting, implicitly increasing the model’s capacity de-
spite a small actual state size, which improves training and inference efficiency. Through extensive
experiments, we demonstrate the advantages of GSA in in-context recall-intensive tasks [4] and in
“finetuning pretrained Transformers to RNNs” [41] scenarios.
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A Linear Attention and its Chunkwise Form

Linear Attention (LA) [42] 66, [68] emerges as an alternative to resolve the quadratic complexity
of self-attention (SA). The key idea is to use the kernel trick, which replaces softmax with a
decomposable kernel function, resulting the following parallel formm

0 = ((3(Q¢(K)") @ M)V. (10)

where ¢ : R? — R™ functions as feature mapping applied to each input. Unfolding Eq. |10} we have
q; ki, ve = Wozxy, Wiy, Wz € Rda
T

?(qy)-

t t t (11)
0t = ZUif(kiTQt) = Zvi¢(ki)T¢(Qt) = lst = Z (ki) ®v;
i=1 i=1 i=1

® means outer product operation. It is clear that by leveraging the associativity, LA admits simple
recurrent updating rules with matrix-valued hidden states S; € R™*:

0; =S/ d(q,); St =Si—1 + d(ke) @ v (12)
By reserving bounded m memory slots only, the overall computation complexity is reduced from

O(T?d) to O(T'md). When the sequence length is T >> m, d, the md factor has a minor impact on
the complexity, and LA can be much more efficient than its counterpart with quadratic complexity.

During inference, LA enjoys the merits of RNNs, which only need to maintain O(md) hidden
memories, helping avoid the memory-cost KV cache management in SA mechanisms. However,
Eq.|12|employs a simple additive updating rule and can be hard to “forget” unrelated information if
necessary [62]], making the limited memory states vulnerable to be chaotic.

Gating mechanism has played a key role in classical RNNs [32] 22| [12], which serves as a
mechanism to control the information flows in the network and help read and write from the memory
selectively. [82] propose to apply a data-independent gate to LA, significantly narrowing the gap
between LA and SA: S; = AS;_1 + ¢(ki) ® v¢, A € [0,1] is a non-learnable scalar. Recent
work [96] 143]] further imposes a finer-grained data-dependent gate:

St = Diag(at)St_1 + ¢(k§f) X vy, (13)
where each a; € [0,1]™ from A := {a;}7_; € [0,1]7*™ is dependent on the input. Alternatively,

we can couple the key values with the forget gates by allowing ¢(k;) = 1 — a in spirit of [[12} [106]
and [69], which reduces the number of parameters and improves efficiency accordingly.

A.1 Hardware-Efficient Training

Despite the theoretical advantages of linear complexity, the recurrent form of Eq. [I2]is still inefficient
during training. Such recurrent computation prevents the full utilization of modern GPU parallelism
over sequence lengths 53| [72]. On the other hand, the parallel form (Eq. can be parallelized in
similar vein as in flash attention [[17,[15]. However, due to the existence of the casual mask M, we
can not rearrange its computation order by KV first, so that the parallel form still adheres to the
quadratic complexity, which can hardly be scaled to very-long training context (e.g., sequences with
more than 8K tokens).

Chunkwise form recurrences have been carried forward by [82], and achieve a good trade-off
between the recurrent and parallel forms. [96] further disclose that the element-wise gating of Eq. [13]
also satisfies the associative property required by parallel scan [9] and derive a parallelized chunkwise
gated linear attention in a similar vein. The key idea is to partition the sequence into N = [%1 chunks
of size C with Q) = ¢, @rc415 - - - » Qe+ and so forth for Ky, Vi € RExd, Ay € RExm,
Firstly, unrolling the i-th hidden state in the ¢-th chunk in Eq. [I3] we get

Sin,s = Diag (Api) Spgi1 + ¢ (Kpgi) © Vg =+

T i i (14)
= Diag | [J Aws | Sp-n.c+ Y [ 6EKuw)© [[ Aws| @ Vige
k=1

=1 j=k+1

"There is a normalization term in vanilla LA similar to softmax, [66] reveal that removing it could avoid
potential gradient explosions.
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We write the last hidden in the chunk Sy ¢ as Sy interchangeably for simplicity. Define X[t]ﬂ- =
H;Zl Apy; € [0,1]% as the cumulative decay from the start of chunk to i, and likewise A ; =
]_[]C:Hl A€o, 1]¢ from 7 + 1 to the end of the chunk, then

: | "
Sy = Dlag(j[t],C)S[tfl] + (Ko Ap) "'V 15)

— ) — — —
j, A can be absorbed into Q, K first : Qp = ¢(Qpy)) © X[t], Ky = o(Kp) © (A[t]/j[t],c‘)-
Combining them with Eq.[I0]and Eq.[T4] we derive the following vectorized updating rules

— — =T
O = QpSpe-1u + (QmK[t] © M[t]) Viy (16)
The first term is referred to as the infer chunk part and the second term is the intra chunk part. The

process to get this intra part is a little more involved as the cumulative productions of A/ Ay.c
is greater than 1, which can lead to numerical instability. [96]] deal with this issue by proposing a
secondary-chunking strategy, and we refer readers to their paper for more details.

Hardward considerations Modern GPU architectures, such as the NVIDIA A100, offer highly
optimized matrix multiplication (matmul) operations through specialized Tensor Cores, achieving
up to 16X higher throughput than non-matmul operations [[17]. However, this incurs IO overheads
due to data transfer from slower, off-chip global high bandwidth memory (HBM) to on-chip shared
memory (SRAM). The chunkwise form balances I/O and computation complexity tradeoffs. As
shown in Eq[T6] it improves parallelism over the sequence dimension while reducing non-matmul
FLOPs greatly. Also, the chunk recurrent updating conducts the query and hidden states reduction
in an online manner, requiring only O (/N dm) hidden states materialized into HBMs, so that it can
significantly reduce the memory/IO overheads. While LA enjoys much lower overall running FLOPs
than SA, the chunkwise form displays a practical significant wall-clock speedup against SA, due to
its hardware-efficient implementations [93].

B Details for GSA

Beyond the recurrent GSA form pro- Vi A
vided in Figure. [I we give de- [go |___\________ N T R U s |se
tailed, hardware-efficient procedures for ol o &
the forward and backward passes of (o mh oo oo e /
Gated Slot Attention (GSA) in Algo- | ok Y
rithm [I]  For simplicity, we define !
A ={a}, € 0,1]7*", and I =
{1 - a;}7, € [0,1)7*™. The algo- |Stor|----------~ >|sty|---A-------= > |8ty
rithm demonstrates that GSA can be o\ /
modeled as a two-pass GLA, as illus- ) ! |

trated in Fig. [5] ' '

In the preprocessing step, we pre- Figure 5: Diagrams of the recurrence and updating rules in
compute the chunkwise cumulative sum  Gated Slot Attention. The outputs of the first pass is taken as

of the forget gate, resulting in j Subse- @eries of the second pass.

: query nodes : key/value nodes
: output nodes : recurrent hidden states

quently, A along with the queries, keys,
and values are passed to engage in two

<_
GLA passes. For each chunk of size C', we define A[; := XM,C/ZM as in Eq.|15|and Eq.

— ~ _ —
In the first pass, Z, A is absorbed into Q,K : Qp;) = Q; © j[i}’ K =K © (.A[i]/j[i],c),
then Q and K function as usual queries and keys, and the slot representations I serve as the value
vectors.

Oﬁ] = Q[i] Sﬁ'—l] +(( Q[i] KEZI'—])@M)I[I'] e ROxm™

Qinter Qintra
[il lil
We use different notations from those presented in Eq[6|to enhance clarity in the chunkwise updating
rules. The output OF is decomposed into the inter-chunk recurrence and intra-chunk parallel

computations [96].
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Algorithm 1 Hardware-Efficient Gated Slot Attention

Define FORWARDPASS(Q, K, V, I, A)
Divide Q, K,V € RTXd 1 A ¢ RTXm
into N = [%-‘ blocks

function chunk_cumsum(A)
parfor n < 1, N do
Load A, to SRAM

Store j["] 4+ cumsum(A,,]) to HBM
returnj <~ Aoy -+ AN

> C' is chunk size

function gsa_£wd(Q, K, V, A, GATE_K)
On chip: construct causal mask M € REXC
forn «+ 1, N do
Store S to HBM as S,
P
Load K] Vi, Apn],c A[n] to SRAM
On chip: ‘Z[,,L] —
if GATE_K then -
S « Diag(A (), 0)S + (Kpm) @ Apn)) | Vi)
else
. —
S « SDiag(A (), 0) + K[ (Vin © Apy))
parfor n < 1, N do
Ay, A
Load Q)5 Kin]s Vin]s S[n)s An], A[n] to SRAM
On chip:
if GATE_K then
Qpn] + Qn) © j[n]

K < Ky © (ﬁ[n]/j[n],C’)

Oy Q[TL]S[7L71]+(P = QK[ © M) Vin
else

Vin] < Vin) © (j[n]/j[n],c)
O]  QpuiSin—1+(P = QuK[, O M)V,
Ofn) < Opny © Ay

Store O to HBM as O,

> Initialize S = O

[n],C/z[n]

return Oy . N71,S(1,...,N]

2 < chunk_cumsum(A)

Ok7 sk gsa_fwd(Q, K, I, j, False)
QY « softmax(OF)

O, SV «+ gsa_fwd(QY,I,V, 2, True)
return O

> preprocessing

Define BACKWARDPASS(Q, K, V, I, A, ok ,dO)
Divide Q, K, V,0,dO € RTXd 1 A ¢ RTXm
into N = [%1 blocks > C' is chunk size
function gsa_bwd(Q, K, V, S, A, dO, GATE K)
On chip: construct causal mask M € RCOXC
forn < N, 1do
Store dS in HBM as dS [,
Load Q[ Apn], dO[, to SRAM
On chip:
if GATE_K then
dS « Diag(A(i],¢)dS + (Qpuj © Apn)) TdO,;
else
ds « asDiag(A(;) ¢) + Q[ (A0, © A )
parfor n <— 1, N do
Cxd
Load Q) K] Vin]> dOpp) € REX
S(n]> dS[,) € R?*% 10 SRAM

P _ _ _
> Recompute A 1, Q] Kin]s Vin], P

> in reverse order
> Initialize dS = 0

On chip:
if GATE_K then
dP « (do[n]v[';]) OM
dQ ¢ (A0S + dPK [ ) © Ay
dK + (V},dST +dP T Qp,)) @ Ay,
AV « K[,dS[,) + P dO(,
else
dP «+ (do[n]v[—;]) oM
dQ + dO},;ST + dPK[,
dK « V[,dST +dP T Q[
-
AV « (K[,,1dS[,,] + PTdO(,,)) @ A[
Write dQ, dK, dV to HBM as dQ 1, dK ], dV [
returndQy . N}, dK[1 . N1, dV [ N

Recompute j, Sk, sv
dQY,dIY,dV + gsa_bud(Q,I, V,SY, A, dO, False)
dOF « dsoftmax(0O*,dQV) > softmax gradients
dQ, dK, dIF « gsa_ bwd(Q, K, I, sk, j, do¥, True)
dI « dI® 4 d1v
dA < reversed_cumsum(Q © dQ — K © dK+
00dO - Vo dV)
return dQ, dK,dV,dI, dA

In the second pass, the output OF from the first pass, after the application of the softmax function,

serves as the queries Q",

QY = softmax( QF )

and I/V are used as the key/value vectors, respectively. The final GSA output O is obtained as

follows:

Oy = Qp

St_y +((Qf If) oMV} € RO

%
Unlike in the first pass, j, A is absorbed into V, O rather than Q, K.

During the backward pass, computing the gradients of Q, K, VI, A involves variables already com-
puted in the forward pass. However, directly saving all intermediate results can pose severe challenges
for memory management. To address this issue, we adopt gradient checkpointing [[11] to trade off
memory consumption for recomputation. In addition to the input Q, K, VI, A, we selectively save
only the output of the first GLA pass, which significantly reduces memory consumption (Figure {b).

Similar to the forward pass, the backward pass involves two GLA backward passes as well, but in the
reverse order. The final gradient dI is obtained by combining the gradients from these computations,
i.e., dI = dI* +dI”. The forget gate gradient can be decomposed into two parts: Q ©dQ — K © dK
and O ® dO — V © dV (cf. §C in [96]). The reversed cumulative sum in the backward pass
corresponds to the cumulative sum computed in the preprocessing step of the forward pass.

We provide a PyTorch implementation for the above algorithm with chunkwise parallelism in Listing|[T}

20



def gsa_fwd_k(q, k, v, g, C):

[Nl

1
2

3 q/k/v:

4 query, key, value of shape [NC, C, K|V]

5 g:

6 local cumulative product of forget gate in log space
7 C:

8 chunk size

5 Vi

10 # NC: number of chunks

11 # K: query/key head dimension

12 # V: value head dimension

13 NC, C, K, V = xq.shape, v.shape[-1]
14 # [K, V]

15 s = g.new_zeros(K, V)

16 # [NC, C, V]

17 o = torch.empty_like(v)

18

19 for i in range(@, NC):

20 # [C, K|V] chunking

21 c_q, c_k, c_v, c_g = q[il, k[il, v[il, glil
22 # the last g of each chunk

23 c_gn = c_g[-1]

24 # inter-chunk w/ matmul

25 c_vg, c_gn = c_v * (c_gn - c_g).exp(), c_gn.exp()
26 # [C, V]

27 c_o_inter = (c_q @ s) * c_g.exp()

28 # hidden state update

29 s =c_gnxs + c_k.t() @ c_vg

30

31 # intra-chunk

32 # [C, C]

33 c_A=cq@ck.tQ

34 # [C, V]

35 c_o_intra = torch.zeros_like(c_v)

36 for j in range(@, C // 16):

37 t = slice(j * 16, j * 16 + 16)

38 # [16, K|V] subchunking

39 s_A, s_v, s_g = c_A[t], c_v[t], c_g[t]
40 s_0 = qg.new_zeros(16, V)

4

42 # inter-subchunk w/ matmul

43 s_gn = s_g[o]

44 for si in range(9, j):

45 u = slice(si * 16, si * 16 + 16)
46 s_o += s_A[:, ul @ (c_v[ul * (s_gn - c_glul).exp())
47 s_o *= (s_g - s_gn).exp()

48 # intra-subchunk w/o matmul

49 for si in range(16):

50 for sj in range(si + 1):

51 s_o[si] += s_A[si, j » 16 + sj] * s_v[sj] * (s_glsil - s_glsjl).exp()
52 c_o_intralt] = s_o

53 # [C, V]

54 o[i] = c_o_inter + c_o_intra

55 return o

56

57

58 def gsa_fwd_v(q, k, v, g, O):
59 NC, C, K, V = xq.shape, v.shape[-1]

60 s = ¢g.new_zeros(K, V)
61 o = torch.empty_like(v)
62

63 for i in range(@, NC):
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64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110

# [C, K|V] chunking

c_q, c_k, c_v, c_g = q[il, k[i], v[i], gli]

# the last g of each chunk

c_gn = c_gl-1]

# inter-chunk w/ matmul

c_qg, c_kg, c_gn = c_q * c_g.exp(), c_k * (c_gn - c_g).exp(), c_gn.exp()
# [C, V]

c_o_inter = c_qg @ s

# hidden state update

s = c_gn[:, None] * s + c_kg.t() @ c_v

# intra-chunk
c_A = g.new_zeros(C, C)
for j in range(@, C // 16):
t = slice(j * 16, j * 16 + 16)
# [16, K|V] subchunking
s_q, s_k, s_g = c_ql[t], c_k[t], c_gl[t]
s_A = g.new_zeros(16, 16)

# intra-subchunk w/o matmul
for si in range(16):

for sj in range(si + 1):

s_A[si, sj] = torch.sum(s_ql[si] * s_k[sj] * (s_glsil - s_g[sjl).exp())

c_A[t, t] = s_A
# inter-subchunk w/ matmul
s_gn = s_g[o]
s_qg = s_q * (s_g - s_gn).exp()
for si in range(9, j):

u = slice(si * 16, si * 16 + 16)

c_A[t, ul = s_qg @ (c_k[ul * (s_gn - c_glul).exp()).tO

c_o_intra = c_A @ c_v

# [C, V]
o[i] = c_o_inter + c_o_intra
return o

def gsa(q, k, v, s, g):
T, M = s.shape
# reshape each input to [NC, C, K|V]
q, k, v, s, g = map(lambda x: x.view(-1, C, x.shape[-11), (g, k, v, s, g))
# local compute of cumulative product of decay
# [NC, C, KIJ
g = g.cumsum(1)
ok = gsa_fwd_k(q, k, s, g, M)
qv = ok.softmax(-1)
o = gsa_fwd_v(qv, s, v, g, M)
return o.view(T, -1)

Listing 1: Pseudo PyTorch-style code snippet for GSA with chunkwise parallelism. For brevity, we
omit the dimensions of batch size and number of heads. Notably, unlike Algorithm [T} we obtain the
intra outputs via a secondary chunking strategy in Line 31-52 and Line 75-94, as utilized by GLA
[96]], to ensure numerical stability.

C Experimental Setup

C.1 Language Modeling

We compare GSA with the following strong Transformers with modern architectural recipes as well
as other recent subquadratic architectures:

o Xfmr++ [86]: Llama-like architectures that enhance the vanilla Transformer by using Rotary
position embeddings [80] and GLU [[78].
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Mamba [29]]: State-space models with data-dependent decay.

RetNet [82]: Linear attention with non-learnable, data-independent head-wise decay and rotary
embedding.

GLA [96]: Linear attention with elementwise data-dependent decay.

HGRN?2 [[69]: Gated Linear RNN with state expansion, or GLA with improved parameterization.

Setup. For a fair comparison, all models are trained from scratch with the same training recipes.
We utilize a subset of 100B tokens picked from the Slimpajama dataset [79]]. The input tokens are
processed using the Mistral tokenizer [39] [ﬂ We use AdamW [50]] with a weight decay 0.01 as the
optimizer. During training, the learning rate is first warmed up to 3 x 10~* in the first 1B tokens, and
then decayed to 3 x 10~° gradually with a cosine schedule. The number of attention heads is set to 4
and 5 for 1.3B and 2.7B models, respectively. The number of memory slots is uniformly set to 64 for
all models. We utilize the open-sourced Triton-based library FLA [95]] to run all compared models.

We ran all models on 32 Nvidia H800 GPUs. To facilitate distributed training and accelerate the
process, we utilized the DeepSpeed framework and fused all necessary modules, including ROPE,
cross-entropy, and LayerNorm, following the practice of [102]]. The training of a GSA model with
2.7B parameters took approximately 2 days, while the 1.3B model required 1 day to complete training.

Remark on state size. Let the model dimension be denoted as d. Mamba expands the value
projection to 2d and uses a state expansion ratio of 16, resulting in a state size of 32d per layer.
Since Mamba also replaces the FFN with a Mamba layer, this effectively doubles both the number of
recurrent layers and the state size, leading to a total recurrent state size of 64Ld.

Similarly, RetNet expands the value projection to 2d and sets the head dimension of queries/keys to
be half that of the value head dimension. RetNet also reduces the number of heads to increase the
head dimensions of queries and keys. We fix the query/key head dimension to 256 and adjust the
number of heads accordingly, resulting in a recurrent state size of 512d per layer and 512Ld in total.

GLA does not expand the value projection but reduces the head dimensions of queries and keys to
half of the value head dimension to save parameters for the Swish output gate, ensuring each layer
contains 4d? parameters. We fix the query/key head dimension to 256 and adjust the number of heads
accordingly, resulting in a recurrent state size of 256d per layer and 256 Ld in total.

HGRN?2 follows a similar approach to GLA but without the Swish output gate, keeping the head
dimensions of queries/keys and values equal, as in standard softmax attention, while still retaining
4d? total parameters per recurrent layer. We set the head dimension to 128, resulting in a recurrent
state size of 128d per layer and 128 Ld in total.

GS A maintains hidden states for both keys and values, so each layer contains a recurrent state size of
2 x 64 x d. We fix the state expansion (i.e., number of slots) to 64{13 resulting in a total recurrent
state size of 128 Ld.

11https ://huggingface.co/mistralai/Mistral-7B-v@.1
I2Note that in this case, the number of heads is independent of the state expansion ratio
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: This paper’s contributions and scope are reflected in abstract and introduction
part clearly.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of this work in Section 6.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: This paper does not include theoretical results that require a full proof.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides sufficient details on hyperparameters and training proce-
dures to reproduce the results supporting its main conclusions.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: The code, data and pretrained models are publicly available at GitHub and
Huggingface. The training processes are reproducible following the guidance in the paper.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have detailed all the training and evaluation settings before the main results
in the experimental part.

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We do not have enough resources to obtain error bars as running the experi-
ments multiple times is computationally expensive due to the large model size.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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8.

10.

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide information of GPU type and number of GPUs used for running
our experiments.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: This work follows the NeurIPS Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: We foresee no potential societal impact of this work.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We foresee no such risks posed by this work.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All of the datasets we use are publicly available at huggingface site, and we
have properly cited all the training and evaluation datasets we used.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This work does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This work does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This work does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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