
Evaluating Large Language Models for Belief Inference: Mapping Belief
Networks at Scale

Anonymous ACL submission

Abstract

Beliefs are interconnected, influencing how001
people process and update what they think. To002
study the interconnectedness of beliefs at scale,003
we introduce a novel analytical pipeline lever-004
aging a finetuned GPT-4o model to infer be-005
lief structures from large-scale social media006
data. We evaluate the model’s performance007
by (1) comparing it to human annotated data008
(2) and its inferences to human-generated sur-009
vey data. Our results show that a fine-tuned010
GPT-4o model can effectively recover belief011
structures, allowing for a level of scalability012
and efficiency that is impossible using tradi-013
tional survey methods of data collection. This014
work demonstrates the potential for large lan-015
guage models to perform belief inference tasks016
and provides a framework for future research017
on the analysis of belief structures.018

1 Introduction019

Beliefs do not exist in isolation, they co-occur and020

cohere with each other, shaping how people process021

information and update their views (Brown, 2022;022

Brown and Kaiser, 2021; Brandt and Sleegers,023

2021; Enders et al., 2024). Understanding these024

connections can be key to educational efforts in025

domains such as vaccine hesitancy and climate026

change (Powell et al., 2022; Schotsch and Powell,027

2022).028

Traditional approaches to studying belief struc-029

tures rely on controlled surveys and Likert scales030

to measure the co-occurrence of beliefs, offering031

snapshots of belief structures for limited sets of032

domains (e.g., vaccine attitudes). In contrast, so-033

cial media data from platforms like Reddit provide034

vast unstructured data where people express and de-035

bate their views, offering an opportunity to develop036

methods to infer beliefs directly from language.037

While some emerging work has leveraged large-038

scale social media data to study how people change039

their beliefs (Priniski and Horne, 2019; Priniski and040

Holyoak, 2020; Papakonstantinou and Horne, 2023; 041

Priniski and Horne, 2018; Tan et al., 2016), these 042

studies have not tackled the difficult methodologi- 043

cal constraint of directly modeling belief structures 044

from unstructured data. 045

We bridge this gap by developing and validating 046

a framework to identify people’s beliefs from on- 047

line posts, using data from ChangeMyView (CMV), 048

a Reddit forum where users debate and revise their 049

beliefs. Unlike previous studies that rely on prede- 050

fined belief measures or focus narrowly on single 051

topics, our work centers on the core challenge of 052

inferring individual beliefs and their co-occurence 053

across users from naturalistic text. 054

Efforts to align LLMs with human beliefs have 055

shown potential for applications such as virtual sur- 056

veys and behavioural modeling (Namikoshi et al., 057

2024). Yet, there is no established framework for 058

evaluating a language model’s ability to infer peo- 059

ple’s underlying beliefs in a way that allows us to 060

recover their structure – how they co-occur and co- 061

here. While previous research has explored some 062

related dimensions in a variety of NLP tasks (e.g., 063

consistency and uniformity), no existing studies 064

have explicitly tested whether LLMs are able to in- 065

fer structured belief representations across multiple 066

topics in noisy naturalistic data. 067

To address this, we apply large language models 068

(LLMs)—here, a fine-tuned GPT-4o model—in a 069

robust analytical pipeline designed to recover so- 070

cial media users’ belief networks from their Reddit 071

posts. Figure 1 presents a description of the steps 072

involved in this pipeline. We compared the perfor- 073

mance of a baseline GPT-4o model, a fine-tuned 074

GPT-4o model, and OpenAI o3-mini, finding that 075

the fine-tuned version of GPT-4 performs as well 076

as humans performing the same task. Specifically, 077

we find that this pipeline, a fine-tuned version of 078

GPT-4o accurately recovers users’ beliefs. When 079

we qualitatively compare the model’s performance 080

against a snapshot of human survey data, we show 081
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Figure 1: Detailed workflow of the data pre-processing tests for the belief extraction and theory inference process
prior to the LLM annotation at scale.

that it recovers the correlation between peoples’ be-082

liefs across domains even when making inferences083

on noisy and sparse data. This work advances both084

the study of belief networks and the use of LLMs085

in large-scale belief inference.086

2 Methods087

This study explores the feasibility and performance088

of an automated analytical pipeline using GPT-4o089

to accurately infer belief structures from specific090

subreddit posts, compared to ground truth derived091

from human annotations.092

2.1 Data and Materials093

ChangeMyView Dataset We collected data from094

the CMV subreddit, downloaded from Academic095

Torrents and ranging submissions from June 2005096

to June 2024. The posts were scraped by pushshift097

and u/RaiderBDev (stuck_in_the_matrix). We098

constructed the final dataset through a two-step fil-099

tering process focused on a predefined set of 64 be-100

lief topics (e.g., abortion rights) derived from Pew101

Research surveys. Posts were initially retrieved102

using topic-specific keyword searches and subse-103

quently refined using GPT-4o to remove noise, re-104

sulting in a curated dataset of 3,082 posts from 346105

users. (See Appendix for full details.)106

2.2 Analytical Pipeline107

We propose and validate an analytical pipeline that108

takes raw text from the Reddit posts and infers109

the beliefs held by the user who authored the post,110

based on the statements made within it. We con- 111

strain the task by only allowing the beliefs inferred 112

by the language model to fall within a predefined 113

set of possibilities, with each post classified under 114

a specific belief topic. 115

This process proceeds in two phases, reflecting 116

a separation between belief extraction and belief 117

inference, which are fundamentally different tasks 118

with distinct output formats. In Phase 1, the task is 119

to extract explicit belief statements from the posts. 120

This involves producing standalone belief state- 121

ments (e.g. “there is not a single logical reason why 122

gay marriage shouldn’t happen”; see Appendix Ta- 123

ble 2), which are then paired with corresponding 124

ratings during the next phase (described below). 125

Fine-tuning a model specifically for this extraction 126

task ensures high fidelity in capturing belief content 127

and yields a structured dataset of belief statements 128

aligned with human annotations. In Phase 2, the 129

task shifts to interpreting these extracted statements 130

by mapping them onto the broader, pre-specified 131

belief dimensions using a Likert scale (1–7), to 132

mirror the task of human raters filling out survey 133

questions. 134

We performed stratified random sampling to val- 135

idate this pipeline with human annotations. First, 136

we selected belief topics at random and then sam- 137

pled relevant posts within that topic. For example, 138

we randomly selected among topics ranging from 139

gun control to abortion rights and then chose posts 140

relevant to those topics. 141
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Phase 1: Belief Extraction A sample of 200142

posts derived from 20 belief topics were indepen-143

dently annotated by two human annotators. In this144

stage, the annotation required the human annota-145

tors to extract utterances within the post that the146

annotators agreed represented explicit belief state-147

ments. For example, the statement “I don’t believe148

that there are any logical reasons why gay marriage149

shouldn’t be allowed” was coded as an explicitly150

expressed belief, but the statement “when I try to151

understand the basis for the argument of the other152

side, I see people bashing it because of their per-153

sonal beliefs and religious morals” was not coded154

as a belief (see Appendix Table 2 for an example155

of the input and output of this phase). We aimed to156

extract a list of standalone belief statements while157

preserving the original wording as much as pos-158

sible. This approach ensured that each extracted159

belief could be interpreted independently of its sur-160

rounding context, facilitating downstream analysis161

and enabling the creation of a dataset suitable for162

tasks such as modeling belief attribution. By re-163

taining the original phrasing wherever possible, we164

aimed to preserve the author’s intent and minimise165

potential bias introduced through rewording. This166

process produced the “ground truth” dataset, where167

we determined the mapping of each post to a set of168

explicit belief statements based on the labeling of169

human annotators.170

Phase 2: Theory Inference This phase involved171

mapping the extracted belief statements from Phase172

1 to the pre-specified broader beliefs taken from173

a Pew research survey. Each set of belief state-174

ments corresponding to a post, as coded in Phase 1,175

was evaluated on whether (1) it agreed with a pre-176

specified broader belief, (2) agreed with the nega-177

tion of the broader belief, and (3) neither agreed178

nor disagreed with it. These dimensions of agree-179

ment were evaluated independently. For example,180

the Pew research survey included the broader belief181

topic that the American economic system unfairly182

favors powerful interests. In this case, three annota-183

tors evaluated a post on the following three dimen- 184

sions: “The economic system unfairly favors pow- 185

erful interests,” “The economic system does not un- 186

fairly favor powerful interests,” and “The economic 187

system doesn’t have a clear positive or negative bias 188

toward powerful interests.” That is, three human 189

annotators independently rated whether, based on 190

the beliefs extracted in Phase 1, a poster endorsed 191

each broader belief statement taken from the Pew 192

research survey. This was done using a seven-point 193

Likert scale to mirror the rating scales used by Pew. 194

Disagreements were resolved through discussion 195

between the human annotators, and when ratings 196

fell within two points of each other, the mean of 197

the three was used as the final likelihood label (for 198

similar procedure for resolving disagreements, see 199

Eagly and Revelle, 2022). This process produced a 200

robust training and evaluation dataset with substan- 201

tial agreement across annotators (Krippendorf’s α 202

= 0.69). 203

Fine-Tuning We finetuned GPT-4o to predict the 204

likelihood of alignment with a broader belief for 205

each pre-processed CMV post using the OpenAI 206

finetuning API (see Appendix for details). The 207

input to the model consisted of users’ posts in the 208

form of extracted belief statements, as described 209

in Phase 1 (i.e., text data) along with their Phase 210

2 belief annotations in the format of a Likert scale 211

point (an integer from 1-7). 212

3 Evaluation 213

We evaluated three models on the belief inference 214

tasks described above: Baseline GPT-4o, a fine- 215

tuned GPT-4o, and o3-mini. Each model’s perfor- 216

mance was compared against our human-annotated 217

ground truth dataset. We report ±1 accuracy to 218

capture near-miss errors in ordinal belief strength 219

predictions, Cohen’s κ to assess inter-annotator 220

agreement, Spearman’s ρ to evaluate rank corre- 221

lation across belief scores, and cosine similarity 222

to assess vector-level structural similarity between 223

±1 Accuracy (SE) Cohen’s κ Spearman’s ρ Cosine similarity

Baseline GPT-4o 53.12% (1.48) 0.35 0.43 0.85
Fine-tuned GPT-4o 82.22% (2.82) 0.78 0.72 0.93
o3-mini 65.56% (1.41) 0.40 0.42 0.81
Human 80.68% (1.83) 0.73 0.70 0.91

Table 1: Evaluation of models based on accuracy, reliability, correlation and similarity for belief inference tasks
against human ground truth annotation. The SE for the fine-tuned GPT-4o represents variance between folds
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Figure 2: Heatmap of Spearman’s correlation coefficients between beliefs in the CMV data (left) and survey data
(right). The strength and direction of relationships are represented by the color gradient, ranging from strong
negative (dark red, r = −1) to strong positive correlations (dark blue, r = 1)

belief representations.224

Results As shown in Table 1, our fine-tuned GPT-225

4o model achieved the best performance across all226

metrics. Fine-tuning dramatically improved the227

model’s ability to perform the belief inference task.228

Notably, the fine-tuned GPT-4o performs at a level229

comparable to human annotators.230

Generalizing task performance to novel beliefs231

We further explored the robustness of the finetuned232

GPT-4o to the belief inference task by examin-233

ing its ability to infer novel beliefs in domains234

it was not trained on. To examine this, we con-235

ducted a second evaluation under a cross-validation236

procedure defining train-test splits based on non-237

overlapping belief topics. We held out 4 of 20238

beliefs for validation, ensuring the model was eval-239

uated on entirely unseen thematic content. This240

setup assesses the models ability to generalize be-241

yond the topical distribution of the training data,242

simulating a real-world deployment scenario where243

the model is asked to infer beliefs beyond those it244

has been explicitly trained on. The fine-tuned GPT-245

4o model maintained strong performance under this246

split (±1 Accuracy = 86.67%, Cohen’s κ = 0.85,247

Spearman’s ρ = 0.88, Cosine Similarity = 0.96).248

4 Correlation Analysis Results249

Comparison with Lab Sample One use case for250

belief extraction from naturalistic text are efforts251

to better understand the systematic connections252

among people’s beliefs or attitudes (Brandt and253

Sleegers, 2021; Powell et al., 2023; Priniski and254

Horne, 2018). As a preliminary test of these appli-255

cations, we applied our belief extraction pipeline to256

estimate the structure of belief correlations among 257

CMV posters. To validate our results, we compared 258

them against a secondary dataset of correlations 259

computed within a survey of U.S. respondents (Ma 260

and Powell, 2025). 261

Notably, there are substantial challenges to infer- 262

ring relationships between people’s beliefs based 263

on their noisy and sparse expression of those be- 264

liefs in an online forum. Chiefly, most users post 265

infrequently, and so do not post about the vast ma- 266

jority of their beliefs. We approach this problem 267

by computing correlations among extracted belief 268

scores in a pairwise fashion while ignoring missing 269

data from posters who never posted about a topic. 270

We compared the correlations derived from the 271

fine-tuned GPT-4o’s ratings with those obtained 272

from the survey (Figure 2). We calculated the Pear- 273

son correlation coefficient between the two correla- 274

tion matrices was found to be r = 0.56, indicating 275

a moderate level of agreement. 276

5 Conclusions 277

We find that the analytic pipeline described above 278

allows a fine-tuned version of GPT-4o to achieve 279

high reliability in inferring the beliefs people 280

express, in turn allowing us to recover the co- 281

occurence and coherence of these beliefs, and can 282

do so even when its input is noisy and sparse social 283

media data. These findings serve as an illustra- 284

tive proof of concept, suggesting that our pipeline 285

might be applied to explore belief structures in 286

novel contexts. By leveraging scalable methods, 287

our approach enables the analysis of beliefs in on- 288

line settings, offering a powerful tool for tracing 289

belief networks from real-world text. 290
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Limitations291

Representativeness of Data Reddit users, and292

particularly those active on CMV, are not repre-293

sentative of the broader population. The platform294

skews heavily towards young, white, middle-class295

American men, meaning the beliefs expressed, and296

the co-occurrence patterns we observe, are likely297

shaped by a relatively homogenous set of world-298

views. As such, care should be taken in generalis-299

ing these results beyond this specific online context300

to more diverse populations with different cultural301

or socio-political backgrounds.302

Sparsity of Belief Signals Most users only post303

about a narrow subset of the belief topics we study,304

meaning their full belief structure is only partially305

observable. As a result, many inferred belief rela-306

tionships are necessarily incomplete.307

Models Evaluated While the fine-tuned GPT-308

4 model performs on par with human annotators,309

our evaluation is limited only to OpenAI models.310

Different architectures, training data, or fine-tuning311

strategies may yield different results.312
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A Detailed overview of data370

pre-processing steps371

A two-step filtering process was applied to derive372

the final dataset suitable for this study. Because373

posts on textitChangeMyView span a wide variety374

of topics, we limited the dataset to a predefined set375

of topics in order to focus the analysis on clearly de-376

fined beliefs. Constraining the beliefs we focused377

on for this analysis, allowed us to define a ground378

truth dataset, which enabled a reliable validation of379

the analytical pipeline. To arrive at a reasonable se-380

lection of belief topics, we utilised the themes and381

questions from the Pew Research Centre surveys.382

Pew Research Center, a nonpartisan American383

think tank that conducts public research on cur-384

rent issues, global attitudes and trends (see https:385

//www.pewresearch.org), provides a reliable and386

widely recognised dataset on public opinion across387

various topics most relevant to the US popula-388

tion. We consulted the full surveys administered by389

Pew on various topics available at https://www.390

pewresearch.org/tools-and-resources/. To391

identify relevant topics and beliefs, two researchers392

(TP and AZ) independently coded all survey items393

in terms of (1) whether they represent a belief/atti-394

tude and (2) whether the belief is of a reasonable395

granularity level (i.e. overly specific items, such396

as “Do you think that all Americans should have397

the right to have data collected by law enforcement,398

such as criminal records or mugshots removed from399

public online search results?” were excluded or400

summarised within a broader item), resolving any401

discrepancies through discussion. The purpose of402

this filtering was to identify more general and com-403

mon topics that would be prevalent in the Change404

My View dataset. Based on this coding, we arrived405

at a final set of 64 belief topics (e.g. “It is the406

government’s responsibility to ensure its citizens407

have healthcare”, “White people benefit a great deal408

from advantages in society that Black people do not409

have”). The full list of survey items and raw data410

are available at https://osf.io/smdt2/?view_411

only=e8aef33dcdad43f6a55cb29fec3a1745.412

We followed a two-stage process to identify413

posts correlating with the belief topics identified414

from Pew Research. Initially, we filtered posts us-415

ing a keyword set to capture posts relevant to each416

topic, optimised for relevance, but not exclusivity.417

In this step the aim was to capture all posts that418

might address the topic at hand without necessar-419

ily excluding noise, so we relied on a minimal set420

of search terms representing keywords that would 421

almost certainly be used in a post referring to that 422

topic. For example, we aimed to find posts rele- 423

vant to the topic of healthcare so we started with 424

a set of keywords “health”, “insur”, “healthcare”, 425

“cover”, combining stemmed and unstemmed terms 426

as appropriate and iteratively refined it until it re- 427

turned posts obviously relevant to the topic. In the 428

second stage of this retrieval process, we further re- 429

fined the search by using GPT-4o to filter out noise 430

captured by the hand search approach. Only posts 431

by users with multiple contributions were retained. 432

The resulting dataset consisted of 3,082 posts from 433

346 users after filtering. 434

The prompt used for the second stage of the fil- 435

tering process read: ’Decide if this post is relevant 436

to or partly or fully addresses the following belief 437

topic: [topic]. If yes, the output of this request 438

should be ’YES’, if not it should be ’NO’. Please 439

do not include anything else in the output. This is 440

the post: [post title and text]’. 441

B Description of CMV Dataset 442

Table 2 is an example of a specific post, the ex- 443

tracted belief statements, property, and associated 444

query and response options. 445

C Finetuning Procedure 446

We fine-tuned the GPT-4o model using OpenAI’s 447

fine-tuning API (https://platform.openai. 448

com/docs/guides/fine-tuning). We used 449

OpenAI’s default fine-tuning hyperparameters, 450

which include an Adam optimizer with an initial 451

learning rate of 2e−5, a batch size of 8, and up 452

to 4 training epochs. No manual hyperparameter 453

tuning was performed. All training and inference 454

steps were conducted through OpenAI’s managed 455

infrastructure, and no additional modifications to 456

the model architecture were made. 457

Phase 1: Belief Extraction For the first phase of 458

analysis the finetuning system prompt reads: ’You 459

are a cognitive scientist studying belief networks. 460

You are trained in data annotation and can extract 461

and list belief statements made from raw text from 462

social media posts’. The user prompt read: ’You 463

are given a post from Reddit where someone is 464

expressing and justifying an attitude about a topic. 465

Using the text of the post, you have to say what 466

the main beliefs they have are, listing them as self- 467

sufficient statements in bullet points without any 468
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Original Post Belief Statement(s) Broader Belief (Theory) Model Human

I don’t believe that there are any
LOGICAL reasons why gay mar-
riage shouldn’t be allowed. CMV.
All the people that are against gay
marriage are against it because of
moral or religious reasons, or be-
cause they feel that there isn’t any
point to gay marriage (e.g. they
don’t reproduce, similar to straight
couples who decide to not have chil-
dren). I still haven’t seen a sin-
gle logical reason why gay marriage
shouldn’t happen. I have no prob-
lem with gay marriage but when I try
to understand the basis for the argu-
ment of the other side, I see people
bashing it because of their personal
beliefs and religious morals, not jus-
tified, fair thinking.

i don’t believe that there are any
logical reasons why gay marriage
shouldn’t be allowed; all the peo-
ple that are against gay marriage
are against it because of moral or
religious reasons, or because they
feel that there isn’t any point to gay
marriage (e.g., they don’t reproduce,
similar to straight couples who de-
cide not to have children); there is
not a single logical reason why gay
marriage shouldn’t happen.

Legalization of same-sex mar-
riage has a positive impact on
society.

4 5

Table 2: Example belief inference instance showing the original post, extracted belief statement, general theory, and
ratings from the model and a human annotator.

other text, separated by commas. This is the post:469

[post title and text].’470

Phase 2: Theory Inference For this phase, the471

system prompts remained consistent with Phase472

1. User prompts were as follows: ’I am going to473

give you a set of specific statements that some-474

one holds as beliefs. I will also give you a more475

general theory. I want you to calculate the likeli-476

hood on a scale of 1-7 that someone who holds the477

set of statements as beliefs, believes in the theory.478

Express that likelihood on a scale of 1-7, where479

1 means that there is no evidence they hold the480

more general theory and 7 that they are extremely481

likely to hold the more general theory. This is the482

list of statements, between triple quotes: """[belief483

statements]""". This is the more general theory, be-484

tween asterisks *[belief]*. The output should only485

contain the number of the likelihood and nothing486

else.’. Figure 1 presents a detailed overview of all487

data processing steps prior to LLM annotation at488

scale.489

D Model Evaluation490

The pipeline evaluation and comparison across491

models and against the human benchmark492

was conducted in R (version 4.4.1). The493

code used is available in the project repos-494

itory https://osf.io/smdt2/?view_only=495

e8aef33dcdad43f6a55cb29fec3a1745.496

Figure F presents a visual representation of the497
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Figure 3: Evaluation of Baseline GPT-4o, FT GPT-4o,
o3-mini, and human (inter-rater) performance across the
metrics of exact agreement, ±1 agreement, and Cohen’s
κ

performance of the models against the human 498

benchmark. 499

E Human Annotation Details 500

The annotators were trained using a detailed guide- 501

line to ensure consistency and accuracy in belief 502

labelling. The guide followed by the annotators 503

is available at https://osf.io/smdt2/?view_ 504

only=e8aef33dcdad43f6a55cb29fec3a1745. 505

To establish inter-annotator reliability for Phase 506

1, we evaluated the cosine similarity between the 507

text extractions of the human annotators. To arrive 508

at a similarity metric, the text entries were cleaned 509

by removing punctuation, special characters, extra- 510
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neous whitespace and turned all text to lowercase.511

Each cleaned text was then tokenised into individ-512

ual words, and word counts per document were513

computed. Using these token counts, we gener-514

ated term frequency-inverse document frequency515

vectors to represent each document’s content in a516

weighted feature space. We then calculated pair-517

wise cosine similarity scores between document518

vectors on matched pairs. Finally, we averaged519

them to obtain an overall similarity metric reflect-520

ing agreement between the two annotations.521

This yielded a score of 0.63, indicating mod-522

erate agreement. Additionally, we conducted an523

80/20 train-test split and evaluated cosine similarity524

between human annotations and GPT-4o outputs,525

resulting in a score of 0.57. While these scores526

indicate moderate reliability, it’s important to note527

this level of agreement is quite notable given the in-528

herent complexity of the task, and that the model’s529

performance is similar to the discrepancy observed530

between human annotators before the triangulation531

discussion.532

F Inferred Belief Correlations in CMV533

Broader Belief (Theory) N Posts N Users

Corporate profits are too high and should be
more reasonable

153 118

Demographics should not influence college
admissions

215 193

It is the government’s responsibility to ensure
an adequate standard of living for its citizens

123 108

Marriage and children should be prioritized
over other life choices

183 156

Ordinary people would do a better job solving
the country’s problems than elected officials

351 265

People convicted of crimes serve too little time
in prison

172 136

The best way to ensure peace is through military
strength

138 112

The economic system unfairly favors powerful
interests

283 204

There are other countries that are better than the
U.S.

185 159

White people benefit a great deal from
advantages in society that Black people do not
have

254 182

Table 3: Description of the CMV dataset used for com-
parison with the lab sample

The complete annotation and evaluation datasets534

are available in the project repository. Table 3535

shows the number of associated posts and unique536

users posting under each pre-specified belief topic.537

The correlation analysis revealed several notable538

relationships, with correlations of ρ = .20 − .31539

being the most substantial. "Corporate profits too540

high" negatively correlates with "No demograph- 541

ics for college admissions" and positively corre- 542

lates with both "Economic system unfairly favors 543

the powerful" and "Other countries better than the 544

U.S.". "No demographics for college admissions" 545

shows a moderate positive correlation with "Mar- 546

riage and children priority" and a moderate nega- 547

tive correlation with "Other countries better than 548

the U.S.". "Standard of living government’s respon- 549

sibility" is moderately negatively correlated with 550

"Convicts serve too little time", and "Marriage and 551

children priority" also displays a moderate negative 552

correlation with "Convicts serve too little time". 553

These relationships represent the strongest corre- 554

lations in the matrix, indicating that views on cor- 555

porate profits, college admissions, government re- 556

sponsibility, and crime and punishment are more 557

strongly related than other beliefs. Figure 2 present 558

the matrix of correlations between each pair of be- 559

liefs. 560

Overall, these correlations suggest the presence 561

of distinct clusters of beliefs in the dataset, that 562

align with ideologically consistent patterns, such 563

as those typically associated with liberal and con- 564

servative viewpoints. These findings support the 565

validity of the method used, demonstrating that the 566

relationships between beliefs are consistent with 567

well-established patterns. The observed patterns 568

provide further evidence that the underlying struc- 569

ture of the data reflects coherent ideological divi- 570

sions. 571

G Human Data Sample 572

Survey data includes responses from 376 U.S. 573

adults (223 male, 147 female, 4 non-binary, aged 574

18 to 73; Avg. age = 37.41, SD = 11.47) collected 575

via Connect. Participants rated 64 beliefs on a 5- 576

point Likert scale, consistent with Pew Research 577

survey methodology (see (Ma and Powell, 2025) 578

for more details). 579
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