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Abstract

Maithili is one of the 22 official languages rec-
ognized in the Indian Constitution. The liter-
ature of Maithili is rich; however, due to cur-
rent socio-political changes, the language is on
the verge of extinction. Therefore, it is cru-
cial to develop a corpus for low-resource In-
dic languages like Maithili to ensure that the
dream of “No Language Left Behind" (NLLB)
is realized. With this in mind, we contribute
a corpus (1,05,600 sentences) containing both
manually curated and synthetically generated.
Additionally, we propose a strong baseline on
the Maithali-Hindi pair using our data, surpass-
ing the baseline achievable through existing
NLLB data.

1 Introduction

Machine translation (MT) has witnessed signifi-
cant advancements over the past decade, driven
largely by the availability of extensive parallel cor-
pora and sophisticated models. However, these
advancements are predominantly focused on high-
resource languages, leaving many low-resource lan-
guages with limited or no effective translation sys-
tems. Maithili, a language spoken by over 22M
people (according to Wiki) primarily in the eastern
regions of India and the southern plains of Nepal,
is one such low-resource language. Despite its
rich linguistic heritage and substantial speaker base,
Maithili remains underrepresented in the realm of
natural language processing (NLP), particularly in
machine translation.

The development of effective translation systems
for low-resource languages like Maithili is crucial
for several reasons. First, it helps in preserving
linguistic diversity by enabling communication be-
tween speakers of different languages. Second,
it provides access to information and services for
speakers of these languages, contributing to social
and economic inclusion. Finally, it adds to the

global corpus of linguistic data, which is essential
for studying and understanding human languages.

Several studies have focused on building trans-
lation systems for Indian languages, particularly
those with limited resources. INDICNLP Project
(Kunchukuttan, 2020) is a notable initiative to de-
velop NLP resources and tools for Indian languages.
It includes datasets, word embeddings, and other
linguistic resources for multiple Indian languages,
including low-resource languages. Researchers
have created bilingual and multilingual corpora
for Indian languages, which serve as essential re-
sources for training translation models. For in-
stance, (Kunchukuttan et al., 2018) developed the
IIT Bombay Hindi-English corpus, a significant
resource for Hindi-English translation tasks. There
have been attempts to develop corpus and build
translation systems for specific regional languages
in India such as (Post et al., 2013; Revanuru et al.,
2017; Laskar et al., 2019, 2020; Pathak et al., 2019;
Pathak and Pakray, 2019; Choudhary et al., 2018;
Singh et al., 2018). However, similar efforts for
Maithili remain sparse.

The No Language Left Behind (NLLB) (Tiede-
mann, 2012) dataset is a part of Meta AI’s NLLB
initiative, which aims to improve machine trans-
lation for low-resource languages. The dataset
includes parallel text for 200+ languages, includ-
ing Maithili-Hindi. It is constructed from multiple
sources, such as web-crawled data and publicly
available datasets. There are 5,50,300 Maithili-
Hindi parallel sentences available in OPUS' (Tiede-
mann, 2012; Fan et al., 2021; Schwenk et al., 2019).
Furthermore, while the NLLB dataset provides a
large number of Maithili-Hindi parallel sentences,
its quality is poorer due to automatically gener-
ated translations and misalignments. In contrast,
our dataset, although smaller (1,05,600 sentences),
includes 5,600 manually verified sentences, and
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the rest are synthetically generated. Further com-
parison of our data with NLLB is provided in the
experiment section. Our contributions in the paper
are as follows:

* We contribute a Maithili-Hindi parallel cor-
pus comprising 1,05,600 sentences which in-
cludes 5,600 manually verified sentences.

* We fine-tune the SOTA MT models to present
a strong baseline and show the superior quality
of our data compared to the NLLB dataset.

2 Corpus Creation Methodology

We construct our corpora by using web scrap-
ing and optical character recognition (OCR) tech-
niques. Data is sourced from various online repos-
itories and printed materials, with different do-
mains as detailed in Table 1. Web scraping is
done on four websites: khattarkaka, videhamaithili,
pranawjha.blogs, and maithilijindabaad (see Ap-
pendix A.1). Additionally, OCR is used for 141
books selected from the Maithili books collection.
This section outlines the steps involved in creating
the Maithili monolingual corpus and the Maithili-
Hindi parallel dataset, as illustrated in Figure 1.

2.1 Book Digitization for Corpus
Development

The Maithili data is collected from PDF files of
various genre books like stories, conversations, and
articles for our Maithili to Hindi MT task. We use
Python libraries to extract the text and then process
it. Specifically, we extract Maithili text from a PDF
using Tesseract OCR (pytesseract)” in Python; this
process involves converting PDF pages to images
and then applying OCR to extract text from those
images. To our understanding, Tesseract does not
have a dedicated Maithili language model. How-
ever, Maithili uses the Devanagari script, which
is supported by Tesseract’s Hindi (hin) language
data. This allows Tesseract to recognize Maithili
text using the Hindi model.

2.2 Automated Web Scraping

Web scraping, the process of extracting data from
websites, presents unique challenges, particularly
when dealing with content in the Maithili lan-
guage. One major challenge involves extracting
specific HTML tags, such as ‘<h3>° for headings
and ‘<div>‘ for links, then systematically looping
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Sources Domain

1 khattarkaka
2 videhamaithili

story, novel, satire
literature, culture,
history, society
articles, story
literature, philosophy,
culture, heritage, news
literature, story,
history, culture.

3 pranawjha.blogs
4 maithilijindabaad

5 maithili-books

Table 1: List of resources used to extract the monolin-
gual Maithili corpus. More details in the Appendix Sec.
A.l.

Web Pages
Maithili)
H Maithili-Hindi
Parallel
Z1S
(Il\; Corpus
\!,/ (Manual)
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Scraping

! v
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Figure 1: Detailed workflow for creating the Maithili
monolingual corpus and Maithili-Hindi parallel dataset.

through these tags to gather the necessary infor-
mation. We utilize the beautifulsoup? library to
parse HTML and XML documents through parse
trees to scrape out particular elements. Properly
ordering and parsing nested HTML tags is com-
plex, especially when transitioning between tags.
Selenium is integrated to automate web browsing
tasks, including page loading, link navigation, and
handling dynamically loaded content to address the
impracticality of manual navigation through genre
and news pages.

2.3 Data Cleaning

Once we extract the text, regex scripts are em-
ployed for text processing to remove English text
and format the Maithili content. This involves re-
moving unnecessary characters or symbols, normal-
izing the text (removing unnecessary, redundant
punctuation marks, non-ASCII characters, and ex-
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Dataset Sentences LaBSE LASER2 Median Standard deviation
Manually Created 5,600 0.6925  0.7265 0.7129 0.1660
Pseudo-Parallel 1,00,000  0.6678 0.4815 0.6952 0.1927
Combined (Manually + Pseudo)  1,05,600  0.6691 0.5026 0.6963 0.1915
NLLB 5,50,300  0.6659 0.3779 0.6958 0.2086

Table 2: Analysis of Avg. LaBSE, LASER, median similarity, and standard deviation across the Maithili-Hindi

dataset

tra spaces), and segmenting the text into sentences
or smaller units. The purpose of writing regex code
is to clean the data as much as possible and make
it structured. The cleaned Maithili data (1,00,000
sentences) is then stored in a text file format.

2.4 Manual and Pseudo data Generation

For manual translation, we gathered 5,600 Maithili
texts from khattarkak and pranawjha.blogs and re-
viewed them thoroughly. Two linguistic experts, a
48-year-old male with qualifications of Ph.D and
a 40-year-old male with qualifications of Master
of Arts (Translation Studies), translated the 5,600
Maithili text sentence by sentence, ensuring accu-
racy and coherence.

For pseudo data generation, we use data augmen-
tation (Sennrich et al., 2016) techniques to address
the limited parallel corpora for Maithili-Hindi. In-
dicTrans2 (Gala et al., 2023) is used to generate
synthetic parallel data by translating a 1,00,000
Maithili monolingual corpus into Hindi. These
synthetic sentences are paired with their original
Maithili counterparts to create additional parallel
sentence pairs. The overall 1,05,600 sentences in-
crease the training data size, exposing the NMT
models to more diverse sentence structures and vo-
cabulary. Compared to NLLB data, MaitH 1.0 has
longer sentences on average (refer to Tables 5 and
6 in Appendix A.2).

2.5 Quality Check

To assess the quality and alignment of our paral-
lel datasets, we employ two SOTA multilingual
sentence embedding models: Language-agnostic
BERT Sentence Embedding (LaBSE) (Feng et al.,
2022) and LASER. These models project sentences
from different languages into a shared semantic
space, enabling direct comparison through cosine
similarity. Table 2 provides a comparative analy-
sis, showcasing the average similarity scores and
variance for each dataset using both LaBSE and
LASER.

From the results in Table 2, the manually curated

parallel corpus exhibits the highest average simi-
larity and the lowest standard deviation, indicating
consistently strong alignment and minimal noise.
In contrast, pseudo-parallel and NLLB data show
comparatively lower average similarity and higher
variability, reflecting weaker alignment and greater
heterogeneity. We note that pseudo-parallel data
has not been validated manually, possibly due to
its large size and the availability of an expert in the
Maitahli language. However, we show, in the exper-
iment, that the baseline models achieve the highest
performance on the combined data compared to
manually created data alone, indicating the value
of pseudo-parallel data. These findings underscore
the importance of high-quality human-aligned data
for building robust multilingual models and also
provide an objective basis for selecting or filtering
parallel corpora for low-resource machine transla-
tion tasks.

3 Experiments

This section presents data preprocessing, baseline
models, results, and discussions. For the experi-
ment, all the datasets are divided in the ratio of
80/10/10 for train/valid/test unless otherwise men-
tioned.

3.1 Data Preprocessing

The raw data often contains inconsistencies in text
formatting, including varying Unicode encodings
and the use of non-standard characters. We stan-
dardize the text by converting all characters to
their normalized forms using Unicode normaliza-
tion and apply the standard IndicNLP normaliza-
tion (Kunchukuttan, 2020) to the corpus. The pre-
trained SentencePiece Model (SPM) (Gala et al.,
2023) is used for subword tokenization (Kudo and
Richardson, 2018). SentencePiece is an unsuper-
vised subword tokenizer that efficiently handles
the morphological richness of Maithili and Hindi.
The final dictionaries for Maithili and Hindi com-
prised 1,22,706 and 1,22,672 unique subword units,



Model BLEU4 chrF2 TER COMET METEOR BERTScore
IndicTrans2 4.01 21.54 0.97 0.4365 0.2036 0.8835
mT5 26.56 54.62 0.58 0.6903 0.5000 0.9354
mBARTS50 23.82 52.90 0.61 0.6740 0.4850 0.9306
NLLB-200 28.57 57.15 0.55 0.7292 0.5277 0.9387
Table 3: Results of the models train and test on the manually created data
Model Training Data BLEU4 chrF2 TER COMET METEOR BERTScore
IndicTrans2 Our 9.60 3291 0.86 0.5248 0.3206 0.8951
NLLB 2.12 1641 140 0.4291 0.1353 0.8631
mT5 Our 15.42 47.38 0.71 0.5814 0.4614 0.9142
NLLB 10.44 3461 1.01 0.5679 0.2646 0.8835
mBART50  Our 25.94 52.85 0.63 0.6711 0.4865 0.9223
NLLB 8.12 2895 1.26 0.5181 0.1895 0.8732
NLLB-200  Our 37.97 5990 0.55 0.7356 0.5644 0.9382
NLLB 16.34 40.57 0.90 0.6092 0.3043 0.8959

Table 4: Each model is trained separately on our ( MaitH 1.0 ) dataset and the NLLB dataset, and evaluated on the

MaitH 1.0 test set.

respectively (See Appendix A.2 for details).

3.2 Baseline Models

We finetune four pre-trained multilingual models as
baselines on MaitH 1.0 and NLLB training dataset:
IndicTrans2 (Gala et al., 2023), mT5 (Xue et al.,
2021), mBARTS50 (Liu et al., 2020), and NLLB-
200 distilled model*. Each model is trained us-
ing task-specific hyperparameter configurations tai-
lored for low-resource neural machine translation.
To ensure clarity and reproducibility, the complete
details of the hyperparameters used for finetuning
the models are provided in Appendix A.3.

3.3 Evaluation Metrics

We report well-known BLEU4, character-level
precision-recall F-score (ChrF2), Crosslingual
Optimized Metric for Evaluation of Translation
(COMET), METEOR, BERTScore, and Transla-
tion EDIT Rate (TER) metrics. The higher is the
better for the first five metrics, whereas a lower
value for TER is preferred. More details of the
metrics are given in the Appendix A.4.

3.4 Results and Discussions

Experimental results are presented in Tables 4. We
can observe that NLLB-200 outperforms the other
three models on all metrics, likely due to it being
pretrained on a massive amount of parallel data

4https://huggingface.co/facebook/
nllb-200-distilled-600M

and a large number of languages, helping cross-
lingual transferability.

Comparing metrics in Tables 4, we can see that
models trained on the MaitH 1.0 consistently out-
perform models trained on the NLLB training data.
It shows the superior quality of the MaitH 1.0
dataset. The results of all four models on man-
ually curated 5600 samples are shown in Table 3,
where the NLLB-200 model again outperforms oth-
ers. Comparing the results in Tables 3 and 4, we
can see that pseudo-parallel data further improves
the performance metrics, thus supporting the value
addition by pseudo-parallel data. Sample outputs
are shown in Appendix A.5. The code, hyperparam-
eters, and instructions for reproducing our results
are provided in Appendix A.6.

4 Conclusion and Future works

Our work contributes a manually curated and syn-
thetically generated parallel corpus for the Maithali-
Hindi language pair. We also develop a strong base-
line for Maithili-Hindi translation using our dataset.
The study reveals the value of manually created and
validated data (compared against NLLB, which
is noisy). Future work will focus on improving
synthetic data quality and incorporating domain-
specific data. Additionally, fine-tuning models or
new architecture with Maithili and Hindi-specific
linguistic features may enhance their capabilities.
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5 Limitations

In this study, despite its valuable insights, it faces
limitations due to limited manually curated data
and reliance on synthetic data. The small dataset
size and potential noise in synthetic data hinder
model performance. More robust validation is
needed for synthetic data to improve its quality.
Improved training procedure in a low-data regime
may help address these limitations and improve
translation accuracy and fluency.

6 Ethical considerations

This research on Maithili-Hindi machine transla-
tion adhered to ethical principles, including data
privacy and consent, bias and fairness, impact on
low-resource languages, transparency and repro-
ducibility, and avoidance of harm. Consent was ob-
tained for manually curated data, and efforts were
made to minimize bias in the models. The study
aims to support the Maithili language community
and was conducted transparently to ensure repro-
ducibility. The research was designed to avoid any
harm to individuals or communities. The dataset
will be released under the CC-BY 4.0 license.
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A Appendix

A.1 Dataset Resources

The following resources are used to collect and
process the Maithili-Hindi parallel dataset:

* Khattarkaka: https://khattarkaka.com

 Videha:
wordpress.com/

https://videhamaithili.

* Pranav Jha’s Blog:
blogspot.com/

http://pranawjha.

e Maithili Jindabaad: https://
maithilijindabaad.com/
e Archive.org (432 Maithili  books):

https://archive.org/details/
432-MAITHILI-BOOKS

A.2  Maithili-Hindi parallel dataset Statistics

Table 5 presents the dataset statistics, including
the number of sentences, tokens, type-token ratio
(TTR), percentage of tokens replaced by <unk>,
and average sentence lengths (in tokens) for the
Maithili and Hindi datasets across the train and
development splits. Statistics of the same language
pair available in the NLLB dataset are shown in
Table 6.

A.3 Hyperparameter Settings for Model
Training

We finetune the IndicTrans2 custom 12-layer
transformer with 512 embedding dimensions us-
ing Adam optimizer (Kingma and Ba, 2014)
(5(0.9,0.98)), a 3e-5 learning rate, 0.1 label
smoothing, and an inverse_sqrt scheduler with
2000 warmup updates. Training runs for 35 epochs
on an NVIDIA RTX A5000 GPU with a 0.2
dropout rate, gradient clipping (norm 1.0), mixed
precision (fp16), and sequences are limited to 2,048
tokens.

mT5 (Xue et al., 2021) model comprises 12 en-
coder and 12 decoder layers, with 12 attention
heads and an embedding dimension of 768. The
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feed-forward network (FFN) dimension is set to
2048, using a GeGLU activation function with a
dropout rate of 0.1. The model trains for 7 epochs
with a batch size of 4 on an NVIDIA RTX A4500
GPU.

In our experiment, we finetune the pretrained
mBARTS50 model (Liu et al., 2020) with 12 encoder
and decoder layers, each comprising 16 attention
heads and an embedding dimension of 1024. The
feed-forward network (FFN) dimensions are set to
4096. A dropout of 0.1, and the activation function
uses ReLU. The training runs for 7 epochs with a
batch size of 6, conducted on the same machine as
mTS5.

The NLLB model is finetune using the Hug-
ging Face transformers library on a Maithili-Hindi
parallel corpus. It is initialized from a pub-
licly available distilled NLLB-200 checkpoint
provided by Meta AIl. The model follows the
M2M100ForConditionalGeneration architecture
with 12 encoder and 12 decoder layers, 16 attention
heads, a hidden size of 1024, and a feed-forward
dimension of 4096. All input and output sequences
are truncated and padded to 128 tokens. The model
is trained on an NVIDIA RTX A5000 GPU for
5 epochs with a learning rate of 2e-5, batch size
of 8, and weight decay of 0.01. Mixed-precision
(FP16) training is enabled, and the best checkpoint
is selected based on the lowest evaluation loss.

A.4 Evaluation Metrics

To evaluate our Maithili to Hindi translation model,
we use evaluation metrics commonly use in ma-
chine translation tasks. The most popular ones
include BLEU (Bilingual Evaluation Understudy)
(Papineni et al., 2002): Measures number of n-
grams match between translations and reference
texts with n=4, chrF (Character n-gram F-score)
(Popovi¢, 2015): Measures similarity using char-
acter n-grams (n=2), making it more effective for
morphologically rich languages, TER (Translation
Edit Rate) (Snover et al., 2006): Computes the min-
imum number of edits needed to convert a trans-
lation into the reference, and COMET (Rei et al.,
2020):it is a neural-based translation evaluation
metric that leverages pretrained transformer em-
beddings to assess translation quality. Unlike tradi-
tional metrics like BLEU, COMET is trained using
direct human assessment (DA) ratings, making it
more aligned with human judgments. It evaluates
translations based on adequacy and fluency, given
a source sentence, machine-generated translation,

and reference translation. BERTScore (Zhang et al.,
2019) computes a similarity score for each token in
the candidate sentence with each token in the refer-
ence sentence. However, instead of exact matches,
we compute token similarity using contextual em-
beddings. METEOR (Banerjee and Lavie, 2005)
evaluates a translation by computing a score based
on ex- plicit word-to-word matches between the
transla- tion and a reference translation.

We use sacrebleu® library to compute BLEU
and chrF scores, pyter® library to compute TER
score, and Unbabel’ library to compute COMET,
bert_score® library to compute BERTScore, me-
teor_score library is use to compute METEOR,
which is a standard for evaluating machine transla-
tion outputs.

A.5 Model Output on Test Samples

To analyze the performance of our fine-tuned
models, we present sample translations from our
Maithili-Hindi test dataset. The figure 2 below
showcases translations generated by IndicTrans2,
mBARTS50, mT5, and NLLB-200, alongside the
original Maithili sentence and the reference Hindi
translation. The comparison highlights the differ-
ences in translation quality across models.

A.6 Code and Reproducability

To support reproducibility and further research
in Maithili-Hindi machine translation, we plan
to publicly release our Maithili-Hindi paral-
lel dataset upon the acceptance of this paper.
The dataset and code will be made available
at https://anonymous.4open.science/r/anonymous-
mt-data_and_code-CD2F/

Shttps: //pypi.org/project/sacrebleu
®https://pypi.org/project/pyter3
"https://github.com/Unbabel/COMET
8https://github.com/Tiiiger/bert_score
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Source 1 TR HE ¥ g I AR 9o |
Reference translation R YE I $S IR g1 M|
Gloss: No answer came out of my mouth.
IndicTrans2 O3 Hg ¥ $© oard g e
Gloss: I did not get any reply from my mouth.
mT5 R e I $S W ol ggx™|
Gloss: No reply came out of my mouth.
mBARTS50 ™R e 9 o I S| e e
Gloss: No reply came out of my mouth.
NLLB-200 R HE A PIs oard g e
Gloss: No answer came out of my mouth.
Source 2 T T FHS TSB! Tl 3 TSR & aegfufas sy 9ag |

Reference translation
Gloss:

3T TR ISt gTet 3R Tl G317 o aegfUfay &1 Syl g

Now elder grandmother and Sahajo Bua realized the reality.

IndicTrans2 39 o9 ISt S a1} $TR YR P %G BT Iy g% o

Gloss: Now when the elder grandmother and Sahar had become objects of the matter.

mT5 3T STHR S a1dl SR Tewii e BT aegieufal &1 Sy el

Gloss: Now the elder grandmother and sister-in-law realized the true situation.

mBART50 3T STHR TS qTel 3R Tgol o7 BT IR FT Ser ganm|

Gloss: Now elder grandmother and Sahajo Bua realized the reality.

NLLB-200 3T TR TS TTet 3R TSI B TRl BT Tgar gl

Gloss: It was only now that the elder grandmother and Sahajopisi realized the factual situation.
Source 3 B gUEY 30T Yehd 3 fawR Iareia iR ReamR afe wrifsra S st R faer ag|

Reference translation
Gloss:

T gUaAmg 3T Yedhd SR faar Iomr ok Rawn R 9 FR wIfeid 9 S W= faar gan |
| silently picked up my suitcase and bedding, boarded a rickshaw and left the station like a
defeated soldier.

IndicTrans2 T gu=g guag 39+ IRY 6 3T 3R TRaS R TeT B avE TG T4
Gloss: | quietly and silently picked up my arrows and climbed like a ladder to the door.
mT5 T AT 3T Yebd SR AR I iR Rawn R Iesm: Wi IS &1 dvg I a1 T
Gloss: | silently picked up my suitcase and bedding, boarded a rickshaw and went to the station
like a defeated soldier.
mBART50 B gUEY AT Yehd off fawR Samn iR Reawr iR ggax Riford ST & o ®F § e gan
Gloss: | silently picked up my suitcase and bedding, boarded a rickshaw and left the station
like a defeated soldier.
NLLB-200 ﬁﬁggwmmﬁﬁvﬁ&mﬁﬁa@mmmﬁaﬁﬁﬁmémﬁ
AT gl Al
Gloss: I quietly lifted my suitcase wider and climbed into the rickshaw and started from the station like
a defeated soldier.
Source 4 T T DY A TS T ) YR F G A T 31y 3 WrRfpd, Ao ied 9y s are

Reference translation

TR T UR ¥ 315 UR H I§d 35|

T A & & T TTid BT e e Y@ U IS o1 gen 7, iR Asfdd, Hievansihd, Sg I @
TR TUSHUR A SYUR B} 8

Gloss: There is no river! The Balan river of the village has dried up and has become a paved
road, and bicycles and motorcycles are swooshing from one side to the other.

IndicTrans2 ) A TET B1 TTTa & 97 ) F fHAR o7 gU F, Ifhd ok Usfrd » UR F uR Y M uR 1 @ 7

Gloss: There is no river! The village's boats are built on the river bank, everyone is crossing it on
bicycles and bikes.

mT5 qﬁﬁ%éqﬁfmﬁaﬁwﬁg@tﬁaﬂswg&n%&ﬁvm,mww
I YRIRIT 3 UR ¥ 318 UR g1 &1 B

Gloss: There is no river! The Balan river in the village is a dry tar road and bicycles and motorcycles
are crossing it from one side to the other.

mBART50 ) Y & € 1 Mg 7 o A R W S 77 gon § iR wrsfed, Hiexansfaa g9 sl vd
TR GU 59 7RG 3 39 IXE & IR 1 38 &

Gloss: There is no river! The riverbed of the village has dried up and turned into a tar road and bicycles,
motorcycles, everyone is moving along that path in this way and that way.

NLLB-200 qﬁﬁ%ﬁﬂ%ﬁlﬂﬁﬁ&ﬂﬂﬁg@aﬂtﬁaﬂgwgm%aﬁ?ﬂm Heursied i 3w

I RIS ¥ I I F I I [oR 51 5
Gloss: There is no river! The village's Balan river is a pitch road and bicycles, motorcycles, all pass

through the same route from Sarasrail.

Figure 2: Output of the finetuned model, Maithili (source) text to Hindi (Target) translations from our test dataset.



Dataset Language Sentences Tokens TTR Replaced by <unk>

Avg Sentence Length

Train Maithili 84,480 2,192,627 0.0559 0.127% 16.25
Train Hindi 84,480 2,130,752 0.0576 0.0023% 19.19
Dev Maithili 10,560 2,69,184  0.4558 0.0858% 15.79
Dev Hindi 10,560 2,62,342  0.4562 0.00191% 19.15
Test Maithili 10,560 2,53,779  0.4835 0.0686% 15.90
Test Hindi 10,560 2,36,349  0.5190 0.000846% 18.60
Table 5: Statistics of MaitH 1.0 Maithili-Hindi parallel dataset
Dataset Language Sentences Tokens TTR Replaced by <unk> Avg Sentence Length
Train Maithili 4,40,240  53,28,862 0.0230 0.02% 6.53
Train Hindi 4,40,240  37,45,318 0.0327 0.409 % 5.78
Dev Maithili 55,030 6,82,981 0.1796 0.0171% 6.66
Dev Hindi 55,030 4,770,957 0.2604 0.43 % 5.77
Test Maithili 55,030 6,87,058 0.1785 0.0192 % 6.69
Test Hindi 55,030 4,73,530  0.2590 0.42% 5.79

Table 6: Statistics of existing NLLB Maithili-Hindi parallel dataset
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