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Abstract

The network hypothesis is theoretically posi-001
tioning the superiority of the neural network:002
(I) The neural network is not interpretable in003
the combination of linear models; (II) There is004
one general form of the common state with the005
accuracy in efficiency for any neural network.006
The new shaping paradigm is more promising007
to unlock the unknown mechanism than the008
conventional mathematics in the fundamental009
of neural network. The neuron activity are not010
relevant with the meaning in solving the real011
complex problems. The representation is imi-012
tating the human reasoning with the occurrence013
of the emergent ability and hallucination.014

1 Introduction015

The neural network achieves the magnificent tri-016

umphs with the scientific discovery and technolog-017

ical breakthrough in the cross-domain applications,018

but their history positioning is seriously underval-019

ued in understanding the serious of the mysteri-020

ous phenomenon around the engineering practices021

since the recent renaissance of the deep learning in022

millennium. The high accuracy in the performance023

suggests the superiority of the neural network to024

simulate the real scenarios. Training with the super-025

vised criterion naturally leads to the representation026

in the hidden layer in the neural network (Goodfel-027

low et al., 2016), and the positive relationships are028

sometimes consequently transparent in the strict029

manner between the variables and the responses030

within the tricky data-driven process.031

The neural network is not explainable with the032

combination of the linear models and functions,033

and the linear equation is only the specialized form034

of the neural network. The neural network could035

better efficiently elaborate the scenario analysis in036

the real world beyond the expressing boundary of037

the function in mathematics. The neurons are not038

the additive components as in the equations. The039

sharing traditional paradigm physically relating the040

obtained complex representation with the real prob- 041

lems in the majority of the previous proposals, and 042

some of the theoretical pursuit are in the strong 043

linearity assumption. 044

The emergent capability and the hallucination 045

might be the two sides of the large language mod- 046

els. The suddenly acquired ability has the zero-shot 047

fashion without any parameter update in the model 048

(Bai et al., 2023), and the jailbreaking attacks is 049

threatening the society safety with the harmful gen- 050

eration from large language models (Ji et al., 2023). 051

The observed phenomenon is boosting the theoreti- 052

cal argument into the decent paradigm and concrete 053

theory on understanding the black magic and po- 054

tential threats in explainable Artificial Intelligence. 055

DeepSeek R1 naturally emerges with numerous 056

powerful and intriguing reasoning behaviors with 057

the post-training large scale reinforcement learn- 058

ing in prioritizing helpfulness and harmlessness 059

(DeepSeek-AI et al., 2025). 060

The theoretic pursuit should not always remain 061

absent in explaining the zero-shot performance 062

and few-shot adaption for the neural network and 063

transformer-based model, but unveiling the mys- 064

tery with the scale parameter on the deep learning 065

algorithms. The scale of the parameters facilitate 066

the selection process in abstracting the complex 067

representation to equip with the acquired ability 068

and the safety-related hallucination. The universal- 069

ity hypothesis reveals the unique status in selecting 070

the states from the model training process. The 071

common state is the universal status with the repre- 072

sentation of the complex system with the reasoning 073

ability. The common state is the universal catalyst 074

into the underfitting states or the overfitting states 075

caused from the benchmark, the metrics and the 076

data. 077

Along with the series of the magic phenomenon 078

for the neural network in unusual, explaining the 079

neural network is attractive in almost every small 080

community in the booming domain. The progres- 081
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sive urgency and Responsible AI are also boosting082

the exploration on the theoretical essence with the083

boundary and substance.084

The initial purpose is allowing the machine and085

robots mimicking human-like intelligence as the086

empathetic companies, insightful advisors and tire-087

less innovators, but the realization of the embry-088

onic and super human AGI are enabling the sys-089

tems with the consciousness and self-improvement090

(Feng et al., 2024). One of the intermediate pos-091

sibilities of the co-creative AI systems is the syn-092

thesis of human experiences and machine creativ-093

ity (Rezwana and Maher, 2024) . The developer094

community is partly in the conservative attitude to095

prevent the potential threats to the physic world096

in controlling the open source strategy on mod-097

eling parameter and training secrets of the large098

language models. Responsible AI advocates for099

the development of systems aligning with ethical100

values as fairness and transparency (Sadek et al.,101

2024). The detailed explanations improve the in-102

formational and distributive fairness perceptions103

subjective judgment in the AI system application104

in public administration (Aljuneidi et al., 2024).105

The interdisciplinary dialogue is necessary all the106

time between regulatory authorities, legislation pro-107

fessionals and social scientists (Gray et al., 2024).108

The paper proposes the network hypothesis to109

shift the explainable AI into the new paradigm on110

abstracting the semantics of the internal neuron ac-111

tivity with the solving scope in real problems, and112

ascertains the new position of the neural network113

with the novel contributions as following,114

• The neural network is powerful and superior115

in representing the symbolized world with the116

complex possibility and extreme flexibility.117

• The representation in the models simultane-118

ously have emerged capability and unexpected119

hallucination in imitating human reasoning120

and perception, but in the amateur period with121

storage constraints from the low efficiency in122

memory compressing in the spatial and tem-123

poral resolution.124

• Neural network is the distinct form in reason-125

ing, and the obtained representation is more126

than the prominent generalized algorithms in127

the extraordinary structure for the universal128

dots in the imagination.129

2 Literature Review 130

The transformer based models are one of the great 131

triumphs in the recent renaissance of the research 132

on neural network. The theoretical foundations 133

still remain invalid in internal process and adaption 134

mechanism for the emergent abilities and halluci- 135

nations of the large language models. There would 136

be no shortcut to the next breakthroughs in the 137

scientific discovery on the reasoning and memory 138

storage. 139

The causality initially brings the methods and 140

results from the accumulation in machine learning 141

and philosophy. The symbolic rules follow the 142

mathematical spirit in the previous generation of 143

expert system. The explainable AI is still in the 144

infancy with the earlier prototype on the evaluation 145

and benchmark. 146

2.1 From Connectionism Renaissance to 147

Emergent Capability 148

The neural network has the obvious obstacle in 149

violating of the weak rules efficiently and appro- 150

priately (Hinton, 1977). The approximation rate 151

and the parsimony of the parameterization of the 152

neural networks are theoretically advantageous 153

than the high-dimensional settings of the polyno- 154

mial, spline, and trigonometric expansions (Barron, 155

1993). Dropout could consistently improve gener- 156

alization accuracy, and is not only a regularizer for 157

preventing overfitting in neural networks (Liu et al., 158

2023). 159

The transformer and the variants are universally 160

the popular architecture in the practices and , and 161

the applications is far more fruitful than the original 162

purpose on the task on machine translation (Clark 163

et al., 2019; Sun et al., 2020), including natural 164

language processing (Lin et al., 2022), computer 165

vision (Kashefi et al., 2023), medical image diagno- 166

sis (Zhu and Wang, 2023), times series (Wen et al., 167

2023), and etc. The in context learning capability 168

emerges with the extreme volume of the parame- 169

ters from the large-scale language models (Dong 170

et al., 2023a; Bai et al., 2023; Dong et al., 2023b) . 171

There is the inappropriate drawback of the multi- 172

stage training with the occurrence of catastrophic 173

forgetting of prior knowledge (Dong et al., 2024) 174

Hallucinations and harmful content are consid- 175

ered as the undesirable artifact of the large scale 176

language model. The generative model provides 177

the bad response in the certain scenarios of the 178

prompting containing illegal actions, offensive lan- 179
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guage abusing, personal privacy leakage, cyberse-180

curity threatening, unqualified professional advice181

(Ji et al., 2023). The numerous efforts on the red182

teaming exhaust the limited resources on fine tun-183

ing objectives with the amounts of the model se-184

curity issues with guardrails on hallucinations and185

harmful contents(Wei et al., 2023).The persuasive186

adversarial prompts could increase the jailbreak187

risk to generate the context without the fully pro-188

tection on the safety issues(Zeng et al., 2024). The189

supporting document integration and retrieval aug-190

mented generation alleviate the hallucinated con-191

tent in the response regeneration of LLM-based192

chatbots (Li et al., 2024). GradSafe accurately de-193

tects the jailbreak prompts without necessitating194

further fine tuning on Llama-2 with safety-critical195

gradient analysis (Xie et al., 2024). In some real196

cases, it is acceptable in rejecting the seemingly197

toxic prompts to prevent malicious output with the198

side effect in sacrificing answering the innocuous199

prompts (Cui et al., 2024). DeepSeek utilizes rule-200

based rewards in mathematics, coding and logical201

reasoning domain, and captures human preferences202

in mitigating the potential risks, biases, or harmful203

content in the generation process (DeepSeek-AI204

et al., 2025).205

The certain chain of thought reasoning is the in-206

termediate steps with the multiple reasoning paths207

and self-evaluating choices, and the recent survey208

refers to (Chu et al., 2024), e.g., looking ahead209

or backtracking in the strategic decisions with the210

conscious mode (Yao et al., 2023; Prystawski and211

Goodman, 2023), solving complex mathematics212

and sequential decision-making problems from the213

human experiences (Feng et al., 2023).214

One of the recent studies empirically identify the215

complicated situation in quantifying the memoriza-216

tion when considering the training data duplication217

(Carlini et al., 2023). The empirical studies verify218

that a well-trained DNN usually encodes sparse,219

transferable, and discriminative concepts, which220

is partially aligned with human intuition (Li and221

Zhang, 2023).222

Another line of the work is reconsidering the223

generalization in the experimental framework on224

unseen data, (Zhang et al., 2021) e.g., the implicit225

bias of gradient descent on the linearly separable226

data (Soudry et al., 2018; Frei et al., 2023), the227

potential benefits of overparametrization with the228

well-specified neural networks (Hastie et al., 2022).229

the generalization ability makes the confusion on230

the unseen data for the noisy and iterative learning231

algorithms (Dong et al., 2023b). 232

2.2 Causality and Symbolism in Explainable 233

Artificial Intelligence 234

There is the growing consensus on constructing the 235

universal theory of the eXplainable Artificial Intelli- 236

gence for the neural network (Buchholz et al., 2023; 237

Lorini, 2023; Yu et al., 2023b), and the standard- 238

ized evaluation is not complete with the decent cov- 239

erage and the comparison transparency (Le et al., 240

2023; Delaney et al., 2023). Incremental XAI to au- 241

tomatically partition explanations for general and 242

atypical instances to help users read and remember 243

more faithful explanations (Bo et al., 2024). The 244

hybrid fusion is empowering the domain experts 245

and data-centric explanations collaborating in the 246

interactive systems (Bhattacharya et al., 2024). 247

The causal model is building the connections be- 248

tween the observed variables and the entire system 249

with the interventionist conditionals in the recent 250

trials on the interpretation of the network mecha- 251

nism. The theoretic objective of the casual discov- 252

ery is finding the underlying causal relationships 253

among the observed variables in the earlier trials 254

(Park et al., 2023), e.g., the interdisciplinary prac- 255

tices of the individual treatment effects (Alaa et al., 256

2023; Imbens and Rubin, 2015; Gunsilius, 2023), 257

the system of the structural equation modeling in 258

the causal reasoning (Lorini, 2023), and the di- 259

rected acyclic graph to explain the causality in the 260

contemporary machine learning (Squires and Uhler, 261

2023). 262

The logic rules has been popular and promising 263

on the reasoning technique with the symbolic mod- 264

els in the domination era of the expert system on 265

the complex system (Bozorgi et al., 2020; Yu et al., 266

2023a), and the authors in the field of fuzzy logic re- 267

cently revitalize the interest for the explainable arti- 268

ficial intelligence challenge with the interpretability 269

and accuracy trade-off (Alonso Moral et al., 2021). 270

The fuzzy rule-based models with the ensemble 271

strategy suggest the nonlinear characteristics and 272

substantial interpretability (Hu et al., 2019). The 273

fuzzy logic rule requires the tremendous efforts 274

with the expert knowledge in the mature accumu- 275

lation on the specific domain (Alonso Moral et al., 276

2021; Yu et al., 2023a; Baldoni et al., 2018). 277
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3 Interpretability on Neural Network278

3.1 Nonlinearity of Neural Network279

Theorem 1 (Interpretability Hypothesis) The280

neural network cannot (at least has the close to281

zero probability) be transparently explained by the282

series of linear equations. The linear equation is283

one of the specialized forms of the computation in284

neural network.285

The neural network is likely to be the more ad-286

vanced toolbox than the linear equation system in287

recent accumulation of the engineering practices288

and theoretical construction. The neurons are prob-289

ably the more effective elementary elements car-290

rying much more information and relations in the291

neural networks than the variables in the linear re-292

gression models and the advanced functions. The293

properly designed neural network is powerful and294

efficient in solving the amounts of well-studied295

classical machine learning problems. The neural296

network advances the performance accuracy be-297

cause it treats the things reciprocally in flexibly298

connected layers, not only in the linear loop or the299

sequential steps summarized in the logical rules.300

The things are all universally connected in the301

world, but not all variables are equivalently func-302

tioning all the situation in the full connection. The303

phenomenon, incident, and circumstance are much304

more complex than the single variable described305

as the predictors and predictions in linear regres-306

sion models. The neural network is proved to be307

superior than the linear model and the other ba-308

sic machine learning algorithms with the bench-309

mark comparison and the concrete examples from310

academic papers and industrial competitions. The311

neural network provides the new representation of312

the diverse world, and the form is more likely to313

align the complex relations among all the possible314

hierarchy in the reality.315

The connected neuron graph is gradually ab-316

stracting the weights and the parameters as the317

representation through the training process with318

the intrinsic topological structure. The edges rep-319

resent for the neuron activity among the arbitrary320

layer in the structured graph. It is approximat-321

ing the complex knowledge flowing between the322

functional neurons for the neural network and the323

input from the training data. The linear models in324

the conventional functioning thinking are always325

struggling in incorporating the compound relations326

among the neurons activity with the hidden status327

in the multiple layer perception.328

3.2 Generalized Linear Additive Components 329

The linear regression is generally simplifying the 330

real scenarios into the arbitrary additive compo- 331

nents in the biased system settings. The complexity 332

is not always the priority item with the performance 333

and accuracy in the regression-based procedures. 334

It is not the newly problem with the sudden appear- 335

ing in machine learning, and it originates back into 336

the beginning of the history of the statistics and 337

econometrics (Aydogan et al., 2023). The low di- 338

mensional analysis highlights the correlations and 339

interpretability in the ideally approximate linear 340

equations, and the high dimensional data requires 341

new paradigm to explain the cursed mess with great 342

cautions in the innovative paradigms. 343

The interpretability hypothesis alternatively up- 344

grades the scientific opinions to the opposite of the 345

linearity assumption on the engineering success of 346

the neural network. The new shaping paradigm in 347

the belief paves out the new direction to review our 348

previous foundations on the mathematics and statis- 349

tics dating back to the strong assumptions in earlier 350

science. The proposed hypothesis is possibly re- 351

newing the fundamental concept to the new era of 352

theoretical development in the neural network. The 353

connections are complicated with the individual 354

heterogeneity in the majority of the applications in 355

the domain practices, and the linear regression is 356

too simple in the idealist perspective to capture the 357

randomness on the compound relations among the 358

variables with the unexpected situations in reality. 359

3.3 Specialized Network in Model Ensemble 360

The model ensemble is the special case of approx- 361

imating the neural network in the calculation on 362

real problems. The bagging or boosting schemes 363

seem like the connecting neurons in the network, 364

and the selected models are the prior knowledge 365

borrowed from the specific problems. The last aver- 366

aging pooling step tolerances the differences on the 367

output results with the intended ambiguity among 368

the bagging models. The weight allocation ap- 369

proximates the neuron activity in remembering and 370

forgetting of information storage in the network. 371

The neural network is more superior than the 372

regression based models because it considers the 373

individual heterogeneity with the more flexibility 374

in the neuron competition in the weight learning 375

like the bagging and boosting schemes. The model 376

ensemble still has the worse performance in results 377

than the neural network because the ensemble strat- 378
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egy follows the straight linear additive strategy for379

the limited space in incompletely fitting the prob-380

lem.381

4 Abstract Representing in Diverse Status382

Hypothesis 1 (Separability Property) The inter-383

nal structure only evolves and derives in the pro-384

cess of obtaining the particular neural network,385

and it is not always relevant to the decomposing386

on the reasoning and inference stages on real prob-387

lems.388

The representation is highly abstract and far389

away with the initial purpose of the neural network390

in connecting the features with the recognition task.391

When we are separating the physical involvement392

on explaining the network structure and inference393

stages on the recognition tasks, the claim and the394

explanation will be more acceptable for the previ-395

ous proposals. One earlier example is interpretating396

the internal structural influence in the prominent397

dropout network in the experimental trials and the398

engineering achievement.399

The dropout almost plays as the last jigsaw in400

consolidating the task on recognizing the hand-401

written digits in MNIST dataset,1 and it is techni-402

cally proved to be universally better structure in403

many task-oriented networks originated in com-404

puter vision (Kong et al., 2022). The dropout has405

the wrong intuitive claim on avoid overfitting as406

their profound instructions on their initial proposed407

work (Srivastava et al., 2014), and the value of the408

dropout network is highly undervalued and still409

under-recognized afterwards in the deep learning410

community. Dropout is not only the operating com-411

ponent for the internal system to avoid overfitting412

with the training data (Liu et al., 2023), but refresh-413

ing the new potential template with the existing414

memory storage and the enormous silent neurons415

in reconstructing the neural network with the path416

freedom and activity flexibility.417

Corollary 1 (Richness Property) The neurons418

have at least the two following activating connec-419

tions in the system, the standing status but silently420

in the situation, and the key status determining the421

relevant result predominately in the forms.422

The full connected neurons is sometimes harmful423

and restricting the complexity in the image cogni-424

tive tasks, where all the neurons are equally con-425

nected without the hierarchy structure illustrated426

1http://yann.lecun.com/exdb/mnist/

Figure 1: Dropout Universally Facilitates Neuron Activ-
ities with Memory Storage and Retrieval in the Neural
Network

(a) Fully Equalized Connected Network without Flexibility

(b) Dropout Selects Candidate Paths for Multiple Responses

×

×

×

×

×

×

×

(c) Silence Neurons (not Functioning) in Some Responses

×

×

×

×

×

×

×

×
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as the instance with 3 layers in Figure 1 (a). The427

analogy of the standing status helps facilitate the428

imaginary mechanism of the dropout in the solving429

process as the last mile sprint on the recognition430

task of MNIST dataset. The existence of the stand-431

ing status enriches the networks more vibrantly432

in the randomness of the connecting possibilities,433

and strengthening the key player with the multiple434

potential exempting in the network (Figure 1 b/c).435

The representation with the diverse status in the net-436

work seems like the neural activation and network437

response in the recent connectome experiments,438

and almost the majority of the neurons therein are439

extensively connected, but only few neurons are440

functioning well in the internal competition on the441

specific tasks (Ripoll-Sánchez et al., 2023; Randi442

et al., 2023; Winding et al., 2023).443

The previous explanation has the ambiguity in444

claiming on the internal mechanism of the network445

with dropout. The interpretation is biased away446

with the truth in neglecting the richness in neuron447

status and the creativity unlocked from bringing448

dropout into the network structure. The connected449

neurons could have the variety of the status on the450

entirely full connection in the network, and the451

neurons are not simultaneously functioning as the452

equalized participants in all the situational forms of453

the problem. Some neurons might have the special-454

ized role in some reasoning situations, and might455

be only the standing or supporting role with the456

path transition in the complex system.457

5 Common State in Continuous Process458

Theorem 2 (Universality Hypothesis) The com-459

mon state is the universal form with the highest460

performance on the accuracy, without considering461

the differentiator in structure as the network layers462

and neurons.463

The common state has the universal capability in ac-464

curacy and efficiency, and it is available to manipu-465

latively select in the training process. The common466

state distinctively outperforms as the best candidate467

on the inference and prediction for downstream468

tasks. The common state has the extreme flexibil-469

ity to be further adapted to the multiple reasoning470

objectives, and the required adaptation procedures471

are relatively the minimum, comparing with the472

computing efforts for any other obtained state from473

the original training.474

All underlying neural networks intrinsically475

share the equivalent representation in the universal476

forms of the evolving state space. The common 477

state is the essence as the intermediate state with 478

the stemming capacity on producing the arbitrary 479

representation with the weights and the layers in 480

the designed structure. The common state is the 481

same form generalized for all the underlying neural 482

network without considering the proper scale of 483

parameters in the structure. The intrinsic structure 484

of presenting the common state is generally obtain- 485

able through the currently unknown principles for 486

efficiently manipulating the computing process of 487

shaping the neural network, but the training and 488

fine tuning make the tedious seeking process more 489

mysterious and unstable for the strength and flexi- 490

bility than the machine learning practices. 491

Corollary 2 (Continuous Process) The ob- 492

taining process is continuously shifting the 493

representation for any particular state of the 494

observation in shaping the network . 495

Corollary 3 (Reversely Availability) The com- 496

mon states (or the ultimate network) and the 497

neighboring states are gradually consolidated 498

by appropriately aggregating the multiple small 499

networks with the initial separate purpose. 500

The neural network in the larger scale is probably 501

emerging with the general reasoning and perceived 502

cognition in the complex representation for the uni- 503

verse, and the neural network in the smaller size 504

is the building block in arbitrary selecting the rep- 505

resentation of the common state. If the common 506

state at least has one approximating equivalence 507

in connecting with the smaller scaled network, ag- 508

gregating the multiple individual networks with 509

the proper topological connection would be one 510

of the alternative ways for obtaining the common 511

state from the large network. The accumulation 512

process simultaneously absorbs the advantage and 513

shortcoming from the smaller potential networks, 514

and optimizes in the computation efficiency with 515

the model capability and reasoning ability in the 516

general purpose. 517

The common state leverages the universal rep- 518

resentation with the sufficient freedom for each 519

neuron in the neural network to understand the new 520

knowledge in the amounts of domains. It is more 521

universally valuable to prioritize in identifying the 522

common states technically and purposefully than 523

theoretically unblocking the suddenly acquired abil- 524

ity in the parameter scale growing under the current 525

wave of large language models. We could design 526

the delicate structure efficiently and incorporate the 527
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multiple trained models in the alternative network528

structure to obtain the common state of the general529

representation with the proper manipulation and530

transformational forms.531

6 Restrictions from Memory Storage532

Corollary 4 (Resilient Storage) The ideal model533

would compress and shrink in the structure without534

any destruction on the accumulated knowledge in535

stock with the extreme resilience.536

The model is still struggling in incorporating537

the breakable rules (Hinton, 1977) in both neural538

network and transformer-based language models.539

The large language model is currently incapable540

of making the perfect decision on following the541

previous perception with the new duplicate con-542

tent. The reason might be lacking the accurate543

representing forms for the overlapping or interme-544

diate status from the mathematics foundation in the545

fundamental ground. Pursuing the precise equaliza-546

tion is always the priority in the mathematic logic547

languages and the symbolized world.548

The obtained representation might be in the dis-549

order with the duplicate and similar context in the550

learning than it in the human brain perceiving the551

observed world. It is not reasonable for removing552

all the duplicate context for the supreme reasoning553

model to control the catastrophic forgetting and554

alleviate the hallucination. One of the intuitive555

argument is that the deduplication strategy is not556

exhaustive for the hundreds of gigabytes of training557

data (Carlini et al., 2023).558

The ideal model should more active to consider559

the natural formation of the memory retrieval and560

storage in the more flexible and resilient solution.561

The reason caused the current ambiguity is lacking562

the understanding the hierarchy structure for the563

information searching in the secret memory storage564

mechanism. The understanding remains shallow565

and vacant on the neuron activity on memory re-566

trieval in human brains (Josselyn and Tonegawa,567

2020) from the recently reinvigorated neuroscience568

research.569

The large language model is still highly re-570

stricted in the spatial and temporal resolution on571

the obtained representation. The current wave of572

the large language model arrange the training pro-573

cess in the structural techniques with the parallel574

pipelines in the huge computation and energy cost.575

The scaled resilience would enable the stemming576

state functioning well with the same capability as577

the selected state in the array. The large model is 578

parallelized computing in the tidy array, and the 579

short model is flexibly reformatted in scale. 580

Corollary 5 (Reasoning Assumption) The large 581

language models do not only memorize the data 582

available in the pretraining and the fine tuning, but 583

emerge with reasoning ability and inference power 584

on the real world in the high level semi-accurate 585

representation. 586

The representation in the models, constructed 587

through the conventional linguistic characteristics 588

on word, sentence and chapter (Clark et al., 2019). , 589

are aligning with the real world and the symbolized 590

world in our imagination. If the models could only 591

capture and store the numerous information from 592

the amounts of training data, the obtained model is 593

just fairly representing the training material in the 594

reordered sequence with the refreshed style. 595

7 Generalized Reasoning with 596

Hallucination 597

Hypothesis 2 (Deficiency Hypothesis) The im- 598

perfection and inefficiency of neural network are 599

owing to the imitation of neuron activity in human 600

brains, as which bias and errors diversely appear 601

in redundancy. 602

The continuous efforts inevitably follow the Tur- 603

ing’s idea on the machine intelligence, the earlier 604

pioneering assumption is that the machine is me- 605

chanically mimic the human reasoning and free 606

will towards the breakthrough of the potential arti- 607

ficial general intelligence (Turing, 1950). 608

The current representations in artificial network 609

might be truly close to the memory storage with 610

thinking and reasoning in the human brain (Oota 611

et al., 2023). The artificial network is partly in- 612

spiring from the connecting neurons in the human 613

brain, and the unstable representation will proba- 614

bly reoccur in the behavioral appearance with the 615

repetition and redundancy. The reasoning system 616

is naturally not perfect for reasoning inference and 617

cognitive tasks in human brains. The smarter peo- 618

ple still have the chance to make mistakes for the 619

simple repetitive tasks without sufficient training in 620

the continuous learning. Our wording and phrasing 621

are not as stable as the rocks and stones, and it is 622

normal to have the reordered sequences in the reoc- 623

curring appearances from the verbal language. The 624

logic and mathematics are somewhat the utopia in 625

our imagined world. 626
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If the general representation has the capability as627

the intrinsic property in reasoning and understand-628

ing, lacking human sense and sensibility becomes629

problematic for the current assumption on the pro-630

totype of general intelligence as the reliable helper631

and trustful advisor. We are rarely considering the632

emotional feelings and personalized attitudes with633

the scope in the philosophy foundations in accu-634

mulated knowledge (Asai et al., 2020; Wei et al.,635

2023), and less incorporating the human values in636

the initial learning procedures and material orienta-637

tion.638

If the improper training data caused the unex-639

pected jailbreak cases, it is still the new challenge640

to entirely remove the numerous false material in641

training the new model again from the bottom with642

almost the same complexity and equivalent capac-643

ity. Intuitively, there are plenty of the illicit opin-644

ions in the crawled online data and the licensed re-645

search data in the disclosure of the training recipe.646

The situation is that the previous released unaligned647

model could produce the undesirable answers in648

the potential reasoning with the unseen data.649

One possible explanation on the hallucination is650

equally treating the multiple sources of the train-651

ing material in initialing the structure design in652

the model. If human could differentiate episodic653

memory and semantic memory with the mature654

internal mechanism structurally in the brain (Bud-655

son, 2009), the limited information will still be the656

obstacle in linking the memory and perception in657

the machine. The personality of the large models658

pretend to be the memory disorder from aligning659

the heterogeneous document without the boundary660

between episodic memory and semantic memory.661

Corollary 6 (Co-occurrence Complexity) If662

emergent capability simultaneously occurs with663

hallucinations in the large scaled model, implying664

the potential of the constructed system with the665

unexplored chaos.666

Both the academic and industrial communities667

require the more openness and transparency on the668

training process to analyze the current model limi-669

tation and the hallucinations with the better quality670

in the artificial intelligence. The business owner671

now partly takes the relatively conservative attitude672

with the developer responsibility to alleviate the673

harmful scenarios in the frontier technology appli-674

cation. It is reasonable for the regulators to ham-675

per the rapid development in control for the safety676

prevention and behavior surveillance in the public677

release of current LLMs. The research and busi- 678

ness instances would become concrete and solid 679

continuously with the complete information disclo- 680

sure to reproduce the current models for fulfilling 681

the incompleteness and deficiency of the large lan- 682

guage models. We should encourage the new ideas 683

and novel innovation on the academic research and 684

industrial commercialization in the open and cor- 685

roborative environment, and restrict the unexpected 686

use with the responsible framework to balance the 687

social welfare and the illicit risks of the sudden 688

emergence of the potential general artificial intelli- 689

gence. 690

8 Limitation 691

The network hypothesis is not directly concentrat- 692

ing on the structure design and model training in 693

the practice, but the new paradigm is helpful and 694

promising for understanding the unrevealed secrets 695

in imitating the human reasoning and perceptions. 696

The co-occurrence of the emerged ability and 697

unexpected hallucination is only one possible ex- 698

planation for the ongoing debate on the inner mech- 699

anism of the phenomenon, and the empirical study 700

is much more challenging on the large language 701

model to examine the hypothesis and corollary 702

partly beyond the normal level of the intelligence. 703
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