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Abstract

There is a scarcity of multilingual vision-001
language models that properly account for the002
perceptual differences that are reflected in im-003
age captions across languages and cultures.004
The existing lack of model flexibility is shown005
in a performance gap between training on in-006
dependently written English and German cap-007
tions in German text-image retrieval. In this008
work, we first show that using off-the-shelf ma-009
chine translation is ineffective at bridging this010
gap. Second, we propose techniques to reduce011
the drop off from training on native German012
captions. Third, we show that part of the gap013
remains, which identifies an open area in which014
we encourage future work from the community.015

1 Introduction016

Vision-language (VL) models such as CLIP (Rad-017

ford et al., 2021) are predominantly limited to use018

in English as a result of the pretraining supervision019

being mostly from English captions. This trend020

poses a problem for non-English speakers as lan-021

guages and cultures differ in concepts of interest022

(Liu et al., 2021) and perception of those concepts023

(Nisbett and Masuda, 2013). Relying on English su-024

pervision only for vision-language pretraining thus025

impacts downstream tasks, such as object recogni-026

tion, detection, and image-text retrieval, when the027

text or ground-truth concepts are not in English.028

Notable differences exhibited in captions across029

languages are in object specificity and importance.030

For example, Nisbett and Masuda (2013) describe031

differences in how cultures perceive members (e.g.032

penguins) of an object group (e.g. birds), indicating033

stronger association for specific than general object034

terms for certain groups. Experiments in Nisbett035

and Masuda (2013) also demonstrate differences036

between East Asians and Americans in terms of037

the importance of background objects and context038

as opposed to foreground objects. Different cul-039

tures notice different objects more; the perceptual040

differences may manifest in different objects be- 041

ing included/excluded in a caption, and different 042

objects being relevant in downstream tasks. 043

There have been a few recent multilingual vision- 044

language datasets (Elliott et al., 2016; Yoshikawa 045

et al., 2017; Liu et al., 2021; Thapliyal et al., 046

2022) and models (Chen et al., 2022, 2023b; Carls- 047

son et al., 2022; Chen et al., 2023a). The mod- 048

els often leverage off-the-shelf machine transla- 049

tion techniques to improve multilingual function- 050

ality. In contrast, we demonstrate that there are 051

performance gaps between training with machine- 052

translated and natively written captions for a given 053

language. We reason that machine translation may 054

not account for specificity differences in the ways 055

cultures name and group objects (e.g. “person on 056

bike” vs. “bicyclist” and “banjo” vs. “musical in- 057

strument”). Additionally, machine translation may 058

not significantly add or remove supervision to ac- 059

count for importance differences. If included in the 060

captions, certain objects can function as distractors, 061

leading to undesirable and/or unnecessary correla- 062

tions being learned for a given language/culture. 063

To better understand these problems, we quantify 064

differences in non-English retrieval performance 065

when finetuning a multilingual CLIP model (Chen 066

et al., 2023a) with different data, either directly 067

provided in English, a target language, or trans- 068

lated. We specifically use Multi30K (Elliott et al., 069

2016) with German as the target language. We 070

find that there is a large gap depending on the data 071

used to train the retrieval model, i.e. (1) English, 072

(2) German translated from English, and (3) native 073

German (i.e. captions directly written in German 074

to describe the image). 075

To bridge the gap between (1-2) and (3), we fur- 076

ther test three paraphrasing techniques, focusing 077

on object differences in captions. First, using the 078

observations in prior literature and our own analy- 079

ses about differences in languages in terms of the 080

specificity with which objects are mentioned, we 081
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experiment with a hypernymization data augmenta-082

tion technique. We specifically hypernymize object083

terms in the English translations, translate the result084

into German, and train with these hypernymized085

captions as additional finetuning data. Second, we086

use a large language model (LLM), LLaMA-3 (Tou-087

vron et al., 2023), to produce structurally different,088

but semantically similar paraphrases of each En-089

glish caption before translating to German. Third,090

we explore LLM reasoning to produce targeted091

paraphrases that capture the perceptual properties092

captured in a sample set of captions, and translate093

these captions for finetuning. These techniques im-094

prove over default machine translation and bridge095

part of the gap to native German finetuning data.096

However, part of the gap still remains, indicating097

the challenge and importance of this open problem.098

2 Background and Related Work099

Cultural differences in perception. Prior work100

explores how culture affects perception and ex-101

pression. For example, the dichotomy between102

Western individualism and East Asian collectivism103

manifests in perception, e.g. Americans pay more104

attention to foreground/objects than East Asians,105

but conversely for background/context (Nisbett and106

Masuda, 2013). Further, different cultures group107

objects differently (e.g. based on shape or material)108

and ascribe different properties to objects, because109

of unique grammar (e.g. gendered nouns) (Borodit-110

sky, 2006). Further examples can be found in work111

on linguistic relativity (Kay and Kempton, 1984).112

Multilingual multimodal modeling. Training VL113

models across languages has recently received in-114

terest. Some works use machine translation to115

enable cross-language tasks (Sharma et al., 2018;116

Chen et al., 2023a), but Kádár et al. (2018) and117

our work show differences in retrieval performance118

when captions are natively written in a language119

or translated into that language from English. We-120

bLI (Chen et al., 2022) crawls captions in 109 lan-121

guages, without a constraint that these describe the122

same image. While this is a realistic setting, Kádár123

et al. (2018) shows benefits in performance when124

techniques can be employed with captions in mul-125

tiple languages for the same image. WebLI is also126

not publicly available. Elliott et al. (2016) provides127

both native and translated German captions for im-128

ages in Flickr30K (Young et al., 2014). Thapliyal129

et al. (2022) provides native captions from a vari-130

ety of languages on the same 100 images. On the131

model development side, Chen et al. (2022) achieve 132

cross-language ability through a diverse mixture 133

of training tasks and Chen et al. (2023a); Carlsson 134

et al. (2022) through multilingual embeddings and 135

machine translation. However, none investigate 136

the reason why using native captions in a language 137

vs. those translated in that language from English, 138

have different statistics, nor offer techniques to 139

cope with these differences. More distinct but mo- 140

tivating our work, Liu et al. (2021) examines the 141

different concepts that are important for different 142

languages, focusing on unique objects. 143

3 Experimental Methodology 144

We benchmark the use of native captions and trans- 145

lations when training a multilingual, multimodal 146

model for non-English (i.e. German) retrieval. We 147

also consider strategies to push model performance 148

closer to the upper bound of native language use. 149

3.1 Benchmarking Details 150

Task and data. We focus on native German image- 151

text (I2T) and text-image (T2I) retrieval. We use 152

Multi30K (Elliott et al., 2016), which is an exten- 153

sion of the English-based image-caption dataset 154

Flickr30K (Young et al., 2014), augmented with 155

German captions. The original Flickr30K con- 156

tains 5 English captions, for each of 31,014 im- 157

ages. Multi30K contains two different sets with 158

German captions. In the Human Translation set, 159

an English caption is sampled from Flickr30K, and 160

professional translators produce corresponding cap- 161

tions in German (just from source text, not using 162

the images). In the Independently Written set, 5 163

German captions for each image are gathered di- 164

rectly from the perception of native German speak- 165

ers. We emphasize that these native captions are 166

not translations as they have been produced from 167

the image and written directly in German. We 168

randomly create splits of Multi30K to create a dis- 169

joint reference set (9,666 samples) for our proposed 170

strategies (Sec. 3.2) and retrieval train/val/test sets 171

(9,666/1,014/10,668 samples respectively). 172

Modeling. We use mCLIP (Chen et al., 2023a) as 173

a multilingual VLM. It leverages knowledge distil- 174

lation, projection layers, and the multilingual text 175

encoder XLM-R (Conneau et al., 2020) instead of 176

CLIP’s text encoder to instill multilingual capabil- 177

ities. We explore finetuning mCLIP with German 178

captions for German I2T and T2I retrieval. For 179

experimentation that involves automatically trans- 180
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lating English captions to German, we use opus-181

mt-en-de (Tiedemann and Thottingal, 2020). We182

use a deterministic setting (no sampling) and infer183

at most 40 tokens for each caption. Models are184

trained for 30 epochs on 1 Quadro RTX 5000 GPU185

with batch size 16 and learning rate 0.0005.186

Metric. We report mean recall as in Chen et al.187

(2023a). Recall@1,5,10 is computed for both T2I188

and I2T retrieval on each native German test set (5189

sets total). Mean recall is the average of these six190

values. We further average over each set.191

3.2 Methods Compared192

Baselines include:193

• ENG, a lower bound: finetuning using data194

natively provided in English (in the Independently195

Written set). Since there are 5 sets of captions, we196

average over trials using each set for training.197

• ENG2GER: finetuning on English sentences198

translated to German using a generic machine trans-199

lation model (Tiedemann and Thottingal, 2020).200

We translate the Human Translation English set to201

German for finetuning.202

• ENG2GER-TRN: same as above but the transla-203

tion model is trained on images and captions from204

Multi30K in the disjoint reference split we create,205

with the intuition that translation finetuning may206

capture caption differences. We train for 10 epochs207

with learning rate 0.00001 and batch size 16, using208

the Human Translation pairs.209

Upper bounds include:210

• GER: finetuning using data natively provided211

in German (in the Independently Written set).212

• GER-INDIR (German-Indirect): finetuning on213

Multi30K German captions translated from English214

by humans (in the Human Translation set). This215

training is different and expected to perform worse216

than native German, but better than baselines.217

Strategies: We find significant gaps between these218

methods, notably ENG2GER and GER, motivating219

experimentation with potential solutions. We ex-220

plore the addition of augmented data; specifically,221

we augment data in English before translation to222

German. For some experiments, we detect object223

mentions: we consider an object vocabulary V with224

COCO object noun terms (Lin et al., 2014) and cre-225

ate reference lists of nouns which correspond to226

each class, based on Lu et al. (2018) and account-227

ing for plurals and word sense. For each strat-228

egy, mCLIP is trained as in the ENG2GER setting,229

but with an augmented dataset of captions added.230

These are as follows:231

Method Mean Recall Vs. ENG2GER

MCLIP 24.5 -8.9
ENG 26.9 -6.5

ENG2GER 33.4 0.0
ENG2GER-TRN 34.0 +0.6

HYPER 33.7 +0.3
PARA-RND 34.1 +0.7
PARA-TGT 34.1 +0.7
PARA-CMB 34.7 +1.3
GER-INDIR 36.8 +3.4

GER 38.4 +5.0

Table 1: Main results (German I2T/T2I). Mean recall
values are averaged over native German caption sets.

• HYPER: After identifying each COCO class 232

with a synset id, if available, object mentions are 233

hypernymized to be a term above it in the WordNet 234

hierarchy (Miller, 1995). Our goal is to improve 235

robustness to changes in object naming to address 236

challenges in object specificity. 237

• PARA-RND (paraphrase-random): Before 238

translation, we ask LLaMA-3 (Touvron et al., 2023) 239

to write each caption in a structurally different man- 240

ner while maintaining meaning. We are motivated 241

by Fan et al. (2024) which shows English retrieval 242

benefits from structure and vocabulary differences. 243

Our approach differs in its use before translation as 244

a way to guide translation to more diverse (and po- 245

tentially applicable) descriptions that may appear. 246

• PARA-TGT (paraphrase-targeted): We ask 247

LLaMA-3 (Touvron et al., 2023) to paraphrase each 248

caption using dataset examples of object naming 249

“style”. For a given caption, we ask LLaMA-3 to 250

first find relevant noun phrases. We then sample 251

k=100 captions from the reference split of the first 252

native German set, finding captions which share 253

any non-person mentions with the current cap- 254

tion (since most captions have people mentioned). 255

These examples are used in in-context learning to 256

convert the found noun phrases to more aligned 257

presentations. Please refer to the appendix for the 258

specific prompts and configuration. 259

• PARA-CMB combines both sets above. 260

4 Key Findings 261

In the top block in Table 1, we note that using the 262

original mCLIP achieves the lowest performance 263

(24.5). This result indicates Multi30K has charac- 264

teristics that require specialized knowledge. Fine- 265

tuning with English Multi30K data improves by 266
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2.4 to 26.9. However, much more significant gains267

are achieved when the finetuning data is in German.268

Training with English data translated to German us-269

ing an off-the-shelf translation model reaches 33.4270

(second block). However, when compared to using271

human-translated German captions, there is a gap272

of 3.4. Finetuning the translation model only helps273

by 0.6. Most significantly, the performance gap be-274

tween off-the-shelf translation and native German275

captions is 5.0 (fourth block). Thus there is nu-276

ance to the perception of the world, as captured in277

captions, that is not produced with machine transla-278

tion. Even human translation has a gap with native279

German, demonstrating nuance in native language280

understanding that can only be acquired through281

native (direct from the image) captioning.282

Among our strategies (third block), we observe283

that our methods are somewhat effective for bridg-284

ing the gap between ENG2GER and GER. HYPER285

improves the result by 0.3, and PARA-RND and286

PARA-TGT by 0.7. These models are more ap-287

propriate for low-resource target languages than288

ENG2GER-TRN since they use no/few reference289

captions compared to what is required for trans-290

lation finetuning. Finally, combining random and291

targeted paraphrasing results in the biggest gain of292

1.3. Yet these gains are still relatively small, indi-293

cating that bridging gaps in the perception of the294

visual world and in the way captions are written295

across cultures, remains challenging.296

5 Further Analysis297

Object statistics in English/German captions.298

Multi30K (Elliott et al., 2016) does not provide299

statistics of object mentions. To analyze, we trans-300

late German captions to English and extract nouns301

in both the (original) English and (translated to302

English) native German captions. The ratio of303

English/German mentions is about 1.5, i.e. En-304

glish mentions object nouns 50% more frequently305

than German. However, this observation varies by306

type of object. For example, English consistently307

mentions clothing more often than German (pants-308

143% more, shirt-112%, hat-60%, jacket-43%).309

However, German mentions furniture more fre-310

quently (table-37% more, bed-20%, bench-15%).311

These languages also vary in granularity: English312

captions often say “people”, while native German313

ones describe “workers”, “athletes”, etc.314

Example paraphrasing. LLaMA picks up on the315

granularity pattern. For example, PARA-TGT modi-316

Supercat Vehicle Animal Sports Furniture Electronic
Ger (#men) 2604 2836 2101 1488 510

Ger-Indir (#men) 2724 2918 2127 1191 554
Ger (prec) 0.42 0.41 0.16 0.26 0.25

Ger-Indir (prec) 0.47 0.51 0.17 0.29 0.27
Ger (rec) 0.52 0.55 0.61 0.20 0.28

Ger-Indir (rec) 0.46 0.44 0.56 0.16 0.30

Table 2: Recognition stats by supercategory; top two
rows: mention counts, middle: precision, bottom: recall

fies the original caption “Man in a red shirt rid- 317

ing his bicycle” into “A bicyclist in a red shirt 318

is riding” LLaMA’s reasoning states, “Combine 319

‘man’ and ‘bicycle’ into ‘bicyclist’ based on the 320

reference captions.” It further transforms “man 321

on skis” into “skier’, “person in blue and red ice 322

climbing” into “ice climber”, “man with backpack” 323

into “backpacker”, “men with children” into “fam- 324

ily”. LLaMA also tends to simplify captions, based 325

on what is or is not common in the reference list, 326

for example, “Two young people are approached 327

by a flamboyant young woman dressed in a red 328

bikini and a red feathered headress.” becomes 329

“Two young people are approached by a bikini-clad 330

woman.” While helpful overall (Table 1), para- 331

phrasing could result in over-simplification. 332

Recognition. We also compare objects mentioned 333

in a target German caption, and ones predicted by 334

a model trained with GER and GER-IND. We take 335

object predictions to be ones with CLIP scores (i.e. 336

similarity between the image and the text “A photo 337

of [object]”) greater than a threshold. Ground- 338

truth is true only if the object is mentioned in Ger- 339

man. In Table 2, we show results for the best- 340

performing five COCO supercategories. We ob- 341

serve large differences in the number of mentions 342

for the two types of data. Also GER achieves better 343

recall (only slightly correlated with differences in 344

mention counts), but GER-INDIR better precision. 345

These results show that the variance in supervision 346

from translated and native German captions is sig- 347

nificant, and care must be taken to mimic native 348

German content to ensure utility for German users. 349

6 Conclusion and Future Work 350

We show large differences in using native and trans- 351

lated German captions to train a retrieval model, 352

and experiment with three strategies to reduce the 353

gaps. We will next extend the analysis to more lan- 354

guages and experiment with heuristics-based data 355

augmentation inspired by the psychology literature 356

(Nisbett and Masuda, 2013; Boroditsky, 2006). 357
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7 Limitations358

We only experiment with one translation model,359

one language (German), and limited LLaMA-3360

runs. Further, we note that image-caption datasets361

and LLaMA-3, used in our experiments, have been362

noted to contain biases that warrant consideration.363

We note that a future extension of our paraphrasing364

strategies could be to reduce in-group vs. out-of-365

group bias in inference.366
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A Appendix483

Shown are the prompt templates used for484

querying LLaMA-3 (meta-llama/Meta-Llama-3-485

8B-Instruct). We do not experiment with LLaMA486

sampling settings and generate outputs with default487

parameters.488

Para-Rnd Prompt Template489

Rewrite captions in a structurally differ-490

ent manner, while closely maintaining se-491

mantic meaning. Return as Python string.492

Return no other text.493

Para-Tgt Prompt Template494

1) Given a caption, 1st decompose into495

noun phrases, keeping all phrase con-496

tent (e.g. adjectives) aside from arti-497

cles. EX: “A person is riding a blue bi-498

cycle down the street on a sunny day.”499

Noun Phrases: [“person”, “blue bicycle”,500

“street”, “sunny day”]501

2) Based on a provided reference list of502

related captions, construct a new set of503

noun phrases that alters the original noun504

phrases to be in the common styles/forms505

shown in the reference list. EX: If many506

captions say “bicyclist”, combine “per-507

son” and “blue bicycle” into “bicyclist”.508

Do not infer unnecessary information.509

3) Finally, combine the new noun phrases510

back into a sentence, keeping the same511

semantics as the original caption. EX:512

“A bicyclist is traveling down the road on513

a sunny day.”514

Here is your reference caption list: 515

{refcaps} 516

Now run each steps 1-3 for the example: 517

“{example}” Enclose the final output cap- 518

tion in <final></final> tags for easy pars- 519

ing. 520

System Prompt for Experiments 521

I’m a researcher using LLMs for NLP 522

tasks. Behave like an automatic process- 523

ing agent for the user. 524
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