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Abstract

In Retrieval-Augmented Generation applica-
tions, the Information Retrieval part is central
as it provides the contextual information that
enables a Large Language Model to generate an
appropriate and truthful response. High qual-
ity parsing and chunking are critical as efficient
data segmentation directly impacts downstream
tasks, i.e. Information Retrieval and answer
generation. In this paper, we introduce Chun-
kNorris, a novel heuristic-based technique de-
signed to optimise the parsing and chunking of
PDF documents. Our approach does not rely
on machine learning and employs a suite of
simple yet effective heuristics to achieve high
performance with minimal computational over-
head. We demonstrate the efficiency of Chun-
kNorris through a comprehensive benchmark
against existing parsing and chunking methods,
evaluating criteria such as execution time, en-
ergy consumption, and retrieval accuracy. We
propose an open-access dataset to produce our
results. ChunkNorris outperforms baseline and
more advanced techniques, offering a practi-
cal and efficient alternative for Information
Retrieval tasks. Therefore, this research high-
lights the potential of heuristic-based methods
for real-world, resource-constrained RAG use
cases.

1 Introduction

Retrieval-Augmented Generation (RAG) is an ad-
vanced paradigm in Natural Language Processing
(NLP) that combines the strengths of Information
Retrieval (IR) and generative models to address
tasks requiring extensive knowledge and contex-
tual understanding (Lewis et al., 2020). Unlike
standalone generative models, RAG dynamically
integrates external knowledge sources by retriev-
ing relevant documents or data during inference'.

This retrieval step ensures the generated responses

lhttps://ar‘xiv.org/pdf/2312.10997, accessed on
February 14, 2025.

are coherent as well as grounded in up-to-date and
accurate information, mitigating issues like hallu-
cination (Bouvard et al., 2024). Therefore, RAG
is particularly valuable for applications such as
question-answering, conversational agents, docu-
ment summarisation, and decision support (Fan
et al., 2024).

The retrieval step in an RAG system queries a
knowledge base, typically a large corpus of un-
structured or semi-structured documents, to iden-
tify and extract the most relevant content for a
given input (Bouvard et al., 2024). This process
often involves techniques from the field of IR, such
as lexical matching (e.g., TF-IDF (Sparck Jones,
1988), BM25 (Robertson and Jones, 1976)) or
dense vector retrieval using embeddings generated
by pre-trained language models (e.g., Sentence-
BERT (Reimers and Gurevych, 2019)). The re-
trieved results are ranked based on their relevance
to the query and passed to the generative model as
context (Tao et al., 2023). Advanced systems may
incorporate hybrid retrieval strategies, combining
heuristic-based approaches with Machine Learning
(ML) for improved performance.

To feed the retriever of a RAG system, a knowl-
edge base is constructed from documents that vary
greatly in terms of format and complexity (Zhang
et al., 2024). To ensure good retrieval performance,
documents must be parsed and chunked. Regard-
ing PDF documents, parsing involves extracting
structured and unstructured data from a format de-
signed for human readability rather than machine
processing, often requiring the handling of intri-
cate layouts, multi-column text, tables, figures, and
metadata®. The process typically begins with text
extraction using libraries or tools such as PyPDF23,

2 https://arxiv.org/abs/2410.09871v1, accessed on
February 14, 2025.

3 https://pypdf2.readthedocs.io/en/3.x/, ac-
cessed on February 14, 2025.
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PDFPlumber*, or PyMuPDF?, followed by addi-
tional preprocessing to clean and structure the ex-
tracted content. Key challenges include preserving
semantic coherence, managing irregular format-
ting, and accurately reconstructing the document’s
logical flow?.

Once the document structure and raw text are
extracted from a document through parsing tech-
niques, that content undergoes chunking which
aims to segment the content into smaller, semanti-
cally coherent units, or chunks, to facilitate efficient
storage, indexing, and retrieval (Kshirsagar, 2024).
This segmentation ensures that the retrieval sys-
tem can identify and provide precise, contextually
relevant information in response to a query rather
than retrieving entire documents or unmanageable
text blocks®. Effective chunking strategies balance
granularity, ensuring chunks are neither too large
to dilute relevance nor too small to lose context®.
Techniques for chunking often leverage heuristic
rules, such as splitting by paragraph, sentence, or
headings, while more advanced methods may incor-
porate semantic analysis to group related content
meaningfully (Kshirsagar, 2024).

Therefore, we aim to propose an efficient and
low-energy solution for parsing and chunking PDF
documents to improve IR performance: ChunkNor-
ris. The code is available as open-souce: https:
//anonymous. 4open.science/r/chunknorri
s$-9859/ , with the related documentation: place-
holder for anonymity. We benchmark ChunkNor-
ris with existing parsing and chunking techniques
on various criteria with an open-access dataset we
build and propose to the community. The code for
the benchmark is available in our GitHub reposi-
tory: https://anonymous.4open.science/r/
bench-chunknorris-acl2025-20E8/

2 Related Work

The PDF was invented to address the need to en-
capsulate documents to ensure readability across
various platforms. Since its inception, continu-
ous research has been conducted on how to effec-
tively parse PDF files, given their complex struc-
ture. With the rise of Large Language Models
(LLMs) and RAG applications, the need for effi-
cient and accurate PDF parsing has become more

4https: //github.com/jsvine/pdfplumber, accessed
on February 14, 2025.

Shttps://pymupdf.readthedocs.io/en/latest/,
accessed on February 14, 2025.
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critical. Significant advancements have been made
in parsing techniques for PDF documents, driven
by the increasing need to extract structured data
from inherently unstructured or semi-structured
content. State-of-the-art methods often combine
traditional approaches with ML techniques to han-
dle the complexities of the PDF format. Tradi-
tional methods rely on libraries like PDFMiner’
or PyPDF23, which provide programmatic access
to text, images, and metadata. However, these
tools only provide simple text extraction and do
not provide information about document layout, hi-
erarchical information, or structured information
like tables. Heuristics-based methods were initially
developed to enhance basic text extraction. How-
ever, they tend to be replaced in favour of computer
vision approaches that leverage ML to improve
performance.

Models trained with annotated data integrate tex-
tual and layout information, enabling improved
tables, forms, and complex structures extraction.
This is the case for Python librairies sush as Un-
structured® and Docling®. Furthermore, hybrid
techniques combine multiple approaches, such as
Open-Parselo, which uses mainly heuristics, and
ML as an option; Marker'!', which uses ML, Op-
tical Character Recognition (OCR), and has LLM
support; and LLM Sherpa'?, which uses heuristics
and LLM techniques. While such techniques pro-
vide high-quality results, their use in production
is limited due to high processing time, computa-
tional resources and annotation requirements that
often do not match the constraints of production
environments.

Regarding chunking, the literature suggests two
possible scenarios. The first is where the parsing
and chunking methods are separate. For example,
PyPDF?2, Unstructured, Marker, LLM Sherpa and
NV-Ingest'® are parsing-only tools. Their output
can be processed using independent chunking tech-

"https://pdfminersix.readthedocs.io/en/latest
/, accessed on February 14, 2025.

8https://docs.unstructured. io/welcome, accessed
on February 14, 2025.

9https://ds4sd.github. io/docling/, accessed on
February 14, 2025.

10https://github. com/Filimoa/open-parse, accessed
on February 14, 2025.

"https://github.com/VikParuchuri/marker, ac-
cessed on February 14, 2025.

12https: //github.com/nlmatics/11lmsherpa, accessed
on February 14, 2025.

13https://github. com/NVIDIA/nv-ingest, accessed
on February 14, 2025.
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niques, such as the LangChain’s commonly used
recursive character text splitter'. In the second
case, the parsing and chunking methods are built
together as a pipeline to combine these two steps
effectively. This is the case, for example, for Open-
Parse and Docling. Among the most common
chunking methods is length-based splitting, which
segments text based on specified size limits, such
as tokens or characters. Token-based splitting is
particularly useful when interfacing with language
models, as it aligns with their input constraints,
while character-based splitting ensures consistency
across diverse text types (Kshirsagar, 2024). These
methods are straightforward to implement, adapt-
able , and produce uniform chunk sizes. A more
advanced approach is hierarchical splitting, which
leverages the natural structure of text, such as para-
graphs, sentences, and words, to create coherent
splits (Kshirsagar, 2024). Tools like LangChain’s
recursive character text splitter!®> exemplify this
technique by prioritising larger units (e.g., para-
graphs) and recursively splitting smaller units when
necessary, preserving the semantic flow of the text.
For documents with inherent structures, such as
HTML, Markdown, or JSON, structure-based split-
ting leverages these formats’ structural information,
such as headers, tags, or object boundaries, to cre-
ate contextually rich chunks (Kshirsagar, 2024).
This approach maintains the document’s logical
organisation and is particularly effective for pre-
serving semantic relationships. Finally, semantic-
based splitting goes a step further by analysing the
content’s meaning to identify significant shifts in
context (Kshirsagar, 2024). This last method often
uses sliding window techniques and embeddings to
detect breakpoints in the text, ensuring chunks re-
main semantically coherent. While semantic-based
splitting stands out for its ability to directly analyse
and maintain contextual integrity, it requires much
more execution time and computational resources
that are not always available in practice.

With ChunkNorris, we propose an efficient
and unsupervised ML-free parsing and chunking
method. We aim to ensure fast document ingestion
with limited computational resources while getting
the most out of the document structure. Our algo-
rithm is robust and enables coherent chunking of
various documents.

14https: //python.langchain.com/docs/how_to/rec
ursive_text_splitter/, accessed on February 14, 2025.

15https: //python.langchain.com/docs/how_to/rec
ursive_text_splitter/, accessed on February 14, 2025.

3 ChunkNorris

This work introduces ChunkNorris, a novel pars-
ing and chunking algorithm designed to efficiently
process documents without requiring GPU accel-
eration. While chunking based on document ti-
tles has demonstrated high effectiveness, it has not
been widely applied to PDFs, primarily because
detecting headers and their hierarchy from docu-
ment layout is challenging. We developed Chun-
kNorris, which leverages title-based segmentation
to produce high-quality chunks while remaining
lightweight and efficient.

3.1 Parser

A parser is a computational tool or algorithm that
analyses and processes structured or unstructured
data, converting it into a machine-readable format.
Parsers are essential components of text processing
systems that clean and format input documents.
ChunkNorris parser’s primary role is to take a file
or a string as input and produce a clean, markdown-
formatted output suitable for further processing
by a chunker. Currently, ChunkNorris supports
three parsers: MarkdownParser, HTMLParser, and
PdfParser. Regardless of the input type, all parsers
generate a unified MarkdownDoc object, which
serves as input for a chunker. This work focuses
on the PdfParser, which is designed to extract and
structure content from PDF files.

ChunkNorris implementation relies on the
PyMuPDF library. This tool provides fast imple-
mentations of a great variety of utility functions
for document processing. The parsing process be-
gins by opening the PDF using PyMuPDF'. Text is
retrieved in the form of spans, which are defined
as sets of consecutive characters sharing the same
formatting properties. Based on their attributes and
location, spans undergo a series of processing steps
to ensure accurate structuring of the document.
Headers and footers: If a span’s bounding box
appears in the same position on more than 33% of
the document’s pages, it is flagged as a header or
footer and subsequently removed.

Links: In PDF documents, hyperlinks exist as in-
visible clickable boxes layered over spans. The
PdfParser retrieves links and binds them to their
corresponding spans to avoid loosing that informa-
tion. To our knowledge, none of the other existing
PDF parsing tools extract hyperlinks.

Tables: Tables in PDFs vary widely in layout, mak-
ing them challenging to parse. They fall into three
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categories: those with visible cell boundaries, those
inferred from content alignment, and those embed
as images. In the first case, the table structure is rep-
resented by line vectors, which can be recombined
for parsing. ChunkNorris employs a vectorised line
recombination method for efficient table structure
extraction. It also handles the parsing of tables with
merged cells.

Lines/Blocks: Following text extraction, spans are
grouped to form coherent text units. Consecutive
spans on the same vertical position are merged
into lines. Lines are further grouped into blocks,
which may represent a paragraph or a section title.
Building of blocks is based on the line spacing of
the document’s body content, which refers to the
vertical distance between bounding boxes of con-
secutive lines.

Main title: The parser also attempts to infer the
document’s main title by analysing blocks on the
first page. Blocks with font sizes larger than the
body text are considered potential title candidates.
Section headers: The PdfParser detects section
headers and their hierarchy. It first checks the doc-
ument metadata for a Table of Contents (ToC). If
found, it is used directly. Otherwise, the parser
searches for a structured ToC within the document
using regular expressions. Header levels are in-
ferred from indentation (deeper levels are further
right) or numbering patterns (e.g., I., 1.1, 1.1.a). If
no ToC is available, font sizes determine hierarchy,
with smaller fonts indicating deeper levels.
Other: Various document attributes are also ex-
tracted to characterise the content, such as docu-
ment orientation, font size of the body, etc.
Finally, after completing the extraction and structur-
ing process, the PdfParser generates a markdown-
formatted document, ensuring a clean and struc-
tured representation of the original PDF content
ready to be processed by a chunker or other text-
processing modules.

3.2 Chunker

Chunkers process parser outputs by segmenting
them into coherent units. In ChunkNorris, all
parsers produce Markdown-formatted Markdown-
Doc objects, ensuring compatibility with the Mark-
downChunker. Markdown is the chosen standard
for its readability by both humans and LLMs while
offering sufficient structure for chunking. As a re-
sult, the MarkdownChunker is currently the only
implemented chunker, though others may be devel-
oped if new parser output formats emerge.

The chunking strategy employed by the Mark-
downChunker is based on several guiding prin-
ciples. First, each chunk must contain homoge-
neous information. Therefore, the chunking pro-
cess relies on document section headers to define
chunk boundaries. Second, each chunk must retain
contextual information, as sections of a document
can lose meaning when read in isolation. To pre-
serve context, the headers of all parent sections
are prepended to each chunk. Third, chunk sizes
should be as uniform as possible. Embedding mod-
els used in IR are sensitive to chunk length, result-
ing in higher embedding similarity for chunks of
similar length to the query. If a chunk is signif-
icantly longer than the query, its similarity score
may decrease despite relevance. Chunkers aim to
maintain a consistent chunk size whenever possible
to mitigate this issue.

The chunking process begins by constructing
a ToC tree from document headers. Chunks are
then recursively generated based on the ToC struc-
ture, with each chunk containing the titles of upper
sections and the content of the current section. A
chunk is subdivided using available subsections
if it exceeds the soft word limit. Otherwise, it
remains intact. After chunking, refinements are
applied: sections below a minimum word count are
discarded to ensure only meaningful chunks are re-
tained. Chunks exceeding a hard limit are split into
subchunks at newline characters, which ensure ta-
bles and code blocks remain within a single chunk.
Titles from the original chunks are preserved at the
beginning of each subchunk to maintain context.

The final output of the MarkdownChunker is a
list of Chunk objects, each containing its processed
text, the associated parent headers, the starting
line of the chunk within the original markdown-
formatted document and, when relevant, the start
and end page numbers of the paginated source file.
This structured output ensures very fast and ef-
ficient document segmentation while preserving
readability and contextual integrity. ChunkNor-
ris parsers and chunkers can be wrapped up into
pre-built pipelines. They allow processing of docu-
ments with minimum code while ensuring constant
output quality.

4 Benchmark of parsing and chunking
techniques

To evaluate ChunkNorris, we propose comparing
its performance to other popular tools. This section



presents the methodology we apply to compare
ChunkNorris and the dataset constructed for the
evaluation. The dataset is available as open-source
on Hugging Face: placeholder for anonymity.

4.1 Dataset

We evaluate parsing and chunking in the context
of RAG. Therefore, we construct the PDF dataset
for Information Retrieval Evaluation (PIRE)
designed explicitly for the IR use case to assess
the parsing and chunking methods. This dataset
comprises 100 PDFs, combining 50 documents
from the existing DocLayNet dataset (Pfitzmann
et al., 2022) and 50 newly collected PDFs whose
diversity reflects real-world use cases. The newly
collected set includes 5 arXiv papers, 2 financial
reports, 4 infographics, 4 legal documents, 3 IT
documentations, 4 news articles, 3 PowerPoint-like
documents, 13 PubMed papers, 3 organisation
reports, 5 user manuals, and 5 Wikipedia articles.
The documents were selected with consideration
of their licenses. A list of all the PDFs and
their references can be found in the Appendix A.
This diverse selection ensures a broad range of
document structures and content types, making it
well-suited for evaluating the robustness of our
approach.

Single-chunk dataset

We first annotate three questions per PDF, resulting
in 300 question-document pairs. Three annotators
followed a structured methodology to identify the
minimal passage within each document that con-
tained the answer. A retrieval step was carried out
to ensure only one passage contained the answer to
each question. In this step, documents were parsed
using the ChunkNorris parser and segmented into
fixed-size chunks of 250 words. We then embed all
the chunks using Alibaba-NLP/gte-large-en-v1.5',
a high-performing embedding model from the
MTEB leaderboard (Muennighoff et al., 2023)
that remains computationally efficient with fewer
than 500M parameters. We compute the cosine
similarity between the annotated question and
all chunks, retrieving the top 10 highest-scoring
chunks. The annotators validate the question if no
additional relevant chunks are found among these
top results. Otherwise, they refine or rewrite the
question to better isolate a single relevant passage.

16https://huggingface.co/Alibaba—NLP/gte—lar'ge
-en-v1.5, accessed on February 14, 2025.

We refer to this subset as single-chunk dataset.

Multi-chunk dataset

Additionally, we extend the dataset with another
32 questions, which require several pieces of infor-
mation spread over multiple pages to be answered.
This time, each question is matched with the perti-
nent passages of the corpus along with their source
document and page. This part of the dataset is de-
liberately more complex than the first. We refer to
it as multi-chunk dataset.

This dataset provides a high-quality benchmark
for evaluating parsing and chunking strategies in an
IR context. Incorporating diverse document types,
structured annotations, and a robust validation pro-
cess allows for a comprehensive assessment of our
approach’s in real-world retrieval scenarios.

4.2 Evaluation methodology

To evaluate ChunkNorris, we compare its perfor-
mance with other tools in the literature. We choose
methods for parsing and/or chunking PDF docu-
ments to carry out our benchmark. After a wide-
range screening of existing methods, we select
those that show remarkable performance and have
aroused great interest in the community. For the
parsing step, we compare Marker, Open-Parse and
Docling. PyPDF is used as a baseline, as it can only
perform text extraction without properly parsing
the document. All parsers are run with their default
configuration. OCR is deactivated to avoid influ-
encing the results, as it is not needed for the studied
documents. We associate all these tools with two
different chunking strategies: by page and with the
recursive text splitter set to a size limit of 4000
characters per chunk and an overlap of 200 charac-
ters between chunks. Custom chunking strategies
are available for Open-Parse and Docling, so we
add them to the comparison. Additionally, Open-
Parse proposes two parsing backends: one using
PyMuPDF’s built-in functions and another leverag-
ing Unitable (Peng et al., 2024), an ML framework
for table extraction. The first one runs on CPU
only while the latter demands a GPU. In the rest of
this paper, they will be referred to as Open-Parse-
P and Open-Parse-U, respectively. Appendix B
summarises the features of the compared parsers.
We evaluate the pipelines based on various cri-
teria, including execution time and environmental
impact measured through energy consumption. For
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Provider  Model name #Params

Snowflake arctic-embed-xs 23M
arctic-embed-m-v1.5 109M
arctic-embed-m-v2.0 305M

BAAI bge-small-en-v1.5 33M
bge-base-en-v1.5 109M
bge-large-en-v1.5 335M

Table 1: Embedding models used to assess retrieval
performance. All models are available on HuggingFace.

the latter, we use CodeCarbon'’ to measure di-
rectly electricity used by the GPU and psutil'® to
get the load percentage of CPU. CPU energy con-
sumption is then calculated as :

E =CPU load x time x P (D)

where E is the energy consumed (Wh), computed
by multiplying the CPU load percentage with the
execution time (h) for parsing the dataset, and P
(W) the CPU power provided by the manufacturer.

We use a retrieval task to evaluate the different
parsing and chunking pipelines. We compare var-
ious embedding models listed in Table 1 to avoid
bias toward a specific chunking strategy. After pars-
ing and chunking, we embed the chunks with all
models. We are interested in the trade-off between
the complexity of the parsing techniques and the
size of the embedding models required to maximise
IR task performance while minimising ecological
impact. We use annotated questions of the dataset
described in Section 4.1 to perform chunk retrieval
using the cosine similarity between the question
embedding and the chunk embeddings. We com-
pute the recall and the Normalized Discounted Cu-
mulative Gain (NDCG) for the 10 high-ranking
chunks (@10).

5 Results

Which parser is best suited to a production
environment?

We first evaluate the average parsing time of a PDF
page for each parsers in Table 2. Additionally, we
compare CPU and GPU energy needed to run each
parser on the entire dataset (100 PDFs and 5286
pages) in Table 3. We do not measure the execu-
tion time and energy consumed in the chunking

17https://codecarbon.io/, accessed on February 14,
2025.

lXhttps://psutil.r‘eadthedocs.io/en/latest/, ac-
cessed on February 14, 2025

Parsers Parsing time
ChunkNorris 105 ms + 296
Docling 533 ms £ 1284
Marker 717 ms £ 594
Open-Parse-P 459 ms + 485
Open-Parse-U 2538 ms £ 2659
PyPDF 91 ms + 169

Table 2: Average of the page parsing time for each
parser. Hardware: CPU Intel(R) Xeon(R) Gold; GPU
Tesla V100S; RAM 40 GiB.

CPU GPU

Parsers

energy energy
ChunkNorris 0.47 Wh 0.0 Wh
Docling 5.11 Wh  23.24 Wh
Marker 1.92 Wh  58.09 Wh
Open-Parse-P  1.87 Wh 0.0 Wh
Open-Parse-U 34.32 Wh 777.93 Wh
PyPDF 0.28 Wh 0.0 Wh

Table 3: Energy consumption required to parse the 100
PDFs (5286 pages). Hardware: CPU Intel(R) Xeon(R)
Gold; GPU Tesla V100S; RAM 40 GiB.

stage, as it is negligible compared with the pars-
ing stage. The experiment has been reproduced
on another hardware, and results are displayed in
Appendix 8 to confirm the ranking. As expected,
the baseline PyPDF is the fastest parser (91 ms per
page) and consumes the least resources, with only
0.28 Wh to parse the entire dataset. ChunkNorris is
second for both criteria. With a parsing time close
to 100 ms per page, it is an interesting asset for
production environments, which are often subject
to high ingestion workloads. Regarding parsing
time, Open-Parse-P, Docling and Marker respec-
tively rank next, with values around 500 ms per
page. However, they display significant differences
in energy consumption. Open-Parse-P remains
within the low range of energy consumption with
1.92 Wh. In contrast, Docling and Marker show
much higher values of around 28 Wh and 60 Wh,
respectively, due to their requirement for GPU ac-
celeration. Finally, Open-Parse-U performs sig-
nificantly worse, showing much higher execution
time and energy consumption than the other GPU-
accelerated parsers. This technique is hardly suit-
able for production environments, as it takes an
average of more than 2.5 s to parse a PDF page.
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Which pipeline performs best for the IR task?

Next, we evaluate each combination of parser
and chunker on the IR task. Figure 1 presents
the average recall@10 across all embedding mod-
els. The ChunkNorris pipeline performs best on
single-chunk and multi-chunk datasets, highlight-
ing its overall effectiveness. However, apart from
ChunkNorris, the methods’ ranking differs between
the two datasets. Docling is the second-best per-
former for the single-chunk dataset, followed by
PyPDF and Marker. In contrast, for the multi-
chunk dataset, Open-Parse ranks second, followed
by Marker and Docling. These results suggest that
PyPDF is well-suited for handling simple retrieval
but struggles with more complex ones where in-
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formation is scattered across multiple pages. In
the meantime, Open-Parse with page chunking is
more effective when dealing with multi-chunk doc-
ument retrieval. Notably, ChunkNorris maintains
strong and consistent performance across both sce-
narios, demonstrating its robustness regardless of
retrieval difficulty. In Figure 2, we present the
results for NDCG@ 10, which evaluates the rank-
ing quality of the retrieved chunks. These results
correlate with the recall and further confirm the
strong performance of the ChunkNorris pipeline,
which achieves the highest scores for both single-
chunk and multi-chunk datasets. The differences
between pipelines are relatively small for the single-
chunk dataset, indicating that most methods rank
retrieved chunks similarly when dealing with sim-



pler document structures. However, the contrast
between results is more pronounced in the multi-
chunk dataset. Open-Parse seems to stand out from
other tools with page and recursive character chun-
kers, making it more suitable for complex multi-
chunk retrieval.

We evaluate the performance variation across
various parser and chunker combinations to anal-
yse the impact of parsing and chunking separately
based on the recall in Figure 1. We observe that the
performance of a single parser varies more signif-
icantly depending on the chunker used than the
performance of different parsers with the same
chunker. It suggests that the interaction between
parser and chunker plays a crucial role rather than
one component being universally more important
than the other. A clear example is the ChunkNor-
ris parser, which no longer stands out from other
pipelines when used without its dedicated chunker.
This highlights that its strong performance stems
from the synergy between its parser and chunker
rather than in document parsing alone. The excep-
tion to this trend is observed in the Open-Parse
pipeline on the multi-chunk dataset, where it per-
forms significantly worse than other chunkers.

Which pipeline is the most robust to different
embedding models?

We now consider the results for each embedding
model detailed in Appendix C. We compare Arc-
tic'” and BGE (Xiao et al., 2024) models across
three model sizes. We first focus on the single-
chunk dataset, and the results are presented in
Table 6. The ChunkNorris pipeline consistently
achieves the best recall across all model sizes for
the Snowflake models, while NDCG remains close
between ChunkNorris and Open-Parse. As ex-
pected, the largest model yields the best retrieval
results. An unexpected trend emerges: the middle-
sized model performs worse than the small model,
suggesting insufficient training or adaptation for the
retrieval task. For the BGE models, ChunkNorris
performs best for the small and large models, while
the middle-sized model favours Docling. This indi-
cates that while ChunkNorris remains robust across
different embedding model sizes, some variations
in performance emerge based on specific model
architectures. We then focus on the multi-chunk
dataset with results presented in Table 7. Chun-

Yhttps://huggingface.co/collections/Snowflake
/arctic-embed-661fd57d50fab5fc314e4c18, accessed on
February 14, 2025.

kNorris dominates across all BGE models. Marker
performs particularly well in recall, while Open-
Parse shows strong results in NDCG, indicating
that the resulting chunks allow for effective ranking.
The performance consistency across all BGE model
sizes is remarkable, making the smallest model an
attractive choice for future use due to its efficiency
in resource consumption without compromising
performance. ChunkNorris achieves the best recall
with the smaller Snowflake model, excels in both
recall and NDCG with the middle model, and leads
in NDCG with the large model. When not leading,
it closely competes with Open-Parse. However,
the middle Snowflake model again underperforms,
mirroring its results on the single-chunk dataset.
This anomaly suggests that model size alone does
not dictate performance, and specific training dy-
namics may influence retrieval effectiveness.

6 Conclusion

We propose ChunkNorris, a fast and reliable pars-
ing and chunking tool for PDF documents. We
demonstrate ChunkNorris’ interest over other pop-
ular tools across production constraints such as
execution time, resource consumption, and IR per-
formance. We ensure a robust and comprehen-
sive comparison by testing on a diverse set of
documents and embedding models. ChunkNor-
ris demonstrates outstanding performance, consis-
tently surpassing other methods in recall and rank-
ing quality while maintaining lower parsing time
and energy consumption. Remarkably, it achieves
this efficiency without significant trade-offs, stay-
ing close to the computational requirements of sim-
ple plain text extraction. These results highlight
ChunkNorris efficiency, making it particularly well-
suited for ingestion pipelines handling heavy work-
loads. Ongoing work focuses on enhancing the
parsing of specific PDF components, such as ad-
vanced table layouts or mixed-up reading orders,
while maintaining speed and reliability. By releas-
ing ChunkNorris as an open-source Python pack-
age, we aim to simplify PDF parsing and chunking
while reducing its ecological impact. The bench-
mark proposed is a first attempt to compare parsing
and chunking tools. The code is designed for easy
extensibility, allowing to include additional meth-
ods such as Unstructured®® and NV-Ingest>'.

2Oht’cps: //github.com/Unstructured-I0/unstructur
ed, accessed on February 14, 2025.

21https://github. com/NVIDIA/nv-ingest, accessed
on February 14, 2025.
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Limitations

Our study has some limitations that should be con-
sidered to expend this work. First, we use default
settings for all pipelines because we leave it up to
each tool to define the most relevant configurations.
In actual use cases, users of these tools rarely try
to optimise the various parameters. However, fur-
ther optimisation could improve performance for
some methods. Then, the dataset we propose is lim-
ited by its size, especially the subset of questions
requiring multiple chunks for retrieval. A more
extensive and diverse dataset would strengthen the
impact and generalisability of our findings. An-
other limitation concerns our evaluation, which
focuses solely on the RAG use case. Exploring
other use cases to evaluate parsing and chunking
techniques would be interesting. More specifically,
assessing the quality of parsing, for example, with
structured data extraction or document layout anal-
ysis, would be interesting. Finally, ChunkNorris
follows a right-to-left, top-to-bottom reading order,
which may limit its effectiveness for multilingual
applications, particularly for languages with differ-
ent text orientations or complex layouts. Future
work should explore methods to adapt or extend
ChunkNorris for broader language support.
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Table 4: Description of the 50 newly collected PDFs for dataset creation.

B Parsers’ features

ChunkNorris Docling Marker Open-Parse PyPDF

Feature 1.0.5 2151 127 0.7.0 5.1.0
Text extraction X X X X X
- keeps font styling X X X X

- recombine paragraphs X X X

Tables parsing

- if as line vectors X X X X

- if suggested structure X X X

- if as images X X X

Handles links X

Section headers detection X X X

- with hierarchy X X

Handles equations X X

Removes page headers/footer X X X

Built-in chunking method X X X

Table 5: Features of the various parsers used in this work.
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C Pipeline results

Snowflake 23M Snowflake 109M Snowflake 305M
Parser Chunker
R@10 NDCG@10 R@10 NDCG@10 R@10 NDCG@10
ChunkNorris  Page 0.45 0.28 0.26 0.18 0.83 0.62
ChunkNorris  RC 0.45 0.30 0.28 0.19 0.80 0.61
ChunkNorris ~ ChunkNorris ~ 0.57 0.35 0.38 0.21 0.86 0.66
Docling Page 0.45 0.30 0.24 0.16 0.81 0.62
Docling RC 0.36 0.25 0.22 0.14 0.76 0.57
Docling Docling 0.44 0.29 0.26 0.18 0.81 0.61
Marker Page 0.43 0.28 0.25 0.17 0.79 0.59
Marker RC 0.43 0.29 0.26 0.17 0.78 0.59
Open-Parse-P  Page 0.45 0.30 0.29 0.20 0.77 0.59
Open-Parse-P  RC 0.48 0.31 0.29 0.20 0.73 0.57
Open-Parse-P  Open-Parse 0.38 0.26 0.21 0.14 0.73 0.58
Open-Parse-U Page 0.45 0.31 0.29 0.19 0.78 0.60
Open-Parse-U RC 0.44 0.31 0.27 0.19 0.74 0.57
Open-Parse-U  Open-Parse 0.35 0.25 0.19 0.13 0.70 0.55
PyPDF Page 0.40 0.27 0.21 0.15 0.83 0.63
PyPDF RC 0.43 0.29 0.24 0.16 0.81 0.61
Parser Chunker BGE 33M BGE 109M BGE 335M
R@10 NDCG@10 R@10 NDCG@10 R@10 NDCG@10

ChunkNorris  Page 0.75 0.57 0.73 0.56 0.79 0.60
ChunkNorris  RC 0.75 0.57 0.73 0.56 0.77 0.60
ChunkNorris ~ ChunkNorris  0.84 0.65 0.81 0.61 0.86 0.68
Docling Page 0.76 0.57 0.75 0.57 0.77 0.59
Docling RC 0.75 0.56 0.73 0.56 0.76 0.60
Docling Docling 0.80 0.61 0.83 0.63 0.82 0.65
Marker Page 0.77 0.58 0.76 0.56 0.77 0.59
Marker RC 0.77 0.58 0.76 0.56 0.77 0.60
Open-Parse-P  Page 0.73 0.55 0.71 0.53 0.73 0.55
Open-Parse-P  RC 0.72 0.55 0.71 0.52 0.72 0.55
Open-Parse-P  Open-Parse 0.73 0.57 0.71 0.56 0.73 0.61
Open-Parse-U  Page 0.71 0.53 0.69 0.52 0.73 0.55
Open-Parse-U RC 0.71 0.54 0.69 0.52 0.73 0.56
Open-Parse-U  Open-Parse 0.69 0.53 0.68 0.53 0.71 0.58
PyPDF Page 0.78 0.59 0.77 0.59 0.79 0.61
PyPDF RC 0.79 0.60 0.74 0.57 0.79 0.62

Table 6: Comparison of parsers’ and chunkers’ performance on the IR task depending on various embedding models
with the single-chunk dataset. RC stands for Recursive Character chunker and R for Recall.
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Snowflake 23M Snowflake 109M Snowflake 305M
Parser Chunker
R@10 NDCG@10 R@10 NDCG@10 R@10 NDCG@10
ChunkNorris  Page 042 0.27 0.32 0.22 0.72 0.50
ChunkNorris  RC 0.39 0.25 0.33 0.21 0.70 0.49
ChunkNorris  ChunkNorris  0.63 0.30 0.40 0.22 0.74 0.56
Docling Page 0.34 0.20 0.20 0.13 0.71 0.49
Docling RC 0.18 0.11 0.17 0.10 0.51 0.34
Docling Docling 0.35 0.20 0.15 0.12 0.59 0.44
Marker Page 0.31 0.20 0.22 0.14 0.62 0.43
Marker RC 0.32 0.21 0.25 0.15 0.61 0.44
Open-Parse-P  Page 0.39 0.36 0.31 0.23 0.72 0.54
Open-Parse-P  RC 0.39 0.33 0.30 0.21 0.71 0.52
Open-Parse-P  Open-Parse 0.28 0.20 0.18 0.12 0.39 0.31
Open-Parse-U Page 0.40 0.30 0.30 0.21 0.75 0.54
Open-Parse-U RC 0.36 0.28 0.28 0.18 0.71 0.50
Open-Parse-U  Open-Parse 0.25 0.17 0.17 0.10 0.42 0.32
PyPDF Page 0.24 0.18 0.15 0.13 0.70 0.51
PyPDF RC 0.24 0.18 0.17 0.13 0.72 0.51
Parser Chunker BGE 33M BGE 109M BGE 335M
R@10 NDCG@10 R@10 NDCG@10 R@10 NDCG@10

ChunkNorris  Page 0.58 0.44 0.60 0.42 0.69 0.50
ChunkNorris  RC 0.52 0.41 0.52 0.40 0.65 0.50
ChunkNorris ~ ChunkNorris  0.78 0.56 0.79 0.52 0.81 0.59
Docling Page 0.56 0.41 0.54 0.40 0.68 0.48
Docling RC 0.48 0.35 0.56 0.39 0.57 0.42
Docling Docling 0.66 0.48 0.60 0.49 0.67 0.53
Marker Page 0.60 0.42 0.64 0.41 0.72 0.48
Marker RC 0.62 0.44 0.58 0.40 0.70 0.49
Open-Parse-P  Page 0.63 0.46 0.58 0.42 0.68 0.50
Open-Parse-P  RC 0.62 0.46 0.55 0.43 0.71 0.51
Open-Parse-P  Open-Parse 0.44 0.34 0.43 0.34 0.41 0.34
Open-Parse-U  Page 0.62 0.44 0.58 0.43 0.68 0.50
Open-Parse-U RC 0.60 0.42 0.53 0.42 0.70 0.50
Open-Parse-U  Open-Parse 0.43 0.33 0.48 0.36 0.47 0.37
PyPDF Page 0.61 0.44 0.61 0.43 0.65 0.45
PyPDF RC 0.56 0.43 0.59 0.42 0.66 0.46

Table 7: Comparison of parsers’ and chunkers’ performance on the IR task depending on various embedding models
with the multi-chunk dataset. RC stands for Recursive Character chunker and R for Recall.
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D Energy consumption on another

hardware
CPU GPU
Parsers
energy energy
ChunkNorris 0.24Wh 0.0Wh
Docling 2.46Wh 8.61Wh
Marker 10.76Wh  30.10Wh

Open-Parse-P  1.94Wh 0.0Wh
Open-Parse-U  44.34Wh  391.89Wh
PyPDF 0.17Wh 0.0Wh

Table 8: Energy consumption required to parse the
100 PDFs (5286 pages). Hardware: CPU I3th Gen
Intel(R) Core(TM) i7-13620H; GPU NVIDIA GeForce
RTX 4060 Laptop; RAM 16 GiB.

Parsers Parsing time
ChunkNorris 57ms + 165
Docling 333ms £+ 519
Marker 784ms £ 637

Open-Parse-P 320ms + 1080
Open-Parse-U  3508ms 4 5225
PyPDF 46ms + 93

Table 9: Average of the page parsing time for each
parser. Hardware: CPU [3th Gen Intel(R) Core(TM)
i7-13620H; GPU NVIDIA GeForce RTX 4060 Laptop;
RAM 16 GiB.
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