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Abstract

Hate speech poses a significant threat to so-001
cial harmony. Over the past two years, Indone-002
sia has seen a ten-fold increase in the online003
hate speech ratio, underscoring the urgent need004
for effective detection mechanisms. However,005
progress is hindered by the limited availability006
of labeled data for Indonesian texts. The condi-007
tion is even worse for marginalized minorities,008
such as Shia, LGBTQ, and other ethnic mi-009
norities because hate speech is underreported010
and less understood by detection tools. Further-011
more, the lack of accommodation for subjec-012
tivity in current datasets compounds this issue.013
To address this, we introduce IndoToxic2024, a014
comprehensive Indonesian hate speech and tox-015
icity classification dataset. Comprising 43,692016
entries annotated by 19 diverse individuals, the017
dataset focuses on texts targeting vulnerable018
groups in Indonesia, specifically during the019
hottest political event in the country: the pres-020
idential election. We establish baselines for021
seven binary classification tasks, achieving a022
macro-F1 score of 0.78 with a BERT model (In-023
doBERTweet) fine-tuned for hate speech clas-024
sification. Furthermore, we demonstrate how025
incorporating demographic information can en-026
hance the zero-shot performance of the large027
language model, gpt-3.5-turbo. However, we028
also caution that an overemphasis on demo-029
graphic information can negatively impact the030
fine-tuned model performance due to data frag-031
mentation.032

1 Introduction033

In the rapidly evolving digital landscape of Indone-034

sia, a disturbing ten-fold increase in hate speech035

ratio has been observed in just two years (CSIS,036

2022; AJI, 2024). Left alone, this surge threat-037

ens social harmony (Williams et al., 2019), and is038

especially harmful to minority groups (Alexandra039

and Satria, 2023), because it could lead to societal040

polarization (Unlu and Kotonen, 2024). One po-041

tential solution comes in the form of an automated042

Figure 1: The perception of hate speech is influenced
by the identity of a person or a group. A text may be
considered hate speech by one group of people, while
another group may not view it as such. More divisive
example available in appendix A.

hate speech detection system. However, many sig- 043

nificant challenges to the development of this sys- 044

tem exist. One of these challenges is the lack of 045

comprehensive and up-to-date data. The existing 046

Indonesian datasets (Alfina et al., 2017; Ibrohim 047

and Budi, 2018) are considerably dated and consist 048

only of around 3,000 labeled Indonesian texts. Fur- 049

thermore, these datasets lack crucial information, 050

such as the demographic information of annotators, 051

which is key in training systems since subjectivity 052

is inherent in hate speech annotations (Fleisig et al., 053

2024) (Figure 1). Subjectivity in the annotation of 054

text often occurs with latent content (e.g., sarcasm) 055

which contains "under the surface" information 056

that requires human annotators’ mental scheme to 057

decipher their meaning. In contrast, manifest con- 058

tent (e.g., how many words are in the sentence) is 059

"surface information" that requires minimal inter- 060

pretation (Lombard et al., 2002). Arguably, the 061

more pertinent information is found in latent con- 062

tent. However, human annotator’s judgments are 063

affected by not only their background, geography, 064

and personal experiences (Armstrong et al., 1997) 065

but also by their perceived status in relation to other 066

human coders working on the research (Campbell 067
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et al., 2013).068

As a first step to tackle this issue, we release069

IndoToxic2024, a hate speech dataset annotated070

across various demographics, where each entry is071

accompanied by ten-dimensional demographic in-072

formation. Unlike most hate speech datasets that073

are single-labeled, IndoToxic2024’s labels are pre-074

served per annotator. This opens up the poten-075

tial for studying subjectivity in annotations. This076

dataset consists of 43,692 entries annotated by 19077

diverse annotators, aimed at classifying hate speech078

and the types of toxic behaviors. It is a human-079

annotated collection, assembled by gathering posts080

from various social media platforms using key-081

words related to Indonesian vulnerable groups. Our082

contributions are three-fold:083

• Creation of IndoToxic2024 Dataset, en-084

abling the creation of better hate speech detec-085

tion systems (IndoBERTweet fine-tuned for086

hate speech classification), specifically in the087

Indonesian language.088

• Exploring the Role of Demographic In-089

formation in Hate Speech Classification,090

demonstrating that gpt-3.5-turbo’s hate speech091

classification performance can be significantly092

improved when provided with the demo-093

graphic information of the annotator. This094

insight suggests that demographic informa-095

tion can be a valuable addition to improve096

model performance.097

• Analyzing the Impact of Excessive Demo-098

graphic Information on Fine-Tuned Model099

Performance, providing an extensive anal-100

ysis that shows an addition of demographic101

information can lead to fragmentation of the102

dataset (fewer training data in each demo-103

graphic, thus worse performance).104

2 Background & Related Work105

2.1 What is Hate Speech?106

Hate speech definitions evolved over time. Ini-107

tially defined as language intended to demean oth-108

ers (Delgado, 1982), it has expanded to include109

public speech or writing inciting hatred towards110

demographic groups (Greenawalt, 1989; Nations,111

2023). In this work, we adopt the definition by112

Indonesia’s National Human Rights Commission,113

which includes any communication motivated by114

hatred against people based on their identities, in-115

tending to incite violence, death, and social unrest116

(Paramadina and Mafindo, 2023).117

2.2 Detecting Hate Speech 118

Deep learning techniques have been promising in 119

automatic hate speech detection (cjadams et al., 120

2017; Das et al., 2021). However, these techniques 121

still fall short in real-world scenarios due to the 122

evolving nature of hate speech and the complexity 123

of the task. Recently, Fleisig et al. (2024) demon- 124

strated that incorporating demographic informa- 125

tion of annotators can improve model performance. 126

Fleisig et al. (2024) approaches the problem as a 127

regression instead of a classification, where texts 128

are labeled based on the severity of their toxicity. 129

2.3 Available Hate Speech Datasets 130

Initially, Indonesian hate speech datasets (Alfina 131

et al., 2017), consisted of texts with a binary la- 132

bel indicating is a hate speech or not. As the field 133

evolved, datasets began to incorporate different lev- 134

els of toxicity. For instance, the datasets by Ibrohim 135

and Budi (2018) and Mathew et al. (2022) intro- 136

duced varying degrees of toxicity, with the latter 137

focusing on explainable hate speech classification. 138

Following this trend, datasets started to include 139

types of hate speech, as seen in the challenge run by 140

cjadams et al. (2017). More recently, demographic 141

information has been incorporated into hate speech 142

datasets. To our knowledge, the earliest dataset to 143

contain more than just text and labels was created 144

by Kumar et al. (2021) and was recently utilized 145

by Fleisig et al. (2024). Altough, it’s important to 146

note that most modern datasets focus on the En- 147

glish language. Aside from the private CSIS (2022) 148

dataset, we have not found new Indonesian hate 149

speech datasets in the past five years. 150

2.4 Datasets With Demographic Information 151

Datasets incorporating demographic information 152

are typically utilized for tasks associated with an 153

individual’s behavior or circumstances. More of- 154

ten than not, this demographic data is employed 155

in predicting aspects such as insurance premiums 156

(Patil et al., 2024) or an individual’s purchasing 157

power (Olodo et al., 2022). However, considering 158

the subjectivity inherent in hate speech, we only 159

find a single hate speech dataset that includes de- 160

mographic information (Kumar et al., 2021). Most 161

hate speech datasets only go as far as providing an- 162

notator IDs, as in the case of Mathew et al. (2022), 163

without any demographic information of the text 164

annotator. 165
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3 Dataset Creation166

3.1 Data Collection167

We obtain our text data from some of the popular168

social media platforms in Indonesia (Kemp, 2023)169

including Facebook, Instagram, and Twitter (or X).170

Additionally, we also retrieve articles from Cek-171

Fakta1, a movement that focuses on clarifying mis-172

information that spreads on the internet.173

Different tools are utilized to gather data from174

platforms. We use Brandwatch (2021) to obtain175

tweets, replies, and quotes from X, Crowdtangle176

(Team, 2024) to obtain posts from Instagram and177

Facebook. Additionally, we retrieved articles from178

Cek Fakta2, a fact-checking collaboration across179

online media and fact-checking organizations in180

the country. We collect data from September 2023181

to January 2024, following the 2024 Indonesian182

presidential election timeline (detikcom, 2022), as183

hate speech was found to intensify in Indonesia184

during a similar election in 2019 (Iswatiningsih185

et al., 2019).186

We obtain data using keywords that were pre-187

viously used to express hate toward vulnerable188

groups in Indonesian texts, compiled based on vari-189

ous sources such as literature research, discussions190

with experts, and a focus group discussion (FGD)191

with representatives from vulnerable communities3.192

We provide the keywords in Appendix B. The data193

was then sampled for annotation by coders (i.e. an-194

notators from diverse demographic backgrounds).195

3.2 Recruitment and Validation Metrics196

18 people from various demographic backgrounds197

and 1 from our research team were recruited to198

annotate the data. From the FGD, each of the vul-199

nerable groups proposed their representatives to200

annotate the data, ensuring representations from201

each group. Table 1 gives us a coarse-grained202

overview of this diversity. Subsequently, contracts203

were drafted, and each annotator was compensated204

with 1.5 million IDR for every 1,000 texts they an-205

notated. For comparison, an average monthly wage206

in Indonesia across sectors is 3.5 million IDR in207

2024 (BPS-Statistics, 2024).208

Inter-coder Reliability Metrics Coders were209

trained on a codebook and their agreement on ap-210

1https://cekfakta.com/
2https://mafindo.or.id
3identified minority groups in Indonesia that have been

the target of hate speech in previous elections including dis-
ability, LGBTQ+, Chinese, Ahmadiyya, Shia, Catholics, and
Christian groups.

Demographic Group Count

Disability With Disability
No Disability

3
16

Ethnicity Chinese
Indigeneous

Other

3
15
1

Religion Islam
Christian or Catholics

Hinduism or Buddhism
Ahmadiyya or Shia
Traditional Beliefs

9
4
3
2
1

Gender Male
Female

6
13

LGBTQ+ Yes
No

1
18

Age 18 - 24
25 - 34
35 - 44
45 - 54

9
5
3
2

Education Master’s Degree
Bachelor’s Degree

Associate’s Degree
High School Degree

3
7
2
7

Job Status Employed
College Student

Housewife or Unemployed

9
8
2

Presidential Vote Candidate no. 1
Candidate no. 2
Candidate no. 3

Unknown or Abstain

4
7
5
3

Table 1: The demographic background of the 19 annota-
tors in coarser-granularity. The ethnicity demographic
information that we have are more fine-grained where
Indigenous group here refers to several ethnic Indone-
sian groups: Java, Minang, Sunda, Bali, Dayak, Bugis,
etc. with 1-2 annotators per ethnicity.

plying the codebook on the data was determined by 211

calculating inter-coder reliability (ICR). High ICR 212

score means that the annotators consistently catego- 213

rized the text similarly. Although Cohen’s Kappa is 214

a popular inter-coder reliability test used in several 215

hate speech works (Aldreabi and Blackburn, 2024; 216

Ayele et al., 2023; Vo et al., 2024), Gwet’s AC1 217

has been suggested as a more stable metric that 218

is robust against class imbalance (Ohyama, 2021; 219

Wongpakaran et al., 2013). This is especially rele- 220

vant for social media platforms with a high volume 221

of data where the majority is non-hate speech. 222

3.3 Annotation Instrument 223

Our goal is to capture text that contains toxicity, 224

be it explicit (manifest content such as inclusion 225

of offensive words) or implicit (latent content such 226

as sarcasm) (Krippendorff, 2018). This nuanced 227

and contextual hate speech has not yet been con- 228

fronted in a consistent and unified manner in the 229

NLP community (ElSherief et al., 2021). 230

Based on the literature review of hate speech and 231
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discussions with vulnerable groups in Indonesia,232

we create a codebook (Appendix C) as a guide for233

annotators to identify text as hate speech when cer-234

tain criteria are met (Sellars, 2016, p.25-30). The235

codebook helps annotators recognize text typically236

seen as hate speech and text that seems normal but237

is indeed harmful to a specific vulnerable group.238

3.4 Annotation Process239

The annotation process is divided into two stages:240

the training phase and the main annotation phase.241

The annotators were trained on the codebook dur-242

ing the training phase. They were instructed to243

identify whether the text contains hate speech (or244

toxicity). If yes, they were asked to identify the245

types of the hate speech (i.e., whether it is an in-246

sult, threat, profanity, identity attack, or sexually247

explicit text).248

During the first training session, the annotators249

were given 100 randomly-sampled text to code (i.e.,250

annotate), but ICR was not met. Hence, a second251

(with another 100 randomly-sampled text) and a252

third (with another 249 randomly-sampled text)253

training session were held to further clarify the254

codebook and resolve any confusion. A satisfactory255

ICR score was met after the third training session:256

a Gwet’s AC1 score of 0.61 for the toxicity label.257

Following Quantitative Content Analysis (QCA)258

in communication research, which is a commonly259

used method to derive replicable and meaningful260

inferences from texts (Krippendorff, 2018), once261

the ICR was met, the annotators continued to code262

more texts independently in the main annotation263

phase. Our final data is comprised of 43,692 texts264

that were annotated from the three sessions of train-265

ing and the main annotation phase4.266

3.5 Dataset Properties267

Out of 43,692 texts in IndoToxic2024, 6,894 are268

labeled as toxic. From Table 2, we can observe that269

almost half of the toxic texts are insults.270

Toxicity Types # Texts
Insults 3140
Threat / Incitement to Violence 2837
Profanity or Obscenity 1271
Identity Attack 1061
Sexually Explicit 224

Table 2: Number of toxic texts labeled with types. These
categories are not mutually exclusive, since a toxic com-
ment could exhibit more than one type of hate speech.

4Due to the long annotation process and the complexity
and human toll of the task, some annotators complete only
parts of their assignments during the main annotation phase.

We can further explore how different demo- 271

graphic groups annotate the texts. When we ag- 272

gregate the dataset, we see that the distribution of 273

toxicity labels differs between genders. Males la- 274

beled 19.3% of their data as toxic, whereas females 275

labeled 13%. We explore this topic in more depth 276

in the next section. 277

4 Dataset Analysis: Existence of 278

Subjectivity 279

4.1 Subjectivity in Hate Speech Annotations 280

The research by Fleisig et al. (2024) indicates that 281

combining demographic data with potential hate 282

speech improves toxicity prediction models. Ku- 283

mar et al. (2021) further emphasizes the subjective 284

nature of toxic text, as shown by annotator dis- 285

agreements. Our study expands on these insights 286

by exploring the topic from three new perspectives. 287

Through Distribution Assumptions In the an- 288

notation process, texts are randomly assigned with- 289

out considering the annotator’s gender, education, 290

disability, or domicile. We use chi-square testing 291

to verify the null hypothesis: “If texts are randomly 292

assigned and there’s no subjectivity, each annotator 293

should receive a similar proportion of hate speech 294

texts”. However, Figure 2 shows that the null hy- 295

pothesis is only valid for the “domicile” group. 296

Therefore, we reject the null hypothesis, confirm- 297

ing subjectivity in most demographic groups. It’s 298

important to note that some texts were assigned 299

based on the religion or ethnicity of the annotator, 300

so these groups are excluded from this analysis. 301

Through ICR Score We calculate the ICR score 302

within each demographic group (within-group 303

ICR score) and between two demographic groups 304

(between-group ICR score) (refer to Appendix G 305

for more details). It’s generally assumed that the 306

between-group ICR scores would be lower than the 307

within-group ICR scores due to subjectivity within 308

the group. However, our results mostly contradict 309

this assumption. For example, while the within- 310

group ICR score for females is 0.61 and for males 311

is 0.54, the between-group ICR score is 0.58, which 312

is not lower than both within-group scores. Further 313

analysis reveals the role of intersectional identity. 314

For instance, a high ICR score contributor among 315

the female-male pairs belongs to other similar de- 316

mographic groups (both are disabled annotators 317

and identify as Christians). This suggests that de- 318

mographics are intersecting factors, not mutually 319
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Figure 2: Subjectivity affects the annotation process. Expected ratio of hate speech vs. non-hate speech labeled
data against the ratio of each demographic group’s annotations using chi-square testing. Blue colors indicate a lower
p-value (more significant difference to the expected ratio), and red colors indicate a higher p-value (less significant
difference to the expected ratio).

Train on
Test on

Non-Islam Islam

Non-Islam 0.605 0.597
Islam 0.628 0.66

Table 3: Subjectivity affects performance of models.
F1-scores of IndoBERTweet, trained on Islam and Non-
Islam annotators’ labels, using 5-fold cross-validation
when the training and testing data are from the same
group’s annotations (i.e., the diagonals). It can be seen
that the performance of training on one group’s annota-
tions and testing on another is worse than training and
testing on the same group’s annotations.

exclusive aspects.320

Through Modeling Results Fine-tuning a model321

using a subjective or biased dataset can result in a322

model that inherits that subjectivity (Sengupta and323

Srivastava, 2022). To ensure the availability and324

quantity of the training dataset, we use a coarser325

granularity for some of our demographic categories.326

For instance, we use age groups instead of specific327

age numbers for the age demography, and a coarser328

grouping of Islam and Non-Islam for the religious329

demography. We then fine-tune IndoBERTweet330

model (Koto et al., 2021) by limiting the training331

data to texts that are annotated by the same group332

(e.g., Islam), and test on texts that are annotated333

by the other group in the demographic category334

(e.g., Non-Islam). As a result, a model fine-tuned335

on Non-Islam annotators’ labels tends to perform336

worse when tested on Islam annotators’ labels com-337

pared to when tested on their own labels (using338

5-fold cross-validation) and vice versa (see Table339

3). This trend holds true for other demographic340

categories such as disability, ethnicity, and religion.341

The result indicates that for some demographic342

groups, there may exist other demographic groups343

that annotate the texts differently due to differences344

in their identities.345

4.2 Texts with Differing Annotations 346

Accompanying previous results, we rank texts 347

based on their divisiveness. A text is highly di- 348

visive when groups of annotators in the same de- 349

mographic category largely disagree on their anno- 350

tations. For example, the text in Figure 1 where 351

Christian annotators unanimously agree that the 352

text is hate speech while the non-Christians unani- 353

mously disagree. More examples can be found in 354

appendix A. The text illustrates how the interpre- 355

tation of hate speech can vary depending on the 356

annotator’s demography, in this case their religion. 357

However, it is crucial to consider the whole picture. 358

There are instances where a text appears to be on 359

the topic of a specific demographic category, such 360

as female, yet annotators are split not along gender 361

but along their (last) education level. 362

4.3 How Topic Affects Subjectivity 363

Figure 3: Topics can act as a stabilizer or a catalyst.
Some topics can be easier for a certain demography to
annotate. For example, texts relating to Shia are easier
for Islamic group of people to annotate while harder for
non-Islam people to annotate.

We trained a hate speech classifier on texts anno- 364

tated by each demographic group and then checked 365

how well each model did on different topics. Top- 366

ics of a text are target demographics of the text, 367

identified based on keywords mentioned in the text. 368

The keywords-to-topics mapping is in appendix D. 369

An example of how models performed across 370
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topics is shown in Figure 3. One model was371

trained on a dataset annotated by people with non-372

Muslim religion ("Non-Islam"), one was trained373

on a dataset annotated by people with Islam Sunni374

religion ("Islam-Sunni"), and the third one trained375

on a dataset annotated by people with "Shia" or376

"Ahmadiyya" as their religion ("Islam-Other"). For377

topics relating to Shia or Ahmadiyya, both of the378

"Islam" models perform similarly while the model379

trained on "Non-Islam" dataset perform relative380

poorly. However, for topics relating to LGBTQ+,381

or Chinese, there’s a jump in performance for the382

"Non-Islam" model. This suggests that there’s less383

disagreement among people of the same group384

when they understand or relate to the topics, and385

higher disagreement when they are unfamiliar with386

the topics.387

5 Benchmark Results, Experiments, and388

Analysis389

5.1 Baseline Model Performance per Task390

We benchmark 6 classification tasks to identify:391

whether a text contains hate speech, and the five392

types of hate speech. We fine-tune IndoBERTweet393

(Koto et al., 2021) on our dataset. To enhance394

the performance of our baselines, we merged our395

dataset with that of CSIS (2022) and generated syn-396

thetic hate speech data using gpt-3.5-turbo (Brown397

et al., 2020) through 10-shot generation. This syn-398

thetic data was only used for training. The stratified399

10-fold performance and data breakdown for each400

task are reported in Table 4. The prompt given to401

gpt-3.5-turbo to generate synthetic texts is available402

in appendix E.403

For most tasks, our baseline achieved a macro404

F1-score above 0.7. However, for the "incitement405

to violence" classification task, we only achieved a406

macro F1-score of 0.53. It’s important to note that407

the data reported in Table 4 were used to achieve408

the best baseline performance reported here.409

5.2 Incorporating Demographic and Topic410

Information411

Fleisig et al. (2024) shows that incorporating meta-412

data such as demographic information and survey413

results can increase a hate speech classifier’s perfor-414

mance. For the following set of experiments, we re-415

port on the performance of three models: IndoBER-416

Tweet (Koto et al., 2021), gpt-3.5-turbo (Brown417

et al., 2020), and SeaLLM-7B-v2.5 (Nguyen et al.,418

2023). IndoBERTweet and SeaLLM are pre-trained419

with a focus on Indonesia and SouthEast Asian 420

(SEA) languages respectively. 421

Without any demographic or topic information, 422

IndoBERTweet, fine-tuned only on IndoToxic2024, 423

has the best performance for hate speech classi- 424

fication with a macro-F1 of 0.718 (5-fold cross- 425

validation). We also report the zero-shot perfor- 426

mance of the other models in Table 5a. The per- 427

formance of IndoBERTweet, after incorporating 428

topic and/or demographic information, is detailed 429

in Table 5b. 430

To incorporate the topic (t) and demographic 431

information (d) along with the texts (w), the input 432

is formatted as follows: 433

d1 . . . dn t1 . . . tn [SEP ]w1 . . . wn 434

For instance, a complete input given to IndoBER- 435

Tweet might be: “Reader information: Chinese eth- 436

nicity, Christian, Male, Millennial. Topic: Chris- 437

tian. [SEP] [TEXT]”. 438

To use gpt-3.5-turbo and SeaLLM-7B-v2.5, a 439

custom prompt is used, with its system prompt set 440

to: “You may only respond with either a 0 or a 441

1”. We also enforce the statement in the user input, 442

which follows this pattern: “Is the Indonesian text 443

below a hate speech [Demographic Information]? 444

If yes, respond with 1, otherwise respond with 0. 445

[TEXT]”. 446

Each text in our dataset is accompanied by demo- 447

graphic information about the annotator. This in- 448

formation includes disability status, domicile, eth- 449

nicity, gender, generation (age group), part of the 450

LGBTQ+ communities, last education, religion, 451

work status, and political leaning. Our experiments 452

are divided into three parts: one with no demo- 453

graphic information provided, one with all demo- 454

graphic information provided, and one with only a 455

single piece of demographic information provided, 456

totaling 12 experiments. These experiments are 457

conducted on three models: IndoBERTweet, In- 458

doBERTweet with topic information given, and 459

gpt-3.5-turbo. The performance of these models 460

can be found in Figure 4. 461

Our findings indicate that for IndoBERTweet 462

models, providing demographic information does 463

not yield any significant improvement. In fact, it 464

may even negatively impact the model’s perfor- 465

mance. However, in all instances, the performance 466

of gpt-3.5-turbo improved when demographic in- 467

formation was provided. We hypothesize that the 468

additional information adds a level of complexity 469
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Metrics Data Statistic

Classification Task Accuracy F1 Precision Recall Our-0 Our-1 CSIS-0 CSIS-1 Synthetic-1

Hate Speech 0.89 0.78 0.80 0.76 4014 1338 21125 7112 1325
Identity Attack 0.75 0.80 0.74 0.88 461 648 - - 228
Incitement to Violence 0.77 0.53 0.55 0.52 345 115 945 315 890
Insult 0.79 0.85 0.81 0.88 705 423 149 1142 785
Profanity or Obscenity 0.81 0.70 0.70 0.72 824 373 - - 370
Sexual Explicit 0.91 0.80 0.88 0.77 123 41 - - 82

Table 4: Performance of IndoBERTweet across various binary classification tasks, utilizing a combination of our
annotated data, data from CSIS, and synthetically generated data via GPT-3.5-turbo. The term -x represents the
quantity of data associated with that label for a specific task. Our sampling strategy ensures that the quantity of
0-labeled (e.g., non-hate speech) data is at most three times that of 1-labeled (e.g., hate speech) data.

Model F1
IndoBERTweet 0.718
GPT-3.5-turbo 0.627
SeaLLM-7B-v2.5 0.517

(a) Baseline performance

Information F1
Baseline 0.718
+ Demographic 0.672
+ Topic 0.755
+ Topic & Demo 0.709

(b) IndoBERTweet perfor-
mance with augmented input.

Table 5: IndoBERTweet, when given only topic infor-
mation, performs best based on the macro-F1 metric.
Models are trained using only IndoToxic2024 dataset.

Figure 4: Comparison of macro-F1 Score from In-
doBERTweet (dark green/left bars), IndoBERTweet
with topic (light green/middle bars), and gpt-3.5-turbo
(orange/right bars) given varying degrees of demo-
graphic information. Baseline means no demographic
information was given.

during the fine-tuning of the IndoBERTweet model470

that exceeds what the dataset can support.471

5.3 Ablation of Impact per Topic472

Leveraging its Pre-training, gpt-3.5-turbo Un-473

derstands Cultural and Value Differences. As474

indicated by its performance in Figure 5, gpt-475

3.5-turbo, thanks to its pre-training data, inher-476

ently understands the cultural and value differences477

among people based on their identities. The fig-478

ure shows that gpt-3.5-turbo significantly improves479

Figure 5: The effect (∆ F1) of giving domicile informa-
tion to gpt-3.5-turbo on its hate speech text classification
compared to not giving it any information.

when provided with the annotator’s domicile, with- 480

out any fine-tuning. For instance, it achieved a 481

0.47 macro-F1 improvement when the annotator 482

resided in Medan and the text targeted Rohingya 483

refugees. We attribute this improvement to the 484

training data, which might include articles about 485

Rohingya refugees often first arriving in Medan 486

(Suryono, 2024). Another example is Makassar 487

and text targeting the Disabled, where the model 488

achieves a 0.2 macro-F1 improvement when given 489

demographic information. This could be due to 490

the model’s understanding of the unique relation- 491

ship of Disabled people in Makassar compared to 492

other locations (Post, 2023). Without demographic 493

information, we assume that the model defaults to 494

an inherent bias. For instance, when domicile in- 495

formation is not provided, gpt-3.5-turbo seems to 496

assume the reader’s location is either the Indone- 497
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sian capital Jakarta or another big city, Bogor, as498

suggested by the non-significant performance gap499

visible in Figure 5. Visualizations for other cases500

are available in the appendix F.501

Figure 6: The effect (∆ F1) of giving religion informa-
tion to IndoBERTweet on its hate speech text classifica-
tion compared to not giving it any information.

However, demographic information hurts In-502

doBERTweet’s classification performance. We503

attribute this to the diversity and subjectivity of504

hate speech texts. Though we hoped to increase the505

model’s performance by providing demographic in-506

formation, this instead fragmented the training data,507

with fewer training data for each demographic. In508

other words, we add another dimension(s) to the509

input without increasing the sample size. When510

the data is too few, this fragmentation hurts the511

model instead (Figure 6). Though the model learns512

the difference between each religion, there is very513

few data for some of them, such as Ahmadiyya514

and Buddhist which are the two least represented515

religion demographics in our dataset consisting of516

only 346 and 1,368 annotations respectively. With-517

out this demographic information, the model only518

has the text as its input, which may explain the519

baseline’s generally good performance.520

Topic information increases IndoBERTweet’s521

performance. Focusing on the row entries from522

Figure 7, we observe that the model’s performance523

increases in most cases. Though we hypothesized524

that the model would innately learn the topic of the525

text by itself, it failed to do so in practice, poten-526

tially due to a lack of data. Therefore, adding topic527

information improves the model’s performance.528

Figure 7: The effect (∆ F1) of giving topic information
to IndoBERTweet on its hate speech text classification
compared to not giving it any information.

6 Discussion 529

The surge in online hate speech (CSIS, 2022; AJI, 530

2024) poses societal risks (Williams et al., 2019). 531

The challenge lies in defining hate speech and the 532

debate over censoring such content. Some fear cen- 533

sorship could have a domino effect (Franco and 534

Warburton, 2013), while others argue for immedi- 535

ate action due to existing societal damage (Laakso- 536

nen et al., 2020). Despite the complexity of defin- 537

ing hate speech, we can’t remain idle. We propose 538

that researchers focus on creating hate speech de- 539

tection systems focusing on protecting vulnerable 540

minority groups, often targeted by hate speech and 541

hate crimes, a crucial step for their protection. 542

To develop a hate speech detection system that 543

filters texts targeting vulnerable minority groups, 544

datasets with demographic information, like those 545

in Kumar et al. (2021) and ours, are needed. How- 546

ever, such datasets are surprisingly scarce. Given 547

the potential benefits to these groups, we call on 548

researchers to promptly create similar datasets. 549

Furthermore, demographic datasets may have a 550

larger role than expected. Our analysis indicates 551

that large language models like gpt-3.5-turbo may 552

contain biases. These biases can be reduced with 553

metadata, which can form a “Persona” for effec- 554

tive model interaction. Our tests show that demo- 555

graphic information makes gpt-3.5-turbo a better 556

hate speech detector. There could be other unex- 557

plored scenarios where demographic information 558

is beneficial for different tasks. 559
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Limitations560

Our work has the potential to pave the way for561

future research in creating better hate speech and562

toxic text detection. However, our work is not563

without flaws.564

Baseline Performance Relies on a Private565

Dataset. The baseline performance for the seven566

binary classification tasks was established by inte-567

grating our IndoToxic2024 dataset with a private568

dataset from (CSIS, 2022), accessed through col-569

laboration.570

Comparison of Fine-tuned and Zero-shot Mod-571

els. We compared the performance of a fine-tuned572

IndoBERTweet model against zero-shot gpt-3.5-573

turbo and SeaLLM-7B-v2.5 models. Due to the574

extensive number of experiments conducted with575

gpt-3.5-turbo, we were unable to fine-tune it for576

a direct comparison. Additionally, we discontin-577

ued the use of SeaLLM-7B-v2.5 due to its subpar578

performance relative to the other models.579

Inconsistent Annotator Count Across Annota-580

tion Phases. The varying number of annotators581

across different annotation phases may lead to in-582

consistencies in the data distribution. This could583

potentially result in an incomplete representation584

of the overall demographic traits, as not all demo-585

graphic dimensions may be uniformly captured.586

Controlled Topic Distribution in Main Anno-587

tation Phase 1. Annotators did not received a588

completely random texts when they annotate the589

1000-text batch in main annotation phase 1. Instead,590

they received 50% text that mentions their group,591

and 50% random text that did not mentions their592

groups. This applies to all dataset except the Shia &593

Ahmadiyya dataset,who received only 39.3% text594

of their group due to the scarcity of existing data.595

Use of a Naive Keyword-based Approach for596

Topic Extraction. Our approach to extracting597

featured topics relies on predefined keywords,598

which may overlook nuanced or emergent themes.599

This limitation could restrict the scope of our anal-600

ysis and prevent the identification of more subtle601

or complex topics present in the text. A more dy-602

namic and flexible topic extraction approach could603

potentially enhance the richness and accuracy of604

topic identification within IndoToxic2024.605

Ethics Statement 606

The creation of this dataset exposes annotators to 607

potentially harmful hate speech texts. To avoid 608

excessive mental strain, we intentionally extended 609

the annotation duration to two and a half months. 610

Individuals are preemptively warned and asked for 611

consent during the initial recruitment process. Fur- 612

thermore, annotators are permitted to quit the an- 613

notation of texts if they feel unable to proceed. We 614

recognize the potential misuse of such datasets, 615

which could include training models to generate 616

more hate speech. Yet, it’s worth noting that with- 617

out these datasets, it is alarmingly straightforward 618

to train a model to produce toxic content, as the 619

source of their training data, the internet, still con- 620

sists of hate speech and toxic texts. This has been 621

demonstrated by numerous researchers who have 622

attempted to reduce toxic output or identify vulner- 623

abilities in large language models (refer to Gehman 624

et al. (2020); Wen et al. (2023)). On the other 625

hand, the area of developing models to detect hate 626

speech targeted at specific demographic groups is 627

still green, with a notable lack of available data, 628

especially in Indonesia. Weighing these considera- 629

tions, we firmly believe that the potential benefits 630

of this type of dataset significantly outweigh the 631

possible misuse. 632
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Appendix 825

A Example of Divisive Texts 826

A list of divisive text is available in Table 6. 827

B Keywords Used for Scraping 828

cina, china, tionghoa, chinese, cokin, cindo, chindo, 829

shia, syiah, syia, ahmadiyya, ahmadiyah, ahmadiya, 830

ahmadiyyah, transgender, queer, bisexual, bisex, 831

gay, lesbian, lesbong, gangguan jiwa, gangguan 832

mental, lgbt, eljibiti, lgbtq+, lghdtv+, katolik, kha- 833

tolik, kristen, kris10, kr1st3n, buta, tuli, bisu, 834

budek, conge, idiot, autis, orang gila, orgil, gila, 835

gendut, cacat, odgj, zionis, israel, jewish, jew, 836

yahudi, joo, anti-christ, anti kristus, anti christ, ne- 837

tanyahu, setanyahu, bangsa pengecut, is ra hell, 838

rohingya, pengungsi, imigran, sakit jiwa, tuna ne- 839

tra, tuna rungu, sinting. 840

C Annotation Guidelines 841

C.1 Definition 842

Toxic comments is a post, text, or comment that 843

is harsh, impolite, or nonsensical, causing you to 844

become silent and unresponsive, or that is filled 845

with hatred and aggression, provoking feelings of 846

disgust, anger, sadness, or humiliation, making you 847

want to leave the discussion or give up sharing your 848

opinion. 849

Profanity or Obscenity The message / sen- 850

tence on social media posts contains offensive, in- 851

decent, or inappropriate in a way that goes against 852

accepted social norms. It often involves explicit or 853

vulgar language, graphic content, or inappropriate 854

references. Essentially, it’s a message that is likely 855

to be considered offensive or objectionable by most 856

people. 857

Threat / Incitement to Violence The message 858

/ sentence on social media posts conveys an intent 859

to cause harm, danger, or significant distress to an 860

individual or a group. It often includes explicit or 861
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Divisive Text Comment
Around 800 to 1000 Christians still live in Gaza, which is one of the
oldest Christian communities worldwide. They are also evicted and
killed. Entire faith groups died out in the land where Christianity
originated.

3 of 3 Christians or Catholics, and 0 of 10 non-
Christians or Catholics annotators annotate this
text as hate speech.

Be a woman who is crazy about work. Because there are enough
women crazy about boys. Even though people keep seeing us hang-
ing out.

1 of 4 undergraduates and 3 of 3 high school grad-
uates annotators annotate this text as hate speech.
However, 2 of 5 females and 2 of 3 males annotators
annotate this text as hate speech.

"GANJA(Weed) FOR ALL CEBONG" with all their 45 spirit putting
up billboards, they forgot one character and turned it into something
completely different... hahahaah, this is what happens when you
want to scam people.

2 of 3 Ganjar voters (Group 3), 5 of 5 Prabowo
voters (Group 2), and 0 of 3 Anies voters (Group
1) annotate this text as hate speech.

Everybody knows that most PDIP supporters are Christians and
that anyone gaining the support of PDIP will also get the support
of Christians. However, this chances because of Ganjar Pranowo’s
stance on banning Israel’s soccer team from coming to Indonesia to
compete, which makes Christians unhappy.

3 of 4 males and 0 of 7 females annotators annotate
the text as hate speech.

I used to praise Jokowi but not anymore, why? Because he used his
child for evil people. If Gibran was made to become a candidate
for president, it would have been okay. But, Gibran was made as a
candidate for vice president, used only to gain supporters for Golkar
political group.

7 of 8 non-Chinese and 0 of 3 Chinese annotators
annotate this text as hate speech.

Goooo GaMa (Word play on the president and vice president candi-
date of Group 3)! Legally defective products will continue to create
defective products.

6 of 7 Gen Z and 0 of 4 Gen X and Millenials
annotate this text as hate speech.

Table 6: Examples of divisive texts and the demographic group in which they are divisive.

implicit threats of violence, physical harm, intimi-862

dation, or any action that creates a sense of fear or863

apprehension.864

Insults The message / sentence on social me-865

dia posts contains offensive, disrespectful, or scorn-866

ful language with the intention of belittling, offend-867

ing, or hurting the feelings.868

Identity Attack The message / sentence on869

social media posts deliberately targets and under-870

mines a person’s sense of self, identity, or personal871

characteristics. This can include derogatory com-872

ments, or harmful statements aimed at aspects such873

as one’s race, gender, sexual orientation, religion,874

appearance, or other defining attributes.875

Sexually Explicit The message / sentence on876

social media posts contains explicit and detailed de-877

scriptions or discussions of sexual activities, body878

parts, or other related content.879

C.2 Manual Annotation880

Q1: Does this text appear to be random spam881

or lack context?882

• Yes883

• No884

Q2: Does this text related to Indonesian 2024885

General Election?886

• Yes887

• No888

Q3: Does this text contain toxicity (hate889

speech)?890

Note: Irrelevant toxicity or hate speech includes 891

hate speech that is meant as a joke among friends 892

or is not considered hate speech by the recipient. 893

Thus, it will be coded as "No". 894

• Yes 895

• No 896

Q4: What is the type of toxicity? 897

Note: Code up to two or more types. Consider the 898

following sentences as an example: “PDIP Pro- 899

vokasi Massa pendukungnya geruduk kediaman 900

Anies”. This headline should be coded as both 901

threat and incitement to violence. 902

Q4-1: Does the message contains profan- 903

ity/obscenity? 904

• Yes 905

• No 906

Q4-2: Does the message contain threat / incite- 907

ment to violence? 908

• Yes 909

• No 910

Q4-3: Does the message contain insults? 911

• Yes 912

• No 913

Q4-4: Does the message contain an identity at- 914

tack? 915

• Yes 916

• No 917

Q4-5: Does the message contain sexually ex- 918

plicit? 919

12



Figure 8: The template we use to prompt gpt-3.5-turbo
through ten-shot prompting.

• Yes920

• No921

D Mapping of Keywords-to-Topics922

• Shia : shia, syia, syiah923

• Ahmadiyya : ahmadiya, ahmadiyah, ah-924

madiyya, ahmadiyyah925

• Christian : anti christ, anti kristus, anti-christ,926

kris10, kristen, kr1st3n, katolik, khatolik927

• LGBTQ+ : bisex, bisexual, eljibiti, gay, les-928

bian, lesbong, lgbt, lgbtq+, lghdtv+, queer,929

transgender930

• Chinese : china, chindo, chinese, cina, cindo,931

cokin, tionghoa Jewish : is ra hell, israel, jew,932

jewish, joo, netanyahu, netanhayu, setanyahu,933

yahudi, zionis, bangsa pengecut934

• Rohingya : rohingya, imigran, pengungsi935

• Disability : odgj, idiot, autis, bisu, budek,936

buta, cacat, gangguan jiwa, gangguan mental,937

gila, ogdj, sinting, orang gila, orgil, sakit jiwa,938

tuli, tuna netra, tuna rungu, conge, gendut939

E Prompt for Synthetic Text Generation940

using gpt-3.5-turbo941

To generate synthetic data from gpt-3.5-turbo to942

help increase model performance for various binary943

classification task, we utilize the prompt visualized944

in Figure 8945

F Effect of Demographic and Topic 946

Information to Model Performance 947

F.1 gpt-3.5-turbo 948

F.2 IndoBERTweet with Demographic 949

Information 950

F.3 IndoBERTweet with Topic 951

F.4 IndoBERTweet with Demographic and 952

Topic 953

G Within & Between Group ICR Score 954

Calculation 955

To compute the toxicity ICR score for a demo- 956

graphic group, we calculate the weighted average 957

of Gwet’s AC1 score for every pairwise combina- 958
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tion of annotators within the same group, using the959

volume of text in each pair as the weight. This ap-960

proach maximizes the utilization of available data.961

A similar calculation method is implemented to962

find the ICR score between two groups, with the963

modification that each pair consists of members964

from different groups. We refer to these metrics965

as “within-group ICR score” and “between-group966

ICR score” respectively.967

We can rigorously define an equation to compute968

ICR score within a group as969

γ(g) =

∑
i,j∈g

dim(vij) · Gwet(ϕi(vij), ϕj(vij))∑
i,j∈g

dim(vij)
970

Where g are an arbitrary groups in a demo-971

graphic; vij are set of text that both mutually by 972

annotators i,j; and ϕi, ϕj are annotation result from 973

i, j. To calculate ICR score between two groups, 974

we slightly modified the equation above into 975

Γ(g1, g2) =

∑
i∈g1,j∈g2

dim(vij) · Gwet(ϕi(vij), ϕj(vij))∑
i∈g1,j∈g2

dim(vij)
976

Where g1,g2 are arbitrary two groups in a de- 977

mographic; vij are set of text that both mutually 978

by annotators i,j; and ϕi, ϕj are annotation result 979

from i, j. 980
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H Performance of Fine-tuned Models on981

Multiple Topics982

Figure ??,??,??„?? shows how the models that983

fine-tuned per group984
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