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Abstract

In this paper, we take an updated look at the
paraphrase identification task. We analyze com-
monly used English-language datasets such as
MRPC, PAWS, and QQP. We study usage levels
of these datasets, showing that dataset usage is
heavily skewed towards MRPC. We also study
and compare qualitative and quantitative char-
acteristics of the datasets. We investigate the
generalization performance of modern models
trained on these datasets, showing that models
do not generalize well across datasets. Lastly,
we demonstrate methods to improve the gen-
eralization performance of models, showing
that improved label consistency and MNLI pre-
training are useful.

1 Introduction

Understanding paraphrasing and the related phe-
nomenon is a foundational aspect of natural lan-
guage understanding. In natural language, the same
semantic meaning can often be conveyed using a
variety of expressions, while similar expressions
can convey different meanings. In education, stu-
dents and learners are often encouraged to para-
phrase ideas to test and reinforce the accuracy and
completeness of their understanding (Hirvela and
Du, 2013). Natural language processing (NLP) sys-
tems also need to handle paraphrases to achieve
robust real-world performance. This has not been
achieved even by cutting-edge NLP systems such
as ChatGPT (OpenAl, 2022), publicly noted by its
authors to be sensitive to input phrasing.

Paraphrase Identification is the task of determin-
ing if a pair of sentences are paraphrases of each
other. Such a paraphrase identification system has
many downstream applications where recognizing
equivalent texts is important. For example, we may
be required to evaluate if two generated textual
summaries of a document are semantically equiva-
lent, and not merely similar.

To identify paraphrases, a typical approach is to

train a classifier model on a paraphrase identifica-
tion dataset. Due to the high intrinsic performance
of recent state-of-the-art NLP models, the commu-
nity is adopting an increasingly data-centric view
of how to improve performance on various NLP
tasks. Thus, we would like to take an updated and
closer look at datasets used to train such models
for the paraphrase identification task and how they
can be used more effectively.

In this paper, we will analyze some contem-
porary English language paraphrase identifica-
tion datasets: Microsoft Research Paraphrase Cor-
pus (MRPC), Quora Question Pairs (QQP) and
Paraphrase Adversaries from Word Scrambling
(PAWS). We look at the usage statistics of these
datasets in the research community, showing how
dataset usage is heavily skewed towards MRPC for
the past decade. We then analyze the qualitative
and quantitative characteristics of these datasets,
showing similarities and differences between the
datasets. We will also investigate the often poor
generalization performance of models trained on
the datasets and analyze some trends in the mis-
takes made by these models. Finally, we also in-
vestigate methods to improve the effectiveness of
models trained on current paraphrase identification
datasets, showing that we can improve generaliza-
tion performance, without needing larger models or
datasets, by improving improve label consistency
and using models pre-trained on the MNLI task.

2 Related Work

There have been prior survey papers on the subject
of paraphrase identification. However, many of
them were published before 2020. Thus, they do
not capture much of the modern NLP trends and
the large increase in research activity after these
previous survey papers had been written. In addi-
tion, most of the recent work focuses on surveying
modelling approaches instead of datasets used.

In On Paraphrase Identification Corpora (Rus



et al., 2014), the authors analyzed some paraphrase
identification datasets. The two largest paraphrase
identification datasets (consisting of paraphrase and
non-paraphrase pairs) were MRPC and SemEval-
2013 Task 7 Student Response analysis (SRA)
(Dzikovska et al., 2015), of which SRA is no longer
being used in a contemporary context. The authors
made recommendations targeted at advancing our
understanding of what a paraphrase is and develop-
ing future paraphrase datasets. We note that many
of the recommendations have not been further ex-
plored, such as creating more precise definitions
for paraphrases and unified annotation guidelines
for consistent labelling of datasets.

In other survey papers, it is common to find
a large focus on studying various modelling ap-
proaches. In A survey on paraphrase recognition
(Magnolini, 2014), the authors focus primarily on
studying the effectiveness of various methods of
text classification applied to the paraphrase recog-
nition task. Although they analyze some prior pro-
posed definitions of paraphrases and how they are
constructed, they do not perform an analysis of
datasets, choosing to focus on the effectiveness of
various contemporary models on the MRPC task.
The model-centric focus is also true for more recent
survey papers including A survey on word embed-
ding techniques and semantic similarity for para-
phrase identification (Kubal and Nimkar, 2019),
Corpus-based paraphrase detection experiments
and review (Vrbanec and Mestrovi¢, 2020), and
Evaluation of state-of-the-art paraphrase identifi-
cation and its application to automatic plagiarism
detection (Altheneyan and Menai, 2020).

In our paper, we aim to provide a more updated
data-centric survey, investigating paraphrase iden-
tification datasets and answering different ques-
tions, such as how we can improve the way we
use the datasets to achieve better generalization
performance.

2.1 Paraphrase Identification Task
2.2 Definition

Paraphrase identification is the task of identifying
whether a pair of sentences are paraphrases. It is
typically a binary classification task guided by the
definition of a paraphrase, which will be discussed
in greater detail in the next section.

Paraphrase identification can be an isolated task,
or used in conjunction with other NLP tasks, such
as detecting equivalent questions and answers as

part of a question-answering task or detecting
equivalent outputs in generative tasks such as trans-
lation or summarization.

There is a wide range of approaches for ac-
complishing this task. However, as with most
tasks in NLP, deep learning models, in particular
Transformer-based large language models, achieve
state-of-the-art performance on various paraphrase
identification benchmarks.

2.3 What is a paraphrase?

There is no universally accepted and precise defi-
nition of what constitutes a paraphrase. Differing
definitions can be obtained from many sources (on-
line sources, dictionaries and publications), and of-
ten some ambiguous aspects can differ depending
on personal interpretation (Rus et al., 2014). This
impacts the usefulness of paraphrase identification
datasets as annotation guidelines and annotators’
interpretation of those guidelines can vary signifi-
cantly.

In the NLP research community, several defini-
tions have been proposed:

1. Paraphrasing can be seen as bidirectional tex-
tual entailment (Androutsopoulos and Malaka-
siotis, 2010)

2. Paraphrases are differently worded texts with
approximately the same content and have a
symmetric relationship (Gold et al., 2019)

3. A sentence is a paraphrase of another sentence
if they are not identical but share the same
semantic meaning (Liu and Soh, 2022)

In our paper, we prefer the third definition as it
captures the most important aspects of paraphras-
ing: we are looking at two non-identical sentences
(different structure and/or different vocabulary) that
express the same semantic meaning. However, the
definitions are generally in agreement with each
other except for the second definition. In this work,
we do not consider "approximately" equivalent text
to be equivalent for the purposes of paraphrase
identification, and it introduces an additional as-
pect of ambiguity and subjectivity, namely how
approximate or close enough the meaning has to
be in order to be considered a paraphrase.

2.4 Usage Statistics

In our survey, we would like to perform in-depth
investigations on the most commonly used datasets.



Hence, in this section, we investigate the usage
statistics of major paraphrase identification datasets
to identify the key datasets that are in use.

Based on citation counts from Google Scholar,
there are 3 major English paraphrase identification
datasets in modern use. They are:

1. Microsoft Research Paraphrase Corpus
(MRPC) with 1074 citations'

2. Paraphrase Adversaries from Word Scram-
bling (PAWS) with 258 citations?

3. Quora Question Pairs (QQP) with 121 cita-
tions>

Of these three datasets, two datasets, MRPC
and QQP, are part of the General Language Under-
standing Evaluation (GLUE) (Wang et al., 2018)
benchmark suite, which itself has 3344 citations®.

To visualize the usage of these datasets, we pro-
vide the following figures. In the figures below, the
citation count is adjusted to account for overlaps
in citations. For publications that cite both GLUE
and another dataset, they are visualized as citing
the other dataset instead. Thus, all the GLUE cita-
tions in the figure are of publications that only cite
GLUE. This is because the majority of the publica-
tions that only cite GLUE without directly citing
another paraphrase identification dataset predomi-
nantly do not explore paraphrase identification as a
core aspect of the paper, but use the GLUE bench-
mark in various other ways. Thus, although they
include the paraphrase identification task, they do
not focus on it. This is in contrast to the papers that
cite paraphrase identification datasets directly.

Figure 1: Total citation counts

'View MRPC Google Scholar Page for latest statistics
2View PAWS Google Scholar Page for latest statistics
*Due to the lack of a officially provided citation, this
dataset has been cited in varying ways. We document how we
compute the total amount of citations in the Appendix
*View GLUE Google Scholar Page for latest statistics

As we can see in Figure 1 above, the majority of
relevant publications cite only GLUE. We can also
see that predominantly, the research community fo-
cuses on the MRPC task, where 25.0% of citations
cite MRPC directly, and another 67.2% use MRPC
as part of the GLUE benchmark. Thus, there is also
a concern that paraphrase identification research is
overly focused on MRPC.
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Figure 2: Citation counts per calendar year

In Figure 2, we can visualize the trend of dataset
usage over time. We can see MRPC (including us-
age as part of GLUE) has been consistently a large
majority of the usage, even after the introduction of
newer datasets like PAWS. In addition, if we use ci-
tation counts as a proxy for the amount of research
activity, we can see that research increased dramati-
cally in 2020, after the previous survey papers have
been published.

2.5 Overview of Datasets
2.5.1 MRPC

The Microsoft Research Paraphrase Corpus
(MRPC) (Dolan and Brockett, 2005) dataset con-
tains sentence pairs which were collected from var-
ious online news articles. Similar sentences are
automatically mined from different articles and la-
belled by human annotators. Sentences in MRPC
are often formal reporting and journalism-style text.
This dataset is widely used, both independently and
as part of the GLUE benchmark. MRPC contains
4076 training and 1725 test examples, with approx-
imately 50% labelled as paraphrases.

252 QQP

The Quora Question Pairs (QQP) (Shankar et al.,
2017) dataset contains 404,290 question pairs col-
lected from the Quora platform. The questions
contain a large variety of different content and tex-
tual styles written by social media users, and pairs
of questions are labelled by human annotators. Ap-
proximately 40% of the data is annotated as a "du-
plicate” or paraphrase.


https://scholar.google.com/scholar?hl=en&as_sdt=%2C5&q=Automatically+Constructing+a+Corpus+of+Sentential+Paraphrases&btnG=
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=PAWS%3A+Paraphrase+adversaries+from+word+scrambling&btnG=
https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=GLUE%3A+A+multi-task+benchmark+and+analysis+platform+for+natural+language+understanding&btnG=

2.5.3 PAWS

The Paraphrase Adversaries from Word Scrambling
(PAWS) (Zhang et al., 2019) is a dataset containing
sentence pairs extracted from Wikipedia. It con-
sists of procedurally generated sentences created
from sentences mined from Wikipedia and labelled
by human annotators. The sentences are written
factually and in a formal writing style. While it is
less commonly used than MRPC, it is high-quality
and much larger. PAWS contains approximately
45% paraphrases with 49,401 training, 8000 devel-
opment and 8000 test examples.

2.6 Dataset differences

Each of the above datasets has different character-
istics due to differences in domain, data collection
methodology, and data annotation. In the overview,
we have already provided some information on the
different text domains and data collection method-
ology. In this section, we will focus on differences
in data annotation and other characteristics.

2.6.1 Data annotation

All three datasets follow the same basic structure,
where each example consists of a pair of sentences
and a binary label indicating if they are a para-
phrase. However, there are differences due to the
inconsistencies in the annotation guidelines pro-
vided to annotators. However, such differences are
difficult to quantify.

In MRPC, annotators were instructed to label
two sentences as paraphrases if they "mean the
same thing", with the interpretation of that instruc-
tion being left up to individual annotators. In ad-
dition, the "degree of mismatch allowed" before a
sentence pair was disqualified as a paraphrase is
also left to individual annotators. As such, there
is great ambiguity in the labelling of MRPC. Sen-
tences referring to the same subject but containing
different information are often labelled as para-
phrases, but sometimes not as well. This weakness
is acknowledged by the authors of the dataset as
well.

To illustrate the problem, we show the following
sentence pair, which is labelled as a paraphrase in
MRPC:

1. Scientists have figured out the complete genetic code of
a virulent pathogen that has killed tens of thousands
of California native oaks

2. The East Bay-based Joint Genome Institute said
Thursday it has unraveled the genetic blueprint for the
diseases that cause the sudden death of oak trees

Despite the clear information mismatch (marked
in bold) and missing information (marked in red),
this is labelled as a paraphrase.

In QQP, we do not have much information on
the labelling process. According to the informa-
tion provided via Quora (Shankar et al., 2017) and
Kaggle® when the data was released, the question
pairs are labelled by human experts, however, the
process was acknowledged to be "noisy", with "in-
herently subjective" labels, and with reasonable
possibility for disagreements. However, the authors
believe that on a whole, the dataset can "represent
a reasonable consensus". In our inspection of the
data, we believe that the annotation is indeed done
with reasonable consistency, although subjectivity
remains.

PAWS has the most rigorous labelling process
of all 3 datasets. Each sentence pair is presented to
five annotators with an extremely high agreement
of above 90% on average. Therefore, we have the
highest confidence in the consistency and quality
of labelling in PAWS, which is confirmed by our
own inspections.

2.6.2 Data characteristics

The combination of different domains, data col-
lection and annotation methods results in differing
data characteristics. To quantify these differences,
we explore using the metrics proposed in Liu and
Soh (2022). We use the word position deviation
(WPD) and lexical deviation (LLD) metrics to ana-
lyze the different characteristics of these datasets.

First, we compute and visualise WPD for each
of the datasets: MRPC, QQP and PAWS.

— paws.

—qap

Figure 4: Distribution of LD in each dataset

SKaggle: QQP Dataset Description


https://www.kaggle.com/competitions/quora-question-pairs/data

From the comparison, we can see that each of
the datasets has a remarkably similar distribution
of WPD, but PAWS has a different distribution of
LD as compared to MRPC and QQP: PAWS has
relatively low LD while MRPC and QQP are much
higher. By considering the above characteristics,
we can come to several preliminary conclusions:

1. We expect the datasets to contain similar lev-
els of structural variations in the paraphrases.
Hence, there is limited benefit to combining
the datasets in an attempt to increase the diver-
sity of structural paraphrases due to the lack
of structural paraphrases in the datasets. Ad-
ditionally, this also means that for structural
paraphrases, all datasets would likely perform
similarly.

2. The main difference between the datasets is
in terms of the vocabulary, since PAWS has
the least amount of LD, followed by QQP and
MRPC. Based on what we know of MRPC
and PAWS, we can make the following hy-
pothesis that MRPC and PAWS will be chal-
lenging in terms of vocabulary, but in different
ways. MRPC will be more challenging based
on its diversity of vocabulary. On the other
hand, PAWS will be more challenging as the
classifier cannot rely on recognising similar
words, since similar words are present in both
paraphrase and non-paraphrase pairs.

3. There is a reasonable chance the much higher
LD in MRPC and QQP compared to PAWS
is a side effect of a less rigorous annotation
process, leading to less semantic equivalence
for sentences labelled as paraphrases.

3 Experiments

In this section, we will perform three experiments.

1. We will take each of the three datasets (MRPC,
QQP and PAWS) and train a model on them,
evaluating on the other two datasets. We term
this the generalization experiment (Section
3.1). We use this to measure how generaliz-
able each dataset is as a training dataset.

2. We will create a combined version of all three
datasets and evaluate a model trained on them
on each individual dataset. We term this the
combined dataset experiment (Section 3.2).
We use this to test if combining the datasets is

effective in improving the performance of the
model.

3. We use the method proposed in Towards Bet-
ter Characterization of Paraphrases (Liu and
Soh, 2022) to correct the labelling in MRPC
and QQP, and re-run the above experiments
to measure the differences when the labelling
is made more consistent. We term this as the
rectified dataset experiment (Section 3.3).

For comparison within our experiments, the
main metric of comparison will be the Macro F1
score on the respective test sets, as the different
datasets have different proportions of examples la-
belled as paraphrases. Thus, the Macro F1 score
will let us evaluate the datasets more holistically as
the score will not be affected by the proportion of
paraphrases in the test set. The implementation we
use is from the Scikit-learn (Pedregosa et al., 2011)
sklearn.metrics package.

3.1 Model and Training

For all our experiments, we used a state-of-the-
art DeBERTa-Large (He et al., 2020) pre-trained
language model, intended for English language se-
quence classification tasks. We performed the train-
ing using the HuggingFace Transformers library
and PyTorch. We used a learning rate of 5e-6, the
Adam optimizer, a batch size of 128, and training
for up to 10 epochs. We use validation scores to
select optimal checkpoints for evaluation on the
held-out test set.

In addition, we also test the same model that has
been fine-tuned on a text entailment task, MNLI
(Williams et al., 2018). Some previous works have
suggestion such models can perform better on para-
phrase identification tasks. In addition, we hypothe-
size that DeBERTa-Large-MNLI would require less
data, and thus perform better on smaller datasets.
Thus, we seek to validate if MNLI pre-training
would be effective in improving the model’s perfor-
mance and generalization abilities.

3.2 Generalization experiment setup

Each of the three component datasets is separated
beforehand into a fixed training, validation and test
dataset.

PAWS has a predetermined dataset split for train-
ing, validation and test sets. Hence, we use it in
our experiments.

MRPC has a predetermined test set but does not
have a predetermined validation set. We split the



original training set into a training set (90%) and a
validation set (10%), keeping the proportion of the
labels in the original training set.

QQP does not have a publicly labelled test set,
nor does it have a predetermined validation set.
We split the original training set into a training
set (80%), validation set (10%) and test set(10%),
keeping the proportion of the labels constant.

3.3 Combined dataset experiment setup

Since all the datasets follow the same basic struc-
ture (a pair of sentences and a binary label), it is a
reasonable assumption that these datasets should
all be interoperable. For example, we should be
able to combine all datasets to create a more ef-
fective paraphrase identification dataset. In this
experiment, we will test this hypothesis.

In this experiment, we train on all three datasets
simultaneously, instead of only training on one
dataset. After training, we evaluate on each individ-
ual evaluation set. We maintain the train-valid-test
splits from the previous experiments.

3.4 Rectified dataset experiments setup

In this experiment, we test the impact of attempting
to improve the labeling consistency between the
three datasets using the method proposed in Liu
and Soh (2022). We run the automated correction
on the MRPC and QQP datasets. Following that,
we repeat the generalization experiment, as well as
the combined dataset experiment, keeping all other
factors the same. We will then compare the re-
sults between the original datasets and the rectified
datasets.

4 Results

4.0.1 Generalization experiment

First, we report the performance of the trained
DeBERTa-Large and DeBERTa-Large-MNLI mod-
els in terms of the Test Macro F1 score on each
of the various datasets. The table indicates which
dataset the model is trained on, and how it performs
when evaluated on the other datasets.

Test Macro F1
Model Training | MRPC | QQP | PAWS
MRPC 85.53 72.06 32.89
DeBERTa QQP 67.16 91.10 45.49

PAWS 68.51 76.49 94.83
MRPC 88.37 77.41 55.21
DeBERTa-MNLI QQP 69.50 90.88 66.40
PAWS 70.40 79.15 94.91

Next, we report some aggregated statistics to
show the average performance of each model when
trained and evaluated on the same dataset (Same

Task), as well as the average performance when
evaluated on a different dataset from which it is
trained (Other Tasks).

Test Macro F1 (Mean)
Model Same Task | Other Tasks
DeBERTa 90.42 60.43
DeBERTa-MNLI 91.39 69.69

Unsurprisingly, the model performs best when
it is evaluated on the test set from the dataset it is
trained on. When evaluated on another dataset, the
average performance suffers significantly.

4.0.2 Combined dataset experiment

Test Macro F1 (Mean)
Model MRPC | QQP | PAWS
DeBERTa 8546 | 91.29 | 93.95
DeBERTa-MNLI | 86.44 | 91.12 | 94.69

We observe that the overall performance is very
similar to when we train and evaluate on a single
dataset. This is an interesting result since it shows
that training on more data from other datasets did
not result in any significant improvement. In fact,
it can introduce some slight regression. Green indi-
cates improvement and red indicates regression.

4.0.3 Rectified dataset experiments

First, we report the performance of the trained
DeBERTa-Large and DeBERTa-Large-MNLI mod-
els in terms of the Test F1 score on each of the
various rectified datasets, along with PAWS.

In the table below, we use the following colors
to mark the significant changes of at least 5.0 Test
Macro F1 score. Green indicates an improvement
and red indicates a regression when compared to
training on the original datasets.

Test Macro F1

Model Training MRPC-R1 QQP-R1 PAWS
MRPC-R1 88.14 75.98 56.10

DeBERTa QQP-RI 85.46 89.66 61.73
PAWS 61.41 73.54 94.83

MRPC-R1 89.38 78.83 76.62

DeBERTa-MNLI QQP-RI 87.87 89.88 75.86
PAWS 68.92 75.58 94.91

As can be seen in the table, when evaluated on
the same task only, the performance did not change
significantly: MRPC shows a slight improvement
(mean of 1.81 F1), while QQP shows a slight re-
gression (mean of 1.22 F1). However, there was a
significant improvement for 6 out of the 12 general-
ization experiments, with another 2 showing slight
improvements. There was one significant regres-
sion (trained on PAWS and evaluated on MRPC-
R1), which was an unexpected result.

Overall, the mean Test Macro F1 score increased
by 5.89 for the DeBERTa-Large model and 5.06
for the DeBERTa-Large-MNLI model.



Below, we report some aggregated statistics to
compare the mean generalization (transfer) perfor-
mance before and after the dataset rectification,
showing the differences in generalization charac-
teristics of the resulting models.

Test Macro F1 (Transfer)
Model Before After
DeBERTa 60.43 69.04
DeBERTa-MNLI 69.69 77.28

We see that the mean Macro Test F1 generaliza-
tion performance increased by approximately 8.60
F1 for the DeBERTa-Large model and 7.59 F1 for
the DeBERTa-Large-MNLI model. This is much
higher than the overall increase in performance,
since the performance in the individual datasets did
not change much.

Lastly, we look at the performance of the model
trained on the combined dataset after rectification.

Test Macro F1 (Mean)
Model MRPC-R1 | QQP-R1 | PAWS
DeBERTa 87.22 89.88 93.96
DeBERTa-MNLI 89.33 89.83 94.56

There was a notable improvement for MRPC-
R1 over MRPC (+2.89 F1), a regression for QQP
(-1.41 F1) and the PAWS scores remain approxi-
mately the same.

5 Analysis

5.1 Generalization experiment results

5.1.1 Effect of MNLI pretraining

We can see that overall, the DeBERTa-Large-MNLI
model performs the best. It is better in almost every
scenario, including being evaluated on a different
dataset from which it is trained. The only exception
is when it is trained and evaluated on the QQP
dataset, which is an interesting point that warrants
further investigation.

The performance benefit of the DeBERTa-Large-
MNLI model is evident in the generalization test
scenario, where the model is trained and evaluated
on different datasets. In particular, the benefit is
largest when evaluated on PAWS. The improve-
ment is also relatively large when the model is
trained and evaluated on MRPC. We believe that
the initial MNLI fine-tuning helps to overcome the
small dataset size of MRPC.

In general, we believe that the initial MNLI fine-
tuning is very beneficial for paraphrase recognition
in general as it is a related task, while also aiding
possibly reducing the tendency of the model to
over-fit on smaller datasets. In addition, the benefit
is the largest for a benchmark PAWS as it requires

the highest "precision" in recognising paraphrases,
and the level of "precision" is very similar to that
involved in the MNLI task.

5.1.2 Trends in generalization performance

We get an interesting observation when considering
the trends in generalization performance, where
a dataset is trained on one dataset and evaluated
on another. The MRPC dataset provides the least
generalization performance, likely due to the large
amount of inconsistency in annotation combined
with the small number of examples. On the other
hand, PAWS provides the greatest generalization
performance, likely due to its labelling consistency
and larger size.

5.1.3 Analysis of Model Mistakes

We are interested to analyze the model’s error rates
in different categories of paraphrases. Thus, we
define three different categories of paraphrases to
analyze for the three datasets:

1. sentences are very similar to each other

2. sentences are only different structurally (low
LD, high WPD)

3. sentences are only different lexically (high
LD, low WPD)

The model trained on MRPC performs best when
evaluated on lexically different QQP examples and
performs worst on lexically different PAWS exam-
ples. This aligns with what we expect from the
known characteristics of these datasets.

The model trained on QQP performs best when
evaluated on lexically different MRPC examples.
This is a reciprocal relationship and falls within our
expectations. The model also performs the worst
on PAWS examples which are different structurally.

The model trained on PAWS performs best on
lexically different QQP examples. It performs
worst on MRPC examples which are close, which
is expected since it is where the label inconsistency
will be the greatest.

The full table of raw results is included in Ap-
pendix A.3.

5.2 Combined dataset experiment results

There are two main observations from the results
of the combined dataset experiment:

Firstly there is no real benefit to training with a
combined dataset. Despite having more ostensibly
similar data for the same type of task, MRPC and



PAWS see minor reductions in performance (more
significantly for MRPC), while QQP sees a mostly
negligible performance improvement.

Secondly, the trend remains that DeBERTa-
Large-MNLI is the better performing model, except
when evaluated on QQP.

Thus, our main conclusion is that if our goal is to
improve performance on a particular dataset, sim-
ply adding more data from another dataset does not
help, even if they are all paraphrase identification
datasets. In fact, there is a slight overall regression
even with a powerful classifier. This informs us that
each of these datasets is likely "testing" the classi-
fier on slightly different aspects of the tasks, and
thus do not generalize well to each other, reinforc-
ing our results from the generalization experiments.
The differences in annotation criteria and rigour
are also likely to be detrimental. This hypothesis is
partially supported by our results where after recti-
fication, the model train on the combined dataset
has notably higher performance on MRPC-R1.

5.3 Rectified dataset experiment results

Our first observation is that the dataset rectification
results in largely positive improvements. Across all
the 12 generalization experiments, 8 see improve-
ments, with 6 having a significant improvement
of more than 5.0 F1 on the test set and another 2
experiments showing a slight improvement. 3 ex-
periments show some regression (1.5-3.6 F1), and
1 experiment (train on PAWS and test on MRPC)
shows a significant regression of 7.1 F1. However,
overall the generalization performance increases
by a significant margin.

For the combined experiment, we see that the
general trends from the non-rectified experiment
carry over. However, there is an improvement for
MRPC. Previously the performance dropped for
the DeBERTa-Large-MNLI model by 1.93 F1. Af-
ter rectification, the performance drop is much less
at 0.05 F1. We note that an interesting performance
trend remains, where QQP performance is slightly
better on DeBERTa-Large compared to DeBERTa-
Large MNLI. Another interesting observation is
QQP performance decreases, but the gap between
DeBERTa-Large and DeBERTa-Large-MNLI is
greatly reduced. However, the reason for this is
unclear. This can be a subject of future study.

In general, the higher-performing DeBERTa-
Large-MNLI model improved less during this ex-
periment. We hypothesize that it is likely due to its

already higher performance baseline, in addition to
the pre-trained MNLI task offsetting some of the
benefits of the rectified dataset.

6 Limitations and Future Work

Due to limitations on computing resources and the
already large number of existing experiments, we
did not do multiple runs of the experiments nor
extensive hyper-parameter searches to tune the re-
sults for both individual experiments and the en-
tire set of experiments. Instead, we stuck to es-
tablished hyper-parameters that are known to pro-
vide reasonably good results. We also did not re-
peat the set of experiments across different pre-
trained models. We believe that the same trends
in results would hold for different combinations
of hyper-parameters and pre-trained models, al-
though model performance might vary slightly. In
future work, more experiments can be conducted
to further validate our results with multiple sets of
hyper-parameters and different pre-trained models.

7 Ethical Considerations

To the best of our knowledge, we do not introduce
any ethical concerns or risks in this work.

8 Conclusion

In this paper, we took another look at the para-
phrase identification task. We looked at usage
trends and took a deep dive into commonly used
English-language datasets for this task. We high-
lighted some issues, including inconsistent stan-
dards used to label these datasets, as well as inter-
esting similarities and differences in dataset charac-
teristics. We also studied how well models trained
on these datasets performed when evaluated on
other datasets, showing that generalization perfor-
mance is relatively low. We conclude that cur-
rent paraphrase identification datasets have vari-
ous shortcomings that can be improved with bet-
ter annotation processes. In addition, we demon-
strated that better generalization performance can
be achieved by improving labelling consistency and
using a model pre-trained on the MNLI task, while
other strategies such as combining existing datasets
have limited utility.
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A Appendix

A.1 Quora Question Pairs citations

A large number of publications (102) cite Quora
question pairs (Chen et al., 2017). However, this
is not correct, since this is not the paper that in-
troduced the QQP dataset, but an early paper that
demonstrates some techniques to tackle the dataset.
The dataset was first introduced in First Quora
Dataset Release: Question Pairs (Shankar et al.,
2017), which is a blog post on the Data@Quora
blog.

Therefore, we aggregate the total number of
QQP citations as the sum of citations of the above
paper and the blog post, which are referenced with
three differing titles. The four Google scholar
URLSs are as follows:

1. https://scholar.google.
com/scholar?cluster=
3336862162093221896&hl1l=ené&
as_sdt=2005&sciodt=0,5

2. https://scholar.google.
com/scholar?cluster=
5155042585544784702&hl=en&
as_sdt=2005&sciodt=0,5

3. https://scholar.google.
com/scholar?cluster=
11073074702727464584&hl=en&
as_sdt=2005&sciodt=0,5

4, https://scholar.google.
com/scholar?cluster=
5249091588465214420&hl=en&
as_sdt=2005&sciodt=0,5

A.2 Pre-trained Models used

We used two pre-trained models in our experi-
ments.

1. DeBERTa-Large, a 350M-parameter pre-
trained language by Microsoft proposed in
DeBERTa: Decoding-enhanced BERT with
Disentangled Attention (He et al., 2020). The
model is available on the HuggingFace Hub
at microsoft/deberta-large.

DeBERTa-Large-MNLI, the DeBERTa-Large
model fine-tuned on MNLI by Microsoft. The
benchmark results are as reported in the De-
BERTa paper. The model is available on the
HuggingFace Hub at microsoft/deberta-large-
mnli.
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A.3 Full set of results for Section 5.1.3

In the graphic below, we provide the full visual-
ization of results that accompany the analysis in
Section 5.1.3 "Analysis of Model Mistakes". Green
indicates higher performance, and red indicates
poorer performance.

Evaluated on
QQP_Close|QQP_WPD
04327 | 04513

Model & Training Dataset|
MRPC|

MRPC_Close [MRPC_WPD [MRPC_LD QaP_LD

07708

PAWS_Close
03583
04750

PAWS_WPD|PAWS_LD
02417 | 02127

03627 | 0.3920

DeBERTa | aaP
PAWS
MRPC|
QaP
PAWS
Mean perf per data split

0.5681
05211

0.4939
0.6271

0.6862
0.6956

0.7286
0.6946

0.6692
0.6201

07854
0.8194

05117
05826

05950
05473

0.3966
04716

DeBERTa-MNLI 05353
0.4871

05279

0.4877
0.4845
05233

0.7179
0.7123
0.7030

0.8086.
0.7960

0.7271
06458

0.7120
06131

04819 04367 | 0.3682

A.4 Hardware used

All the training was done on an single NVIDIA
RTX 3090 with 24GB of VRAM. Training was
done in automatic mixed precision mode with mix
FP32 and FP16 computations. The total estimated
GPU hours taken for the full set of experiments
(19 x 2 experiments) is approximately 100 hours.

A.5 Code and Raw Data

After the review period, the code and data will be
available publicly on GitHub.
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