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Abstract

In this paper, we take an updated look at the001
paraphrase identification task. We analyze com-002
monly used English-language datasets such as003
MRPC, PAWS, and QQP. We study usage levels004
of these datasets, showing that dataset usage is005
heavily skewed towards MRPC. We also study006
and compare qualitative and quantitative char-007
acteristics of the datasets. We investigate the008
generalization performance of modern models009
trained on these datasets, showing that models010
do not generalize well across datasets. Lastly,011
we demonstrate methods to improve the gen-012
eralization performance of models, showing013
that improved label consistency and MNLI pre-014
training are useful.015

1 Introduction016

Understanding paraphrasing and the related phe-017

nomenon is a foundational aspect of natural lan-018

guage understanding. In natural language, the same019

semantic meaning can often be conveyed using a020

variety of expressions, while similar expressions021

can convey different meanings. In education, stu-022

dents and learners are often encouraged to para-023

phrase ideas to test and reinforce the accuracy and024

completeness of their understanding (Hirvela and025

Du, 2013). Natural language processing (NLP) sys-026

tems also need to handle paraphrases to achieve027

robust real-world performance. This has not been028

achieved even by cutting-edge NLP systems such029

as ChatGPT (OpenAI, 2022), publicly noted by its030

authors to be sensitive to input phrasing.031

Paraphrase Identification is the task of determin-032

ing if a pair of sentences are paraphrases of each033

other. Such a paraphrase identification system has034

many downstream applications where recognizing035

equivalent texts is important. For example, we may036

be required to evaluate if two generated textual037

summaries of a document are semantically equiva-038

lent, and not merely similar.039

To identify paraphrases, a typical approach is to040

train a classifier model on a paraphrase identifica- 041

tion dataset. Due to the high intrinsic performance 042

of recent state-of-the-art NLP models, the commu- 043

nity is adopting an increasingly data-centric view 044

of how to improve performance on various NLP 045

tasks. Thus, we would like to take an updated and 046

closer look at datasets used to train such models 047

for the paraphrase identification task and how they 048

can be used more effectively. 049

In this paper, we will analyze some contem- 050

porary English language paraphrase identifica- 051

tion datasets: Microsoft Research Paraphrase Cor- 052

pus (MRPC), Quora Question Pairs (QQP) and 053

Paraphrase Adversaries from Word Scrambling 054

(PAWS). We look at the usage statistics of these 055

datasets in the research community, showing how 056

dataset usage is heavily skewed towards MRPC for 057

the past decade. We then analyze the qualitative 058

and quantitative characteristics of these datasets, 059

showing similarities and differences between the 060

datasets. We will also investigate the often poor 061

generalization performance of models trained on 062

the datasets and analyze some trends in the mis- 063

takes made by these models. Finally, we also in- 064

vestigate methods to improve the effectiveness of 065

models trained on current paraphrase identification 066

datasets, showing that we can improve generaliza- 067

tion performance, without needing larger models or 068

datasets, by improving improve label consistency 069

and using models pre-trained on the MNLI task. 070

2 Related Work 071

There have been prior survey papers on the subject 072

of paraphrase identification. However, many of 073

them were published before 2020. Thus, they do 074

not capture much of the modern NLP trends and 075

the large increase in research activity after these 076

previous survey papers had been written. In addi- 077

tion, most of the recent work focuses on surveying 078

modelling approaches instead of datasets used. 079

In On Paraphrase Identification Corpora (Rus 080

1



et al., 2014), the authors analyzed some paraphrase081

identification datasets. The two largest paraphrase082

identification datasets (consisting of paraphrase and083

non-paraphrase pairs) were MRPC and SemEval-084

2013 Task 7 Student Response analysis (SRA)085

(Dzikovska et al., 2015), of which SRA is no longer086

being used in a contemporary context. The authors087

made recommendations targeted at advancing our088

understanding of what a paraphrase is and develop-089

ing future paraphrase datasets. We note that many090

of the recommendations have not been further ex-091

plored, such as creating more precise definitions092

for paraphrases and unified annotation guidelines093

for consistent labelling of datasets.094

In other survey papers, it is common to find095

a large focus on studying various modelling ap-096

proaches. In A survey on paraphrase recognition097

(Magnolini, 2014), the authors focus primarily on098

studying the effectiveness of various methods of099

text classification applied to the paraphrase recog-100

nition task. Although they analyze some prior pro-101

posed definitions of paraphrases and how they are102

constructed, they do not perform an analysis of103

datasets, choosing to focus on the effectiveness of104

various contemporary models on the MRPC task.105

The model-centric focus is also true for more recent106

survey papers including A survey on word embed-107

ding techniques and semantic similarity for para-108

phrase identification (Kubal and Nimkar, 2019),109

Corpus-based paraphrase detection experiments110

and review (Vrbanec and Meštrović, 2020), and111

Evaluation of state-of-the-art paraphrase identifi-112

cation and its application to automatic plagiarism113

detection (Altheneyan and Menai, 2020).114

In our paper, we aim to provide a more updated115

data-centric survey, investigating paraphrase iden-116

tification datasets and answering different ques-117

tions, such as how we can improve the way we118

use the datasets to achieve better generalization119

performance.120

2.1 Paraphrase Identification Task121

2.2 Definition122

Paraphrase identification is the task of identifying123

whether a pair of sentences are paraphrases. It is124

typically a binary classification task guided by the125

definition of a paraphrase, which will be discussed126

in greater detail in the next section.127

Paraphrase identification can be an isolated task,128

or used in conjunction with other NLP tasks, such129

as detecting equivalent questions and answers as130

part of a question-answering task or detecting 131

equivalent outputs in generative tasks such as trans- 132

lation or summarization. 133

There is a wide range of approaches for ac- 134

complishing this task. However, as with most 135

tasks in NLP, deep learning models, in particular 136

Transformer-based large language models, achieve 137

state-of-the-art performance on various paraphrase 138

identification benchmarks. 139

2.3 What is a paraphrase? 140

There is no universally accepted and precise defi- 141

nition of what constitutes a paraphrase. Differing 142

definitions can be obtained from many sources (on- 143

line sources, dictionaries and publications), and of- 144

ten some ambiguous aspects can differ depending 145

on personal interpretation (Rus et al., 2014). This 146

impacts the usefulness of paraphrase identification 147

datasets as annotation guidelines and annotators’ 148

interpretation of those guidelines can vary signifi- 149

cantly. 150

In the NLP research community, several defini- 151

tions have been proposed: 152

1. Paraphrasing can be seen as bidirectional tex- 153

tual entailment (Androutsopoulos and Malaka- 154

siotis, 2010) 155

2. Paraphrases are differently worded texts with 156

approximately the same content and have a 157

symmetric relationship (Gold et al., 2019) 158

3. A sentence is a paraphrase of another sentence 159

if they are not identical but share the same 160

semantic meaning (Liu and Soh, 2022) 161

In our paper, we prefer the third definition as it 162

captures the most important aspects of paraphras- 163

ing: we are looking at two non-identical sentences 164

(different structure and/or different vocabulary) that 165

express the same semantic meaning. However, the 166

definitions are generally in agreement with each 167

other except for the second definition. In this work, 168

we do not consider "approximately" equivalent text 169

to be equivalent for the purposes of paraphrase 170

identification, and it introduces an additional as- 171

pect of ambiguity and subjectivity, namely how 172

approximate or close enough the meaning has to 173

be in order to be considered a paraphrase. 174

2.4 Usage Statistics 175

In our survey, we would like to perform in-depth 176

investigations on the most commonly used datasets. 177
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Hence, in this section, we investigate the usage178

statistics of major paraphrase identification datasets179

to identify the key datasets that are in use.180

Based on citation counts from Google Scholar,181

there are 3 major English paraphrase identification182

datasets in modern use. They are:183

1. Microsoft Research Paraphrase Corpus184

(MRPC) with 1074 citations1185

2. Paraphrase Adversaries from Word Scram-186

bling (PAWS) with 258 citations2187

3. Quora Question Pairs (QQP) with 121 cita-188

tions3189

Of these three datasets, two datasets, MRPC190

and QQP, are part of the General Language Under-191

standing Evaluation (GLUE) (Wang et al., 2018)192

benchmark suite, which itself has 3344 citations4.193

To visualize the usage of these datasets, we pro-194

vide the following figures. In the figures below, the195

citation count is adjusted to account for overlaps196

in citations. For publications that cite both GLUE197

and another dataset, they are visualized as citing198

the other dataset instead. Thus, all the GLUE cita-199

tions in the figure are of publications that only cite200

GLUE. This is because the majority of the publica-201

tions that only cite GLUE without directly citing202

another paraphrase identification dataset predomi-203

nantly do not explore paraphrase identification as a204

core aspect of the paper, but use the GLUE bench-205

mark in various other ways. Thus, although they206

include the paraphrase identification task, they do207

not focus on it. This is in contrast to the papers that208

cite paraphrase identification datasets directly.209

Figure 1: Total citation counts

1View MRPC Google Scholar Page for latest statistics
2View PAWS Google Scholar Page for latest statistics
3Due to the lack of a officially provided citation, this

dataset has been cited in varying ways. We document how we
compute the total amount of citations in the Appendix

4View GLUE Google Scholar Page for latest statistics

As we can see in Figure 1 above, the majority of 210

relevant publications cite only GLUE. We can also 211

see that predominantly, the research community fo- 212

cuses on the MRPC task, where 25.0% of citations 213

cite MRPC directly, and another 67.2% use MRPC 214

as part of the GLUE benchmark. Thus, there is also 215

a concern that paraphrase identification research is 216

overly focused on MRPC. 217

Figure 2: Citation counts per calendar year

In Figure 2, we can visualize the trend of dataset 218

usage over time. We can see MRPC (including us- 219

age as part of GLUE) has been consistently a large 220

majority of the usage, even after the introduction of 221

newer datasets like PAWS. In addition, if we use ci- 222

tation counts as a proxy for the amount of research 223

activity, we can see that research increased dramati- 224

cally in 2020, after the previous survey papers have 225

been published. 226

2.5 Overview of Datasets 227

2.5.1 MRPC 228

The Microsoft Research Paraphrase Corpus 229

(MRPC) (Dolan and Brockett, 2005) dataset con- 230

tains sentence pairs which were collected from var- 231

ious online news articles. Similar sentences are 232

automatically mined from different articles and la- 233

belled by human annotators. Sentences in MRPC 234

are often formal reporting and journalism-style text. 235

This dataset is widely used, both independently and 236

as part of the GLUE benchmark. MRPC contains 237

4076 training and 1725 test examples, with approx- 238

imately 50% labelled as paraphrases. 239

2.5.2 QQP 240

The Quora Question Pairs (QQP) (Shankar et al., 241

2017) dataset contains 404,290 question pairs col- 242

lected from the Quora platform. The questions 243

contain a large variety of different content and tex- 244

tual styles written by social media users, and pairs 245

of questions are labelled by human annotators. Ap- 246

proximately 40% of the data is annotated as a "du- 247

plicate" or paraphrase. 248
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2.5.3 PAWS249

The Paraphrase Adversaries from Word Scrambling250

(PAWS) (Zhang et al., 2019) is a dataset containing251

sentence pairs extracted from Wikipedia. It con-252

sists of procedurally generated sentences created253

from sentences mined from Wikipedia and labelled254

by human annotators. The sentences are written255

factually and in a formal writing style. While it is256

less commonly used than MRPC, it is high-quality257

and much larger. PAWS contains approximately258

45% paraphrases with 49,401 training, 8000 devel-259

opment and 8000 test examples.260

2.6 Dataset differences261

Each of the above datasets has different character-262

istics due to differences in domain, data collection263

methodology, and data annotation. In the overview,264

we have already provided some information on the265

different text domains and data collection method-266

ology. In this section, we will focus on differences267

in data annotation and other characteristics.268

2.6.1 Data annotation269

All three datasets follow the same basic structure,270

where each example consists of a pair of sentences271

and a binary label indicating if they are a para-272

phrase. However, there are differences due to the273

inconsistencies in the annotation guidelines pro-274

vided to annotators. However, such differences are275

difficult to quantify.276

In MRPC, annotators were instructed to label277

two sentences as paraphrases if they "mean the278

same thing", with the interpretation of that instruc-279

tion being left up to individual annotators. In ad-280

dition, the "degree of mismatch allowed" before a281

sentence pair was disqualified as a paraphrase is282

also left to individual annotators. As such, there283

is great ambiguity in the labelling of MRPC. Sen-284

tences referring to the same subject but containing285

different information are often labelled as para-286

phrases, but sometimes not as well. This weakness287

is acknowledged by the authors of the dataset as288

well.289

To illustrate the problem, we show the following290

sentence pair, which is labelled as a paraphrase in291

MRPC:292

1. Scientists have figured out the complete genetic code of293
a virulent pathogen that has killed tens of thousands294
of California native oaks295

2. The East Bay-based Joint Genome Institute said296
Thursday it has unraveled the genetic blueprint for the297
diseases that cause the sudden death of oak trees298

Despite the clear information mismatch (marked 299

in bold) and missing information (marked in red), 300

this is labelled as a paraphrase. 301

In QQP, we do not have much information on 302

the labelling process. According to the informa- 303

tion provided via Quora (Shankar et al., 2017) and 304

Kaggle5 when the data was released, the question 305

pairs are labelled by human experts, however, the 306

process was acknowledged to be "noisy", with "in- 307

herently subjective" labels, and with reasonable 308

possibility for disagreements. However, the authors 309

believe that on a whole, the dataset can "represent 310

a reasonable consensus". In our inspection of the 311

data, we believe that the annotation is indeed done 312

with reasonable consistency, although subjectivity 313

remains. 314

PAWS has the most rigorous labelling process 315

of all 3 datasets. Each sentence pair is presented to 316

five annotators with an extremely high agreement 317

of above 90% on average. Therefore, we have the 318

highest confidence in the consistency and quality 319

of labelling in PAWS, which is confirmed by our 320

own inspections. 321

2.6.2 Data characteristics 322

The combination of different domains, data col- 323

lection and annotation methods results in differing 324

data characteristics. To quantify these differences, 325

we explore using the metrics proposed in Liu and 326

Soh (2022). We use the word position deviation 327

(WPD) and lexical deviation (LD) metrics to ana- 328

lyze the different characteristics of these datasets. 329

First, we compute and visualise WPD for each 330

of the datasets: MRPC, QQP and PAWS. 331

Figure 3: Distribution of WPD in each dataset

Figure 4: Distribution of LD in each dataset

5Kaggle: QQP Dataset Description
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From the comparison, we can see that each of332

the datasets has a remarkably similar distribution333

of WPD, but PAWS has a different distribution of334

LD as compared to MRPC and QQP: PAWS has335

relatively low LD while MRPC and QQP are much336

higher. By considering the above characteristics,337

we can come to several preliminary conclusions:338

1. We expect the datasets to contain similar lev-339

els of structural variations in the paraphrases.340

Hence, there is limited benefit to combining341

the datasets in an attempt to increase the diver-342

sity of structural paraphrases due to the lack343

of structural paraphrases in the datasets. Ad-344

ditionally, this also means that for structural345

paraphrases, all datasets would likely perform346

similarly.347

2. The main difference between the datasets is348

in terms of the vocabulary, since PAWS has349

the least amount of LD, followed by QQP and350

MRPC. Based on what we know of MRPC351

and PAWS, we can make the following hy-352

pothesis that MRPC and PAWS will be chal-353

lenging in terms of vocabulary, but in different354

ways. MRPC will be more challenging based355

on its diversity of vocabulary. On the other356

hand, PAWS will be more challenging as the357

classifier cannot rely on recognising similar358

words, since similar words are present in both359

paraphrase and non-paraphrase pairs.360

3. There is a reasonable chance the much higher361

LD in MRPC and QQP compared to PAWS362

is a side effect of a less rigorous annotation363

process, leading to less semantic equivalence364

for sentences labelled as paraphrases.365

3 Experiments366

In this section, we will perform three experiments.367

1. We will take each of the three datasets (MRPC,368

QQP and PAWS) and train a model on them,369

evaluating on the other two datasets. We term370

this the generalization experiment (Section371

3.1). We use this to measure how generaliz-372

able each dataset is as a training dataset.373

2. We will create a combined version of all three374

datasets and evaluate a model trained on them375

on each individual dataset. We term this the376

combined dataset experiment (Section 3.2).377

We use this to test if combining the datasets is378

effective in improving the performance of the 379

model. 380

3. We use the method proposed in Towards Bet- 381

ter Characterization of Paraphrases (Liu and 382

Soh, 2022) to correct the labelling in MRPC 383

and QQP, and re-run the above experiments 384

to measure the differences when the labelling 385

is made more consistent. We term this as the 386

rectified dataset experiment (Section 3.3). 387

For comparison within our experiments, the 388

main metric of comparison will be the Macro F1 389

score on the respective test sets, as the different 390

datasets have different proportions of examples la- 391

belled as paraphrases. Thus, the Macro F1 score 392

will let us evaluate the datasets more holistically as 393

the score will not be affected by the proportion of 394

paraphrases in the test set. The implementation we 395

use is from the Scikit-learn (Pedregosa et al., 2011) 396

sklearn.metrics package. 397

3.1 Model and Training 398

For all our experiments, we used a state-of-the- 399

art DeBERTa-Large (He et al., 2020) pre-trained 400

language model, intended for English language se- 401

quence classification tasks. We performed the train- 402

ing using the HuggingFace Transformers library 403

and PyTorch. We used a learning rate of 5e-6, the 404

Adam optimizer, a batch size of 128, and training 405

for up to 10 epochs. We use validation scores to 406

select optimal checkpoints for evaluation on the 407

held-out test set. 408

In addition, we also test the same model that has 409

been fine-tuned on a text entailment task, MNLI 410

(Williams et al., 2018). Some previous works have 411

suggestion such models can perform better on para- 412

phrase identification tasks. In addition, we hypothe- 413

size that DeBERTa-Large-MNLI would require less 414

data, and thus perform better on smaller datasets. 415

Thus, we seek to validate if MNLI pre-training 416

would be effective in improving the model’s perfor- 417

mance and generalization abilities. 418

3.2 Generalization experiment setup 419

Each of the three component datasets is separated 420

beforehand into a fixed training, validation and test 421

dataset. 422

PAWS has a predetermined dataset split for train- 423

ing, validation and test sets. Hence, we use it in 424

our experiments. 425

MRPC has a predetermined test set but does not 426

have a predetermined validation set. We split the 427
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original training set into a training set (90%) and a428

validation set (10%), keeping the proportion of the429

labels in the original training set.430

QQP does not have a publicly labelled test set,431

nor does it have a predetermined validation set.432

We split the original training set into a training433

set (80%), validation set (10%) and test set(10%),434

keeping the proportion of the labels constant.435

3.3 Combined dataset experiment setup436

Since all the datasets follow the same basic struc-437

ture (a pair of sentences and a binary label), it is a438

reasonable assumption that these datasets should439

all be interoperable. For example, we should be440

able to combine all datasets to create a more ef-441

fective paraphrase identification dataset. In this442

experiment, we will test this hypothesis.443

In this experiment, we train on all three datasets444

simultaneously, instead of only training on one445

dataset. After training, we evaluate on each individ-446

ual evaluation set. We maintain the train-valid-test447

splits from the previous experiments.448

3.4 Rectified dataset experiments setup449

In this experiment, we test the impact of attempting450

to improve the labeling consistency between the451

three datasets using the method proposed in Liu452

and Soh (2022). We run the automated correction453

on the MRPC and QQP datasets. Following that,454

we repeat the generalization experiment, as well as455

the combined dataset experiment, keeping all other456

factors the same. We will then compare the re-457

sults between the original datasets and the rectified458

datasets.459

4 Results460

4.0.1 Generalization experiment461

First, we report the performance of the trained462

DeBERTa-Large and DeBERTa-Large-MNLI mod-463

els in terms of the Test Macro F1 score on each464

of the various datasets. The table indicates which465

dataset the model is trained on, and how it performs466

when evaluated on the other datasets.467
Test Macro F1

Model Training MRPC QQP PAWS

DeBERTa
MRPC 85.53 72.06 32.89
QQP 67.16 91.10 45.49

PAWS 68.51 76.49 94.83

DeBERTa-MNLI
MRPC 88.37 77.41 55.21
QQP 69.50 90.88 66.40

PAWS 70.40 79.15 94.91

468

Next, we report some aggregated statistics to469

show the average performance of each model when470

trained and evaluated on the same dataset (Same471

Task), as well as the average performance when 472

evaluated on a different dataset from which it is 473

trained (Other Tasks). 474

Test Macro F1 (Mean)
Model Same Task Other Tasks

DeBERTa 90.42 60.43
DeBERTa-MNLI 91.39 69.69

475

Unsurprisingly, the model performs best when 476

it is evaluated on the test set from the dataset it is 477

trained on. When evaluated on another dataset, the 478

average performance suffers significantly. 479

4.0.2 Combined dataset experiment 480

Test Macro F1 (Mean)
Model MRPC QQP PAWS

DeBERTa 85.46 91.29 93.95
DeBERTa-MNLI 86.44 91.12 94.69

481

We observe that the overall performance is very 482

similar to when we train and evaluate on a single 483

dataset. This is an interesting result since it shows 484

that training on more data from other datasets did 485

not result in any significant improvement. In fact, 486

it can introduce some slight regression. Green indi- 487

cates improvement and red indicates regression. 488

4.0.3 Rectified dataset experiments 489

First, we report the performance of the trained 490

DeBERTa-Large and DeBERTa-Large-MNLI mod- 491

els in terms of the Test F1 score on each of the 492

various rectified datasets, along with PAWS. 493

In the table below, we use the following colors 494

to mark the significant changes of at least 5.0 Test 495

Macro F1 score. Green indicates an improvement 496

and red indicates a regression when compared to 497

training on the original datasets. 498

Test Macro F1
Model Training MRPC-R1 QQP-R1 PAWS

DeBERTa
MRPC-R1 88.14 75.98 56.10
QQP-R1 85.46 89.66 61.73
PAWS 61.41 73.54 94.83

DeBERTa-MNLI
MRPC-R1 89.38 78.83 76.62
QQP-R1 87.87 89.88 75.86
PAWS 68.92 75.58 94.91

499

As can be seen in the table, when evaluated on 500

the same task only, the performance did not change 501

significantly: MRPC shows a slight improvement 502

(mean of 1.81 F1), while QQP shows a slight re- 503

gression (mean of 1.22 F1). However, there was a 504

significant improvement for 6 out of the 12 general- 505

ization experiments, with another 2 showing slight 506

improvements. There was one significant regres- 507

sion (trained on PAWS and evaluated on MRPC- 508

R1), which was an unexpected result. 509

Overall, the mean Test Macro F1 score increased 510

by 5.89 for the DeBERTa-Large model and 5.06 511

for the DeBERTa-Large-MNLI model. 512
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Below, we report some aggregated statistics to513

compare the mean generalization (transfer) perfor-514

mance before and after the dataset rectification,515

showing the differences in generalization charac-516

teristics of the resulting models.517

Test Macro F1 (Transfer)
Model Before After

DeBERTa 60.43 69.04
DeBERTa-MNLI 69.69 77.28

518

We see that the mean Macro Test F1 generaliza-519

tion performance increased by approximately 8.60520

F1 for the DeBERTa-Large model and 7.59 F1 for521

the DeBERTa-Large-MNLI model. This is much522

higher than the overall increase in performance,523

since the performance in the individual datasets did524

not change much.525

Lastly, we look at the performance of the model526

trained on the combined dataset after rectification.527

Test Macro F1 (Mean)
Model MRPC-R1 QQP-R1 PAWS

DeBERTa 87.22 89.88 93.96
DeBERTa-MNLI 89.33 89.83 94.56

528

There was a notable improvement for MRPC-529

R1 over MRPC (+2.89 F1), a regression for QQP530

(-1.41 F1) and the PAWS scores remain approxi-531

mately the same.532

5 Analysis533

5.1 Generalization experiment results534

5.1.1 Effect of MNLI pretraining535

We can see that overall, the DeBERTa-Large-MNLI536

model performs the best. It is better in almost every537

scenario, including being evaluated on a different538

dataset from which it is trained. The only exception539

is when it is trained and evaluated on the QQP540

dataset, which is an interesting point that warrants541

further investigation.542

The performance benefit of the DeBERTa-Large-543

MNLI model is evident in the generalization test544

scenario, where the model is trained and evaluated545

on different datasets. In particular, the benefit is546

largest when evaluated on PAWS. The improve-547

ment is also relatively large when the model is548

trained and evaluated on MRPC. We believe that549

the initial MNLI fine-tuning helps to overcome the550

small dataset size of MRPC.551

In general, we believe that the initial MNLI fine-552

tuning is very beneficial for paraphrase recognition553

in general as it is a related task, while also aiding554

possibly reducing the tendency of the model to555

over-fit on smaller datasets. In addition, the benefit556

is the largest for a benchmark PAWS as it requires557

the highest "precision" in recognising paraphrases, 558

and the level of "precision" is very similar to that 559

involved in the MNLI task. 560

5.1.2 Trends in generalization performance 561

We get an interesting observation when considering 562

the trends in generalization performance, where 563

a dataset is trained on one dataset and evaluated 564

on another. The MRPC dataset provides the least 565

generalization performance, likely due to the large 566

amount of inconsistency in annotation combined 567

with the small number of examples. On the other 568

hand, PAWS provides the greatest generalization 569

performance, likely due to its labelling consistency 570

and larger size. 571

5.1.3 Analysis of Model Mistakes 572

We are interested to analyze the model’s error rates 573

in different categories of paraphrases. Thus, we 574

define three different categories of paraphrases to 575

analyze for the three datasets: 576

1. sentences are very similar to each other 577

2. sentences are only different structurally (low 578

LD, high WPD) 579

3. sentences are only different lexically (high 580

LD, low WPD) 581

The model trained on MRPC performs best when 582

evaluated on lexically different QQP examples and 583

performs worst on lexically different PAWS exam- 584

ples. This aligns with what we expect from the 585

known characteristics of these datasets. 586

The model trained on QQP performs best when 587

evaluated on lexically different MRPC examples. 588

This is a reciprocal relationship and falls within our 589

expectations. The model also performs the worst 590

on PAWS examples which are different structurally. 591

The model trained on PAWS performs best on 592

lexically different QQP examples. It performs 593

worst on MRPC examples which are close, which 594

is expected since it is where the label inconsistency 595

will be the greatest. 596

The full table of raw results is included in Ap- 597

pendix A.3. 598

5.2 Combined dataset experiment results 599

There are two main observations from the results 600

of the combined dataset experiment: 601

Firstly there is no real benefit to training with a 602

combined dataset. Despite having more ostensibly 603

similar data for the same type of task, MRPC and 604
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PAWS see minor reductions in performance (more605

significantly for MRPC), while QQP sees a mostly606

negligible performance improvement.607

Secondly, the trend remains that DeBERTa-608

Large-MNLI is the better performing model, except609

when evaluated on QQP.610

Thus, our main conclusion is that if our goal is to611

improve performance on a particular dataset, sim-612

ply adding more data from another dataset does not613

help, even if they are all paraphrase identification614

datasets. In fact, there is a slight overall regression615

even with a powerful classifier. This informs us that616

each of these datasets is likely "testing" the classi-617

fier on slightly different aspects of the tasks, and618

thus do not generalize well to each other, reinforc-619

ing our results from the generalization experiments.620

The differences in annotation criteria and rigour621

are also likely to be detrimental. This hypothesis is622

partially supported by our results where after recti-623

fication, the model train on the combined dataset624

has notably higher performance on MRPC-R1.625

5.3 Rectified dataset experiment results626

Our first observation is that the dataset rectification627

results in largely positive improvements. Across all628

the 12 generalization experiments, 8 see improve-629

ments, with 6 having a significant improvement630

of more than 5.0 F1 on the test set and another 2631

experiments showing a slight improvement. 3 ex-632

periments show some regression (1.5-3.6 F1), and633

1 experiment (train on PAWS and test on MRPC)634

shows a significant regression of 7.1 F1. However,635

overall the generalization performance increases636

by a significant margin.637

For the combined experiment, we see that the638

general trends from the non-rectified experiment639

carry over. However, there is an improvement for640

MRPC. Previously the performance dropped for641

the DeBERTa-Large-MNLI model by 1.93 F1. Af-642

ter rectification, the performance drop is much less643

at 0.05 F1. We note that an interesting performance644

trend remains, where QQP performance is slightly645

better on DeBERTa-Large compared to DeBERTa-646

Large MNLI. Another interesting observation is647

QQP performance decreases, but the gap between648

DeBERTa-Large and DeBERTa-Large-MNLI is649

greatly reduced. However, the reason for this is650

unclear. This can be a subject of future study.651

In general, the higher-performing DeBERTa-652

Large-MNLI model improved less during this ex-653

periment. We hypothesize that it is likely due to its654

already higher performance baseline, in addition to 655

the pre-trained MNLI task offsetting some of the 656

benefits of the rectified dataset. 657

6 Limitations and Future Work 658

Due to limitations on computing resources and the 659

already large number of existing experiments, we 660

did not do multiple runs of the experiments nor 661

extensive hyper-parameter searches to tune the re- 662

sults for both individual experiments and the en- 663

tire set of experiments. Instead, we stuck to es- 664

tablished hyper-parameters that are known to pro- 665

vide reasonably good results. We also did not re- 666

peat the set of experiments across different pre- 667

trained models. We believe that the same trends 668

in results would hold for different combinations 669

of hyper-parameters and pre-trained models, al- 670

though model performance might vary slightly. In 671

future work, more experiments can be conducted 672

to further validate our results with multiple sets of 673

hyper-parameters and different pre-trained models. 674

7 Ethical Considerations 675

To the best of our knowledge, we do not introduce 676

any ethical concerns or risks in this work. 677

8 Conclusion 678

In this paper, we took another look at the para- 679

phrase identification task. We looked at usage 680

trends and took a deep dive into commonly used 681

English-language datasets for this task. We high- 682

lighted some issues, including inconsistent stan- 683

dards used to label these datasets, as well as inter- 684

esting similarities and differences in dataset charac- 685

teristics. We also studied how well models trained 686

on these datasets performed when evaluated on 687

other datasets, showing that generalization perfor- 688

mance is relatively low. We conclude that cur- 689

rent paraphrase identification datasets have vari- 690

ous shortcomings that can be improved with bet- 691

ter annotation processes. In addition, we demon- 692

strated that better generalization performance can 693

be achieved by improving labelling consistency and 694

using a model pre-trained on the MNLI task, while 695

other strategies such as combining existing datasets 696

have limited utility. 697
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paraphrase detection experiments and review. Infor- 765
mation, 11(5):241. 766

Alex Wang, Amanpreet Singh, Julian Michael, Felix 767
Hill, Omer Levy, and Samuel Bowman. 2018. GLUE: 768
A multi-task benchmark and analysis platform for nat- 769
ural language understanding. In Proceedings of the 770
2018 EMNLP Workshop BlackboxNLP: Analyzing 771
and Interpreting Neural Networks for NLP, pages 772
353–355, Brussels, Belgium. Association for Com- 773
putational Linguistics. 774

Adina Williams, Nikita Nangia, and Samuel Bowman. 775
2018. A broad-coverage challenge corpus for sen- 776
tence understanding through inference. In Proceed- 777
ings of the 2018 Conference of the North American 778
Chapter of the Association for Computational Lin- 779
guistics: Human Language Technologies, Volume 780
1 (Long Papers), pages 1112–1122, New Orleans, 781
Louisiana. Association for Computational Linguis- 782
tics. 783

Yuan Zhang, Jason Baldridge, and Luheng He. 2019. 784
PAWS: Paraphrase adversaries from word scrambling. 785
In Proceedings of the 2019 Conference of the North 786
American Chapter of the Association for Computa- 787
tional Linguistics: Human Language Technologies, 788
Volume 1 (Long and Short Papers), pages 1298–1308, 789
Minneapolis, Minnesota. Association for Computa- 790
tional Linguistics. 791

9

https://doi.org/10.1613/jair.2985
https://doi.org/10.1613/jair.2985
https://doi.org/10.1613/jair.2985
https://doi.org/10.1007/s10579-015-9313-8
https://doi.org/10.1007/s10579-015-9313-8
https://doi.org/10.1007/s10579-015-9313-8
https://doi.org/10.1007/s10579-015-9313-8
https://doi.org/10.1007/s10579-015-9313-8
https://doi.org/10.1007/s10579-015-9313-8
https://doi.org/10.1007/s10579-015-9313-8
https://doi.org/10.18653/v1/W19-4004
https://doi.org/10.18653/v1/W19-4004
https://doi.org/10.18653/v1/W19-4004
https://doi.org/10.48550/ARXIV.2006.03654
https://doi.org/10.48550/ARXIV.2006.03654
https://doi.org/10.48550/ARXIV.2006.03654
https://doi.org/10.18653/v1/2022.acl-long.588
https://doi.org/10.18653/v1/2022.acl-long.588
https://doi.org/10.18653/v1/2022.acl-long.588
https://openai.com/blog/chatgpt/
http://www.lrec-conf.org/proceedings/lrec2014/pdf/1000_Paper.pdf
https://doi.org/10.18653/v1/W18-5446
https://doi.org/10.18653/v1/W18-5446
https://doi.org/10.18653/v1/W18-5446
https://doi.org/10.18653/v1/W18-5446
https://doi.org/10.18653/v1/W18-5446
https://doi.org/10.18653/v1/N18-1101
https://doi.org/10.18653/v1/N18-1101
https://doi.org/10.18653/v1/N18-1101
https://doi.org/10.18653/v1/N19-1131


A Appendix792

A.1 Quora Question Pairs citations793

A large number of publications (102) cite Quora794

question pairs (Chen et al., 2017). However, this795

is not correct, since this is not the paper that in-796

troduced the QQP dataset, but an early paper that797

demonstrates some techniques to tackle the dataset.798

The dataset was first introduced in First Quora799

Dataset Release: Question Pairs (Shankar et al.,800

2017), which is a blog post on the Data@Quora801

blog.802

Therefore, we aggregate the total number of803

QQP citations as the sum of citations of the above804

paper and the blog post, which are referenced with805

three differing titles. The four Google scholar806

URLs are as follows:807

1. https://scholar.google.808

com/scholar?cluster=809

3336862162093221896&hl=en&810

as_sdt=2005&sciodt=0,5811

2. https://scholar.google.812

com/scholar?cluster=813

5155042585544784702&hl=en&814

as_sdt=2005&sciodt=0,5815

3. https://scholar.google.816

com/scholar?cluster=817

11073074702727464584&hl=en&818

as_sdt=2005&sciodt=0,5819

4. https://scholar.google.820

com/scholar?cluster=821

5249091588465214420&hl=en&822

as_sdt=2005&sciodt=0,5823

A.2 Pre-trained Models used824

We used two pre-trained models in our experi-825

ments.826

1. DeBERTa-Large, a 350M-parameter pre-827

trained language by Microsoft proposed in828

DeBERTa: Decoding-enhanced BERT with829

Disentangled Attention (He et al., 2020). The830

model is available on the HuggingFace Hub831

at microsoft/deberta-large.832

2. DeBERTa-Large-MNLI, the DeBERTa-Large833

model fine-tuned on MNLI by Microsoft. The834

benchmark results are as reported in the De-835

BERTa paper. The model is available on the836

HuggingFace Hub at microsoft/deberta-large-837

mnli.838

A.3 Full set of results for Section 5.1.3 839

In the graphic below, we provide the full visual- 840

ization of results that accompany the analysis in 841

Section 5.1.3 "Analysis of Model Mistakes". Green 842

indicates higher performance, and red indicates 843

poorer performance. 844

A.4 Hardware used 845

All the training was done on an single NVIDIA 846

RTX 3090 with 24GB of VRAM. Training was 847

done in automatic mixed precision mode with mix 848

FP32 and FP16 computations. The total estimated 849

GPU hours taken for the full set of experiments 850

(19× 2 experiments) is approximately 100 hours. 851

A.5 Code and Raw Data 852

After the review period, the code and data will be 853

available publicly on GitHub. 854
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